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The enduring goal of scientific endeavor, as of all human enterprise, I imagine, is to 
achieve an intelligible view of the universe. One of the great discoveries of modern science 
is that its goal cannot be achieved piecemeal, certainly not by the accumulation of facts. 
To understand a phenomenon is to understand a category of phenomena or it is nothing. 

Understanding is reached through creative acts.
A. D. HERSHEY  
Carnegie Institution Yearbook 65

All five editions of this textbook have been written according to the authors’ philosophy 
that the best approach to teaching introductory virology is by emphasizing shared principles. 
Studying the common steps of the viral reproductive cycle, illustrated with a set of represen-
tative viruses, and considering mechanisms by which these viruses can cause disease pro-
vides an integrated overview of the biology of these infectious agents. Such knowledge cannot 
be acquired by learning a collection of facts about individual viruses. Consequently, the major 
goal of this book is to define and illustrate the basic principles of virus biology.

In this information-rich age, the quantity of data describing any given virus can be over-
whelming, if not indigestible, for student and expert alike. The urge to write more and more 
about less and less is the curse of reductionist science and the bane of those who write text-
books meant to be used by students. In the fifth edition, we continue to distill information 
with the intent of extracting essential principles, while providing descriptions of how the in-
formation was acquired and tools to encourage our readers’ exploration of the primary litera
ture. Boxes are used to emphasize major principles and to provide supplementary material of 
relevance, from explanations of terminology to descriptions of trailblazing experiments. Our 
goal is to illuminate process and strategy as opposed to listing facts and figures. In an effort to 
make the book readable, we have been selective in our choice of viruses that are used as ex-
amples. The encyclopedic Fields’ Virology [Knipe DM, Howley PM (ed). 2020. Fields Virology, 
7th ed. Lippincott Williams & Wilkins, Philadelphia, PA] is recommended as a resource for 
detailed reviews of specific virus families.

What’s New
This edition is marked by a welcome addition to the author team. Our new member, Theo-
dora Hatziioannou, brings expertise in retrovirology, entry, and intrinsic immunity, as well 
as authority regarding ancient Greek mythology and philosophy that the attentive reader 
will see is generously sprinkled throughout the text.

Preface



xviii	 Preface

We have added an important new chapter in Volume II, “Therapeutic Viruses.” While the 
majority of the chapters define how viruses reproduce and cause mayhem to both cell and 
host, this new chapter turns the tables to discuss how viruses can be beneficial to eliminate 
tumor cells, deliver therapeutic genes to specific cells, and expand our arsenal of vaccines for 
prevention of virus-mediated diseases.

The authors continually strive to make this text accessible and relevant to our readers, 
many of whom are undergraduates, graduate students, and postdoctoral fellows. Conse-
quently, for this edition, we enlisted the aid of more than twenty of these trainees to provide 
guidance and commentary on our chapters and ensure that concepts are clearly explained 
and that the text is compelling to read. This unique group of editors has been invaluable in 
the design of all of our fully reworked and up-to-date chapters and appendices, and we ex-
tend a particular thank-you to them for sharing their perspectives.

A new feature is the inclusion of a set of study questions and/or, in some cases, puzzles, as 
aids to ensure that the key principles are evident within each chapter. This section comple-
ments the Principles that begin each chapter, focusing on unifying core concepts.

Finally, although the SARS-CoV-2 pandemic began as we were preparing to go to press, 
we have included additions to relevant chapters on the epidemiology, emergence, and repli-
cation of this global scourge, as well as some hopeful information concerning vaccine devel-
opment. What is apparent is that, now more than ever, an appreciation of how viruses impact 
their hosts is not just an academic pursuit, but rather literally a matter of life and death. We 
extend our gratitude to all those who serve in patient care settings.

Principles Taught in Two Distinct, but Integrated Volumes
Volume I covers the molecular biology of viral reproduction, and Volume II focuses on viral 
pathogenesis, control of virus infections, and virus evolution. The organization into two vol-
umes follows a natural break in pedagogy and provides considerable flexibility and utility for 
students and teachers alike. The two volumes differ in content but are integrated in style and 
presentation. In addition to updating the chapters and appendices for both volumes, we have 
organized the material more efficiently, and as noted above, added a new chapter that we be-
lieve reflects an exciting direction for the field. Links to Internet resources such as websites, 
podcasts, blog posts, and movies are provided within each chapter; the digital edition pro-
vides one-click access to these materials.

As in our previous editions, we have tested ideas for inclusion in the text in our own 
classes. We have also received constructive comments and suggestions from other virology 
instructors and their students. Feedback from our readers was particularly useful in finding 
typographical errors, clarifying confusing or complicated illustrations, and pointing out in-
consistencies in content.

For purposes of readability, references are not included within the text; each chapter ends 
with an updated list of relevant books, review articles, and selected research papers for read-
ers who wish to pursue specific topics. New to this edition are short descriptions of the key 
messages from each of the cited papers of special interest. Finally, each volume has a general 
glossary of essential terms.

These two volumes outline and illustrate the strategies by which all viruses reproduce, 
how infections spread within a host, and how they are maintained in populations. We have 
focused primarily on animal viruses, but have drawn insights from studies of viruses that 
reproduce in plants, bacteria, and archaea.

Volume I: The Science of Virology and the Molecular Biology of Viruses
This volume examines the molecular processes that take place in an infected host cell. Chap-
ter 1 provides a general introduction and historical perspective, and includes descriptions of 
the unique properties of viruses. The unifying principles that are the foundations of virology, 



	 Preface	 xix

including the concept of a common strategy for viral propagation, are then described. The 
principles of the infectious cycle, descriptions of the basic techniques for cultivating and as-
saying viruses, and the concept of the single-step growth cycle are presented in Chapter 2.

The fundamentals of viral genomes and genetics, and an overview of the surprisingly 
limited repertoire of viral strategies for genome replication and mRNA synthesis, are topics 
of Chapter 3. The architecture of extracellular virus particles in the context of providing both 
protection and delivery of the viral genome in a single vehicle  considered in Chapter 4. 
Chapters 5 to 13 address the broad spectrum of molecular processes that characterize the 
common steps of the reproductive cycle of viruses in a single cell, from decoding genetic in-
formation to genome replication and production of progeny virions. We describe how these 
common steps are accomplished in cells infected by diverse but representative viruses, while 
emphasizing common principles. Volume I concludes with a chapter that presents an inte-
grated description of cellular responses to illustrate the marked, and generally irreversible, 
impact of virus infection on the host cell.

The appendix in Volume I provides concise illustrations of viral reproductive cycles for 
members of the main virus families discussed in the text. It is intended to be a reference re-
source when reading individual chapters and a convenient visual means by which specific 
topics may be related to the overall infectious cycles of the selected viruses.

Volume II: Pathogenesis, Control, and Evolution
This volume addresses the interplay between viruses and their host organisms. In Chapter 1, 
we introduce the discipline of epidemiology, and consider basic aspects that govern how the 
susceptibility of a population is controlled and measured. Physiological barriers to virus in-
fections, and how viruses spread in a host, and to other hosts, are the topics of Chapter 2. The 
early host response to infection, comprising cell-autonomous (intrinsic) and innate immune 
responses, are the topics of Chapter 3, while the next chapter considers adaptive immune 
defenses, which are tailored to the pathogen, and immune memory. Chapter 5 focuses on the 
classical patterns of virus infection within cells and hosts, and the myriad ways that viruses 
cause illness. In Chapter 6, we discuss virus infections that transform cells in culture and 
promote oncogenesis (the formation of tumors) in animals. Next, we consider the principles 
underlying treatment and control of infection. Chapter 7 focuses on vaccines, and Chapter 8 
discusses the approaches and challenges of antiviral drug discovery. In Chapter 9, the new 
chapter in this edition, we describe the rapidly expanding applications of viruses as thera-
peutic agents. The origin of viruses, the drivers of viral evolution, and host-virus conflicts are 
the subjects of Chapter 10. The principles of emerging virus infections, and humankind’s 
experiences with epidemic and pandemic viral infections, are considered in Chapter  11. 
Chapter 12 is devoted entirely to the “AIDS virus,” human immunodeficiency virus type 1, 
not only because it is the causative agent of the most serious current worldwide epidemic but 
also because of its unique and informative interactions with the human immune defenses. 
Volume II ends with a chapter on unusual infectious agents, viroids, satellites, and prions.

The Appendix of Volume II affords snapshots of the pathogenesis of common human vi-
ruses. This appendix has been completely re-envisioned in this edition, and now includes 
panels that define pathogenesis, vaccine and antiviral options, and the course of the infec-
tion through the human body. This consistent format should allow students to find informa-
tion more easily, and compare properties of the selected viruses.

For some behind-the-scenes information about how the authors created the previous edi-
tion of Principles of Virology, see: http://bit​.ly​/Virology​_MakingOf.

is
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These two volumes of Principles could not have been composed and revised without help and 
contributions from many individuals. We are most grateful for the continuing encourage-
ment from our colleagues in virology and the students who use the text. Our sincere thanks 
also go to colleagues who have taken considerable time and effort to review the text in its 
evolving manifestations. Their expert knowledge and advice on issues ranging from teaching 
virology to organization of individual chapters and style were invaluable and are inextricably 
woven into the final form of the book.

We also are grateful to those who gave so generously of their time to serve as expert re-
viewers of individual chapters or specific topics in these two volumes: Siddharth Balachan-
dran (Fox Chase Cancer Center), Paul Bieniasz (Rockefeller University), Christoph Seeger 
(Fox Chase Cancer Center), and Laura Steel (Drexel University College of Medicine). Their 
rapid responses to our requests for details and checks on accuracy, as well as their assistance 
in simplifying complex concepts, were invaluable.

As noted in “What’s New,” we benefited from the efforts of the students and postdoctoral 
fellows who provided critiques on our chapters and helped to guide our revisions: Pradeep 
Morris Ambrose, Ruchita Balasubramanian, Mariana Nogueira Batista, Pierre Michel Jean 
Beltran, Marni S. Crow, Qiang Ding, Florian Douam, Jenna M. Gaska, Laura J. Halsey, Eliana 
Jacobson, Orkide O. Koyuncu, Robert LeDesma, Rebecca Markham, Alexa McIntyre, Kate-
lynn A. Milora, Laura A. M. Nerger, Morgan Pantuck, Chen Peng, Katrien Poelaert, Daniel 
Poston, Anagha Prasanna, Pavithran T. Ravindran, Inna Ricardo-Lax, Fabian Schmidt, An-
dreas Solomos, Nikhila Shree Tanneti, Sharon M. Washio, Riley M. Williams, and Kai Wu.

Since the inception of this work, our belief has been that the illustrations must comple-
ment and enrich the text. The illustrations are an integral part of the text, and credit for 
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     Luria’s Credo 
 “Th ere is an in trin sic sim plic ity of na ture and the ul ti mate 
con tri bu tion of sci ence re sides in the dis cov ery of uni fy ing 
and sim pli fy ing gen er al iza tions, rather than in the de scrip-
tion of iso lated sit u a tions—in the vi su al i za tion of sim ple, 
over all pat terns rather than in the anal y sis of patch works.” 
More than half a cen tury has passed since Sal va dor Luria 
wrote this credo in the in tro duc tion to the clas sic text book 
Ge ne ral Virology . 

 Despite an ex plo sion of in for ma tion in bi  ol ogy since Lu-
ria wrote these words, his vi sion of unity in di ver sity is as 
rel e vant now as it was then. Th at such uni fy ing prin ci ples 
ex ist may not be ob vi ous con sid er ing the be wil der ing ar ray 
of vi ruses, genes, and pro teins rec og nized in mod ern vi rol-
ogy. Indeed, new vi ruses are be ing de scribed reg u larly, and 
vi ral dis eases such as ac quired im mu no de fi  ciency syn drome 
(AIDS), hep a ti tis, and in fl u enza con tinue to chal lenge our 
ef  orts to con trol them. Yet Luria’s credo still stands: even as 
our knowl edge of vi ruses con tin ues to in crease, it is clear 
that their re pro duc tion and sur vival de pend on sim i lar 
path ways. Th is in sight has been hard-won over many years 
of ob ser va tion, re search, and de bate; the his tory of vi rol ogy 
is rich and in struc tive. 

 Viruses Defi ned 
 Viruses are mi cro scopic in fec tious agents that can re pro duce 
only in side a cell that they in fect: they are  ob li gate par a sites
of their host cells. Viruses spread from cell to cell via in fec-

tious par ti cles called  vi ri ons , which con tain ge nomes com-
pris ing RNA or DNA sur rounded by a pro tec tive pro tein 
coat. Upon par ti cle en try and dis as so ci a tion in a host cell, the 
vi ral ge nome di rects syn the sis of vi ral com po nents by cel lu-
lar sys tems. Progeny vi rus par ti cles are formed in the in fected 
cell by  de no vo  self-as sem bly from the newly syn the sized com-
po nents. 

 As will be dis cussed in the fol low ing chap ters, ad vances in 
knowl edge of the struc ture of vi rus par ti cles and the mech a-
nisms by which they are pro duced in their host cells have been 
ac com pa nied by in creas ingly ac cu rate defi   ni tions of these 
unique agents. Th e ear li est path o genic vi ruses, dis tin guished 
by their small size and de pen dence on a host or gan ism for re-
pro duc tion, em pha sized the im por tance of vi ruses as agents 
of dis ease. But there are many other im por tant rea sons to 
study vi rus es. 

 Why We Study Viruses 
 Viruses Are Everywhere 
 Viruses are all  around us, com pris ing an enor mous pro por-
tion of our en vi ron ment, in both num ber and to tal mass ( Box 
1.1 ). All liv ing things en coun ter bil li ons of vi rus par ti cles ev-
ery day. For ex am ple, they en ter our lungs in the 6 li ters of air 
each of us in hales ev ery min ute; they en ter our di ges tive sys-
tems with the food we eat; and they are trans ferred to our 
eyes, mouths, and other points of en try from the sur faces we 
touch and the peo ple with whom we in ter act. Viral nu cleic ac-
ids (the  virome ) can be found in the re spi ra tory, gas tro in tes-
ti nal, and uro gen i tal tracts even of nor mal, healthy in di vid u als 
( Fig. 1.1 ). Our blood streams har bor up to 100,000 vi rus par ti-
cles per mil li li ter. In ad di tion to vi ruses that can in fect us, our 
in tes ti nal tracts are loaded with myr iad plant and in sect vi-
ruses, as well as many hun dreds of bac te rial spe cies that har-
bor their own con stel la tions of vi rus es. 

 P R I N C I P L E S  Foundations 
Viruses are ob li gate in tra cel lu lar par a sites and de pend on 
their host cell for all  as pects of their re pro duc tion. 

Th e fi eld of vi rol ogy en com passes vi ral dis cov ery; the study 
of vi rus struc ture and re pro duc tion; and the im por tance of 
vi ruses in bi  ol ogy, ecol ogy, and dis ease. 

Th is text fo cuses pri mar ily on vi ruses that in fect ver te brates, 
es pe cially hu mans, but it is im por tant to keep in mind that 
vi ruses in fect  all   liv ing things in clud ing in sects, plants, and 
bac te ria. 

 Viruses are not solely path o genic nui sances; they can be ben-
e fi  cial. Viruses con trib ute to eco log i cal ho meo sta sis, keep 
our im mune re sponses ac ti vated and alert, and can be used 
as mo lec u lar fl ash lights to il lu mi nate cel lu lar pro cess es. 

 Viruses have been part of all  of hu man his to ry: they were 
pres ent long be fore  Homo sa pi ens  evolved, and the ma jor ity 
of hu man in fec tions were likely ac quired from other an i-
mals (zoo no ses). 

 While Koch’s pos tu lates were es sen tial for de fi n ing many 
agents of dis ease, not all  path o genic vi ruses can be shown to 
ful fi ll these cri te ria. 

 Viruses can be de scribed based on their ap pear ance, the 
hosts they in fect, or the na ture of their nu cleic acid ge nome. 

 All vi ruses must pro duce mRNA that can be trans lated by 
cel lu lar ri bo somes. Th e Bal ti more clas si fi  ca tion al lows re la-
tion ships among vi ruses with RNA or DNA ge nomes to be 
de ter mined based on the path way re quired for mRNA pro-
duc tion. 

 A com mon pro gram un der lies the prop a ga tion of all  vi-
ruses. Th is text book de scribes that strat egy and the sim i lar-
i ties and dif  er ences in the man ner in which dif  er ent vi ruses 
are re pro duced, spread, and cause dis ease. 
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Viruses Infect All Living Things
While most of this textbook focuses on viral infections of 
humans, it is important to bear in mind that viruses also in
fect pets, domestic and wild animals, plants, and insects 
throughout the world. They infect microbes such as algae, 

BOX 1.1
B A C K G R O U N D
Some astounding numbers

•	� Viruses are the most abundant entities in the biosphere. The 
biomass on our planet of bacterial viruses alone exceeds that 
of all of Earth’s elephants by more than 1,000-fold. There are 
more than 1030 particles of bacterial viruses in the world’s 
oceans, enough to extend out into space for 200 million light-​
years if arranged head to tail (http://​www.​virology.​ws/​2009/​
03/​20/​the-​abundant-​and-​diverse-​viruses-​of-​the-​seas/​; http://​
www.​phagehunter.​org/​2008/​09/​how-​far-​do-​those-​phages-​
stretch.​html).

•	� Whales are commonly infected with a member of the virus 
family Caliciviridae that causes rashes, blisters, intestinal 
problems, and diarrhea, and that can also infect humans. In-
fected whales excrete more than 1013 calicivirus particles daily.

•	� The average human body contains approximately 1013 cells, 
but almost an equal number of bacteria, and as many as 100-
fold more virus particles.

•	� With about 1016 human immunodeficiency virus type 1 (HIV-1) 
genomes on the planet today, it is highly probable that some
where there exist HIV-1 genomes that are resistant to every one 
of the antiviral drugs that we have now or are likely to have in 
the future.

Viruses reside in Earth’s vast oceans and 
everywhere else on our planet. Courtesy of NASA’s 
Earth Observatory, Suomi NPP satellite image 
courtesy of NASA/GSFC.

fungi, and bacteria, and some even interfere with the repro
duction of other viruses. Viral infection of agricultural 
plants and animals can have enormous economic and socie
tal impact. Outbreaks of infection by foot-and-mouth dis
ease and avian influenza viruses have led to the destruction 
(culling) of millions of cattle, sheep, and poultry, including 
healthy animals, to prevent further spread. Losses in the 
United Kingdom during the 2001 outbreak of foot-and-
mouth disease ran into billions of dollars, and caused havoc 
for both farmers and the government (Box 1.2). More recent 
outbreaks of the avian influenza virus H5N1 and other 
strains in Asia have resulted in similar disruption and eco
nomic loss. Viruses that infect crops such as potatoes and 
fruit trees are common, and can lead to serious food short
ages as well as financial devastation.

DNA viruses

Blood
(>19)

Nervous system
(>3)

Skin, hair, nails
(>13)

Respiratory tract
(>17)

Digestive tract
(>19) Urogenital tract

(>6)

RNA viruses

Figure 1.1  The human virome. Our knowledge of the diversity of 
viruses that can be present in or on a normal human (including some 
potential pathogens) has increased greatly with the development of 
high-throughput sequencing techniques and new bioinformatic tools. 
Current estimates of the numbers of distinct viral families with DNA 
or RNA genomes in various sites are in parentheses; the > symbol signi
fies the presence of additional viruses not yet assigned to known fami
lies. The numbers may increase as diagnostic tools improve and new 
viral families are identified. Data from Popgeorgiev N et al. 2013. Inter-
virology 56:395-412; see also http://​www.​virology.​ws/​2017/​03/​23/​the​
-​viruses-​in-​your-​blood/​.

www.phagehunter.org/2008/09/how-far-do-those-phages-stretch.html
http://www.virology.ws/2017/03/23/the-viruses-in-your-blood
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D I S C U S S I O N
The first animal virus discovered remains a scourge today

Foot-and-mouth disease virus infects domes
tic cattle, pigs, and sheep, as well as many spe
cies of wild animals. Although mortality is 
low, morbidity (illness) is high and infected 
farm animals lose their commercial value. 
The virus is highly contagious, and the most 
common and effective method of control is by 
the slaughter of entire herds in affected areas.

Outbreaks of foot-and-mouth disease 
were widely reported in Europe, Asia, Africa, 
and South and North America in the 1800s. 
The largest epidemic ever recorded in the 
United States occurred in 1914. After entry 
into the Chicago stockyards, the virus spread 
to more than 3,500 herds in 22 states. This ca
lamity accelerated epidemiological and dis
ease control programs, eventually leading to 
the field- and laboratory-based systems main
tained by the U.S. Department of Agriculture 
to protect domestic livestock from foreign an
imal and plant diseases. Similar control sys
tems have been established in other Western 
countries, but this virus still presents a formi
dable challenge throughout the world. A 1997 
outbreak of foot-and-mouth disease among 
pigs in Taiwan resulted in economic losses of 
greater than $10 billion.

In 2001, an epidemic outbreak in the 
United Kingdom spread to other countries in 
Europe and led to the slaughter of more than 
6 million infected and uninfected farm ani

mals. The associated economic, societal, and 
political costs jolted the British government. 
Images of mass graves and horrific pyres con
suming the corpses of dead animals (see fig
ure) sensitized the public as never before. 
Minor outbreaks that occurred later in the 
United Kingdom and parts of Asia were also 
controlled by culling. But in 2011, South Ko
rea was reported to have destroyed 1.5 million 

pigs, roughly 12% of its population, to curb a 
more serious outbreak spread of the virus.

Hunt J.3 January 2013. Foot-and-mouth is knocking 
on Europe’s door. Farmers Weekly. http://​www.​fwi.​
co.​uk/​articles/​03/​01/​2013/​136943/​foot-​and-​mouth-​
is-​knocking-​on-​europe39s-​door.​htm.

Murphy FA, Gibbs EPJ, Horzinek MC, Studdert MJ. 
1999. Veterinary Virology, 3rd ed. Academic Press, 
Inc, San Diego, CA.

BOX 1.2

Mass burning of cattle carcasses during the 2001 foot-and-
mouth disease outbreak in the United Kingdom. Courtesy of Dr. 
Pamela Hullinger, California Department of Food and Agriculture.

Viruses Can Cause Human Disease
With such constant exposure, it is nothing short of amaz
ing that the vast majority of viruses that infect us have little 
or no impact on our health or well-being. As described in 
Volume II, we owe such relative safety to our elaborate im
mune defense systems, which have evolved under the selec
tive pressure imposed by microbial infection. When these 
defenses are compromised, even the most common infection 
can be lethal. Despite such defenses, some of the most devas
tating human diseases have been or still are caused by viruses; 
these diseases include smallpox, yellow fever, poliomyelitis, 
influenza, measles, and AIDS. Viral infections can lead to 
life-threatening diseases that impact virtually all organs, 
including the lungs, liver, central nervous system, and intes
tines. Viruses are responsible for approximately 15% of the 
human cancer burden, and viral infections of the respiratory 

and gastrointestinal tracts kill millions of children in the de
veloping world each year. As summarized in Volume II, Ap-
pendix, there is no question about the biomedical importance 
of these agents.

Viruses Can Be Beneficial
Despite the appalling statistics from human and agricultural 
epidemics, it is important to realize that viruses can also be 
beneficial. Such benefit can be seen most clearly in the ma
rine ecosystem, where virus particles are the most abundant 
biological entities (Box 1.1). Indeed, they comprise 94% of 
all nucleic acid-containing particles in the oceans and are 
15 times more abundant than Bacteria and Archaea. Viral 
infections in the ocean kill 20 to 40% of marine microbes daily, 
converting these living organisms into particulate matter. In so 
doing they release essential nutrients that supply phytoplankton 

http://www.fwi.co.uk/articles/03/ 01/2013/136943/foot-and-mouth-is-knocking-on-europe39s-door.htm
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at the bottom of the ocean’s food chain, as well as carbon 
dioxide and other gases that affect the climate of the earth. 
Pathogens can also influence one another: infection by one 
virus can have an ameliorating effect on the pathogenesis of a 
second virus or even bacteria. For example, mice latently in
fected with some murine herpesviruses are resistant to in
fection with the bacterial pathogens Listeria monocytogenes 
and Yersinia pestis. The idea that viruses are solely agents of 
disease is giving way to an appreciation of their positive, even 
necessary, effects, and a realization that their unique proper
ties can actually be harnessed for human benefit (Volume II, 
Chapter 9).

Viruses “R” Us
Every cell in our body contains viral DNA. Human endoge
nous retroviruses, and elements thereof, make up about 8% of 
our genome. Most are inactive, fossil remnants from infec
tions of germ cells that occurred over millions of years dur
ing our evolution. Some of them are suspected to be associated 
with specific diseases, but the regulatory sequences and pro
tein products of other endogenous retroviruses have been 
coopted during our evolution for their unique functions. For 
example, retroviral gene products may play a role in the reg
ulation of pluripotency in germ cells, in transmission of sig
nals at neuronal synapses, and clearly in the way that we give 
birth. The development of the human placenta depends on 
cell fusion promoted by a retroviral protein. If not for these 
endogenous retroviruses, we might be producing our young 
in eggs, like birds and reptiles.

Recent genomic studies have revealed that our viral “heri
tage” is not limited to retroviruses. Human and other verte
brate genomes harbor sequences derived from several other 
RNA and DNA viruses. As many of these insertions are esti
mated to have occurred some 40 million to 90 million years 
ago, this knowledge has provided unique insight into the ages 
and evolution of their currently circulating relatives. The con
servation of some of these viral sequences in vertebrate ge
nomes suggests that they may have been selected for beneficial 
properties over evolutionary time.

Viruses Can Cross Species Boundaries
Although viruses generally have a limited host range, they 
can and do spread across species barriers. As the world’s hu
man population continues to expand and impinge on the 
wilderness, cross-species (zoonotic) infections of humans 
are occurring with increasing frequency. In addition to the 
AIDS pandemic, the highly fatal Ebola hemorrhagic fever, 
severe acute respiratory syndrome (SARS), and Middle East 
respiratory syndrome (MERS) are recent examples of viral 
diseases to emerge from zoonotic infections. The influenza 
virus H5N1 continues to spread among poultry and wild 

birds in areas of the Middle East and Asia. The virus is 
deadly to humans who catch it from infected birds. The 
frightening possibility that it could gain the ability to spread 
among humans is a major incentive for monitoring for per
son-to-person transmission in case of infection by this and 
other pathogenic avian influenza viruses. Given the eons 
over which viruses have had the opportunity to interact with 
various species, today’s “natural” host may simply be a way 
station in viral evolution.

Viruses Are Unique Tools To Study  
Biology
Because viruses are dependent on their hosts for propaga
tion, studies that focus on viral reprogramming of cellular 
mechanisms have provided unique insights into genetics, 
cellular biology, and functioning of host defenses. Ground-
breaking studies of viruses that infect bacteria (called bacte­
riophages) in the mid-20th century established the molecular 
basis of genetic inheritance. Through development and use 
of stringent, quantitative methods with these relatively sim
ple biological entities, this research confirmed that DNA en
codes genes and genes encode proteins. General mechanisms 
of genetic recombination, repair, and control of gene expres
sion were also elucidated, laying the foundations of modern 
molecular biology and recombinant DNA technology. Sub-
sequent studies of animal viruses established many funda
mental principles of cellular function, including the presence 
of intervening sequences in eukaryotic genes. The study of 
cancer (transforming) viruses established the genetic basis 
of this disease.

With the development of recombinant DNA technology 
and our increased understanding of viral systems, it has be
come possible to use viral genomes as vehicles for the deliv
ery of genes to cells and organisms for both scientific and 
therapeutic purposes. The use of viral vectors to introduce 
genes into various cells and organisms to study their func
tion has become a standard method in biology. Viral vectors 
are also being used to treat human disease, for example, via 
“gene therapy,” in which functional genes delivered by viral 
vectors compensate for faulty genes in the host cells (Volume II, 
Chapter 9).

The study of viruses has contributed in a unique way to the 
field of anthropology. As ancient humans moved from one 
geographic area to another, the viral strains unique to their 
original locations came along with them. The presence of such 
strains can be detected by analysis of viral nucleic acids, pro
teins, and antibodies from ancient human specimens and in 
modern populations. Together with archeological informa
tion, identification of these virological markers has been used 
to trace the pathways by which humans came to inhabit vari
ous regions of our planet (Fig. 1.2).
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Virus Prehistory
Although viruses have been known as distinct biological en
tities for only about 120 years, evidence of viral infection can 
be found among the earliest recordings of human activity, and 
methods for combating viral disease were practiced long be
fore the first virus was recognized. Consequently, efforts to 
understand and control these important agents of disease be
gan only in the last century.

Viral Infections in Antiquity
Reconstruction of the prehistoric past to provide a plausible 
account of when or how viruses established themselves in hu
man populations is challenging. However, extrapolating from 
current knowledge, we can deduce that some modern viruses 
were undoubtedly associated with the earliest precursors of 
mammals and coevolved with humans. Other viruses entered 
human populations only recently. The last 10,000 years of his
tory was a time of radical change for humans and our viruses: 
animals were domesticated, the human population increased 
dramatically, large population centers appeared, and com
merce and technology drove worldwide travel and interactions 
among unprecedented numbers of people.

Viruses that established themselves in human populations 
were undoubtedly transmitted from animals, much as still 
happens today. Early human groups that domesticated and 
lived with their animals were almost certainly exposed to dif

ferent viruses than were nomadic hunter/gatherer societies. 
Similarly, as many different viruses are endemic in the trop
ics, human societies in that environment must have been ex
posed to a greater variety of viruses than societies established 
in temperate climates. When nomadic groups met others with 
domesticated animals, human-to-human contact could have 
provided new avenues for virus spread. Even so, it seems un
likely that viruses such as those that cause measles or small
pox could have entered a permanent relationship with small 
groups of early humans. Such highly virulent viruses, as we 
now know them to be, either kill their hosts or induce lifelong 
immunity. Consequently, they can survive only when large, 
interacting host populations offer a suffi cient number of na
ive and permissive hosts for their continued propagation. 
Such viruses could not have been established in human pop
ulations until large, settled communities appeared. Less vir
ulent viruses that enter into a long-term relationship with 
their hosts were therefore more likely to be the first to become 
adapted to reproduction in the earliest human populations. 
These viruses include the modern retroviruses, herpesviruses, 
and papillomaviruses.

Evidence for knowledge of several diseases that we now 
know to be caused by viruses can be found in ancient records. 
The Greek poet Homer characterizes Hector as “rabid” in The 
Iliad (Fig. 1.3A), and Mesopotamian laws that outline the re
sponsibilities of the owners of rabid dogs date from before 
1000 b.c.e. Their existence indicates that the communicable 
nature of this viral disease was already well-known by that 
time. Egyptian hieroglyphs illustrate what appear to be the 
consequences of poliovirus infection (a withered leg typical of 
poliomyelitis [Fig. 1.3B]). Pustular lesions characteristic of 
smallpox have also been found on Egyptian mummies. The 
smallpox virus was probably endemic in the Ganges River ba
sin by the fifth century b.c.e. and subsequently spread to 
other parts of Asia and Europe. This viral pathogen has played 
an important part in human history. Its introduction into the 
previously unexposed native populations of Central and 
South America by colonists in the 16th century led to lethal 
epidemics, which are considered an important factor in the 
conquests achieved by a small number of European soldiers. 
Other viral diseases known in ancient times include mumps 
and, perhaps, influenza. Europeans have described yellow fe
ver since they discovered Africa, and it has been suggested 
that this scourge of the tropical trade was the basis for legends 
about ghost ships, such as the Flying Dutchman, in which an 
entire ship’s crew perished mysteriously.

Humans have not only been subject to viral disease 
throughout much of their history but have also manipulated 
these agents, albeit unknowingly, for much longer than might 
be imagined. One classic example is the cultivation of mar
velously patterned tulips, which were of enormous value in 

Figure 1.2  Tracking ancient human migrations by the viruses 
they carried. The polyomavirus known as JC virus is transmitted 
among families and populations and has coevolved with humans since 
the time of their origin in Africa. This virus produces no disease in nor
mal, healthy people. Most individuals are infected in childhood, after 
which the virus establishes a persistent infection in the gastrointestinal 
tract and is shed in urine. Analysis of the genomes of JC virus in human 
populations from different geographic locations has suggested an ex
pansion of ancient humans from Africa via two distinct migrations, 
each carrying a different lineage of the virus. Results from these studies 
are consistent with analyses of human DNAs (shown by the solid line). 
They also suggest an additional route that was undetectable in the hu
man DNA analyses (indicated by the dashed line). Data from Pavesi A. 
2005. J Gen Virol 86:1315–1326.
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Figure 1.4  Three Broken Tulips. A painting by Nicolas Robert 
(1624–1685), now in the collection of the Fitzwilliam Museum, Cam
bridge, United Kingdom. Striping patterns (color breaking) in tulips 
were described in 1576 in western Europe and were caused by a viral 
infection. This beautiful image depicts the remarkable consequences 
of infection with the tulip mosaic virus. © Fitzwilliam Museum, 
Cambridge.

Figure 1.5  Characteristic smallpox lesions in a young victim. 
Illustrations like these were used as examples to track down individuals 
infected with the smallpox virus (variola virus) during the World Health 
Organization campaign to eradicate the disease. Courtesy of CDC/Dr. 
Robinson (CDC PHIL ID#10398). See also the interview with Dr. Don-
ald Henderson: http://​bit.​ly/​Virology_​Henderson.

Here this �rebrand, rabid Hector,
leads the charge.
 Homer, �e Iliad,
 translated by Robert Fagels
 (Viking Penguin)

Figure 1.3  References to viral diseases from the ancient liter
ature. (A) An image of Hector from an ancient Greek vase. Courtesy 
of the Penn Museum, object 30-44-4. (B) An Egyptian stele, or stone 
tablet, from the 18th dynasty (1580–1350 b.c.e.) depicting a man with a 
withered leg and the “drop foot” syndrome characteristic of poliomy
elitis. Image courtesy of SPL/Science Source.

17th-century Holland. Such efforts included deliberate spread 
of a virus (tulip breaking virus or tulip mosaic virus) that we 
now know causes the striping of tulip petals so highly prized 
at that time (Fig. 1.4). Attempts to control viral disease have 
an even more venerable history.

The First Vaccines
Measures to control one viral disease have been used for the 
last millennium. The disease is smallpox (Fig. 1.5), and the 
practice is called variolation. The process entails taking ma
terial directly from the smallpox lesions of an infected indi
vidual and scratching it onto the skin of healthy individuals 
with a lancet. Widespread in China and India by the 11th 
century, variolation was based on the recognition that small
pox survivors were protected against subsequent bouts of 
the disease. Variolation later spread to Asia Minor, where its 
value was recognized by Lady Mary Wortley Montagu, wife 
of the British ambassador to the Ottoman Empire. She intro
duced this practice into England in 1721, where it became 
quite widespread following the successful inoculation of 
children of the royal family. George Washington is said to 
have introduced the practice among Continental Army sol
diers in 1776. However, the consequences of variolation were 
unpredictable and never pleasant: serious skin lesions in
variably developed at the site of inoculation and were often 
accompanied by more generalized rash and disease, with a 
fatality rate of 1 to 2%. From the comfortable viewpoint of 
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an affl uent country in the 21st century, such a death rate 
seems unacceptably high. However, in the 18th century, var-
iolation was perceived as a much better alternative than nat
urally contracting natural smallpox, a disease with a fatality 
rate of 25% in the whole population and 40% in babies and 
young children.

In the 1790s, Edward Jenner, an English country physi
cian, established the principle on which modern methods of 
viral immunization are based, even though viruses them
selves were not to be identified for another 100 years. Jenner 
himself was variolated with smallpox as a young boy and was 
undoubtedly familiar with its effects and risks. Perhaps this 
experience spurred his abiding interest in this method. Al-
though it is commonly asserted that Jenner’s development of 
the smallpox vaccine was inspired by his observations of 
milkmaids, the reality is more prosaic. As a physician’s ap
prentice at age 13, Jenner learned about a curious observation 
of local practitioners who had been variolating farmers with 
smallpox. No expected skin rash or disease appeared in farm
ers who had previously suffered a bout with cowpox. This 
lack of response was typical of individuals who had survived 
earlier infection with smallpox and were known to be im
mune to the disease. It was supposed therefore that, like 
smallpox survivors, these nonresponding farmers must 
somehow be immune to smallpox. Although the phenome
non was first observed and later reported by others, Jenner 
was the first to appreciate its significance fully and to follow 
up with direct experiments. From 1794 to 1796, he demon
strated that inoculation with material from cowpox lesions 
induced only mild symptoms in the recipient but protected 
against the far more dangerous disease. It is from these ex
periments that we derive the term vaccination (vacca = “cow” 
in Latin); Louis Pasteur coined this term in 1881 to honor 
Jenner’s accomplishments.

Initially, the only way to propagate and maintain the cow
pox-derived vaccine was by serial infection of human sub
jects. This method was eventually banned, as it was often 
associated with transmission of other diseases such as syphi
lis and hepatitis. By 1860, the vaccine had been passaged in 
cows; later, horses, sheep, and water buffaloes were also used. 
The origin of the current vaccine virus, vaccinia virus, is now 
thought to be horsepox virus (Box 1.3).

The first rabies vaccine was made by Louis Pasteur, al
though he had no idea at the time that the relevant agent 
was a virus. In 1885, he inoculated rabbits with material 
from the brain of a cow suffering from rabies and then used 
aqueous suspensions of dried spinal cords from these ani
mals to infect other rabbits. After several such passages, the 
resulting preparations were administered to human sub
jects, where they produced mild disease but effective immu
nity against rabies.

Today, viral vaccine strains selected for reduced virulence 
are called attenuated, a term derived from the Latin prefix ad, 
meaning “to,” and tenuis, meaning “weak.” Safer and more ef
ficient methods for the production of larger quantities of these 
first vaccines awaited the recognition of viruses as distinctive 
biological entities and parasites of cells in their hosts. Indeed, 
it took almost 50 years to discover the next antiviral vaccines: 
a vaccine for yellow fever virus was developed in 1935, and an 
influenza vaccine was available in 1936. These advances be
came possible only with radical changes in our knowledge of 
living organisms and of the causes of disease.

Microorganisms as Pathogenic Agents
The 19th century was a period of revolution in scientific 
thought, particularly in ideas about the origins of living 
things. The publication of Charles Darwin’s The Origin of Spe-
cies in 1859 crystallized startling (and, to many people, 
shocking) new ideas about the origin of diversity in plants and 
animals, until then generally attributed directly to the hand 
of God. These insights permanently undermined the percep
tion that humans were somehow set apart from all other 
members of the animal kingdom. From the point of view of 
the science of virology, the most important changes were in 
ideas about the causes of disease.

The diversity of macroscopic organisms has been appre
ciated and cataloged since the dawn of recorded human his
tory. However, a vast new world of organisms too small to 
be visible to the naked eye was revealed through the micro
scopes of Antony van Leeuwenhoek (1632–1723). Van Leeu
wenhoek’s vivid and exciting descriptions of living 
microorganisms, the “wee animalcules” present in such or
dinary materials as rain or seawater, included examples of 
protozoa, algae, and bacteria. By the early 19th century, the 
scientific community had accepted the existence of micro
organisms and turned to the question of their origin, a topic 
of fierce debate. Some believed that microorganisms arose 
spontaneously, for example, in decomposing matter, where 
they were especially abundant. Others held the view that all 
were generated by their reproduction, as are macroscopic 
organisms. The death knell of the spontaneous-generation 
hypothesis was sounded with the famous experiments of 
Pasteur. He demonstrated that boiled (i.e., sterilized) me
dium remained free of microorganisms as long as it was 
maintained in special flasks with curved, narrow necks de
signed to prevent entry of airborne microbes (Fig. 1.6). Pas
teur also established that distinct microorganisms were 
associated with specific processes, such as fermentation, an 
idea that was crucial in the development of modern expla
nations for the causes of disease.

From the earliest times, poisonous air (miasma) was 
generally invoked to account for epidemics of contagious 
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diseases, and there was little recognition of the differences 
among causative agents. The association of particular mi
croorganisms, initially bacteria, with specific diseases can 
be attributed to the ideas of the German physician Robert 
Koch. He developed and applied a set of criteria for identi
fication of the agent responsible for a specific disease (a 
pathogen), articulated in an 1890 presentation in Berlin. 
These criteria, Koch’s postulates, can be summarized as 
follows.

•	� The organism must be regularly associated with the dis
ease and its characteristic lesions.

•	� The organism must be isolated from the diseased host 
and grown in culture.

•	� The disease must be reproduced when a pure culture of 
the organism is introduced into a healthy, susceptible 
host.

•	� The same organism must be reisolated from the experi
mentally infected host.

Modern technology has allowed some of Koch’s principles 
to be amended by the application of other types of evidence 
(Box 1.4). However, by applying his criteria, Koch demon
strated that anthrax, a common disease of cattle, was caused 

D I S C U S S I O N
Origin of vaccinia virus

Over the years, many hypotheses have been 
advanced to explain the curious origin of vac
cinia virus. However, recent investigations 
into this mystery by collaborators in the 
United States, Germany, and Brazil indicate 
that horsepox, not cowpox, was the likely 
precursor of vaccine strains of vaccinia virus.

The proverbial smoking gun was an origi
nal wooden and glass container that held capil
laries with the smallpox vaccine produced in 
1902 by H.K. Mulford in Philadelphia (a com
pany that merged with Sharpe and Dohme in 
1929). Sequence analysis of the DNA showed 
that the core genome of the virus in that vial 
had the highest degree of similarity (99.7%) to 
horsepox virus. A review of the historical re
cord shows that during the 19th century, pus
tular material derived from both cowpox and 
horsepox lesions was used to immunize against 
smallpox. The latter technique was called equi­
nation. Although the disease is now rare in 
horses and was never reported in the Americas, 
it was prevalent in Europe, where most vaccine 
samples were obtained at the time.

Most smallpox vaccines used in the United 
States, Brazil, and many European countries 
were produced in the United States from calves 
inoculated with material collected in 1866 
from spontaneous cases of cowpox in France. 
Genetic analysis of existing samples of these 
early vaccines indicates that they contained a 
virus more similar to horsepox and vaccinia 
viruses than to cowpox virus. While naturally 
occurring vaccinia viruses are found today 
only in India (in buffalos) and Brazil (in cows), 
they can infect horses and people, producing 
pustular lesions similar to those caused by 
horsepox and cowpox viruses. One hypothe

sis is that the ancestor of the current vaccine 
strain was a naturally occurring vaccinia vi
rus present in the widely distributed French 
preparation. Alternatively, the vaccine strain 
may have evolved from horsepox virus dur
ing animal passage.

It is important to consider that develop
ment of the smallpox vaccine took place more 
than a century before modern concepts of vi
rology were established. One can think of other 
scenarios to explain why the vaccine strain of 
vaccinia virus is closely related to horsepox and 
not cowpox, as originally supposed.

•	� The milkmaid with lesions that were the 
source of Jenner’s original inoculum in 
1796 was infected with horsepox, not 
cowpox. Horsepox can be transmitted 
to cows, and both animals are common 
on farms.

•	� Cows from which pustular material was 
obtained for vaccination were most of
ten infected with horsepox, transmitted 
by their handlers or by rodents.

The student is invited to conjure up other 
plausible explanations.

Damaso CR. 2018. Revisiting Jenner’s mysteries, the 
role of the Beaugency lymph in the evolutionary 
path of ancient smallpox vaccines. Lancet Infect Dis 
18:e55–e63.

Esparza J, Schrick L, Damaso CR, Nitsche A. 2017. 
Equination (inoculation of horsepox): an early alter
native to vaccination (inoculation of cowpox) and 
the potential role of horsepox virus in the origin of 
the smallpox vaccine. Vaccine 35:7222–7230.

Schrick L, Tausch SH, Dabrowski PW, Damaso CR, 
Esparza J, Nitsche A. 2017. An early American 
smallpox vaccine based on horsepox. N Engl J Med 
377:1491–1492.

TWIV 478: A pox on your horse. http://​www.​microbe.​tv​
/​twiv/​twiv-​478/​.

BOX 1.3

The original wooden (top) and glass (bottom) containers that held 
capillaries containing the Mulford 1902 smallpox vaccine. Photo kindly 
provided by Dr. Jose Esparza, Institute of Human Virology, University of 
Maryland School of Medicine, Baltimore. ©Merck Sharp & Dohme Corp., 
Merck & Co., Inc.

http://www.microbe.tv /twiv/twiv-478/
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by a specific bacterium (designated Bacillus anthracis) and 
that a second, distinct bacterial species caused tuberculosis in 
humans. Guided by these postulates and the methods for the 
sterile culture and isolation of pure preparations of bacteria 
developed by Pasteur, Joseph Lister, and Koch, many patho
genic bacteria (as well as yeasts and fungi) were identified and 
classified during the last part of the 19th century (Fig. 1.7). 
From these beginnings, investigation into the causes of infec
tious disease was placed on a secure scientific foundation, the 
first step toward rational treatment and ultimately control. 
Furthermore, during the last decade of the 19th century, fail
ures of the paradigm that bacterial or fungal agents are re
sponsible for all diseases led to the identification of a new 

class of infectious agents—submicroscopic pathogens that 
came to be called viruses.

Discovery of Viruses
The first report of a pathogenic agent smaller than any 
known bacterium appeared in 1892. The Russian scientist 
Dimitrii Ivanovsky observed that the causative agent of to
bacco mosaic disease was not retained by the unglazed fil
ters used at that time to remove bacteria from extracts and 
culture medium (Fig. 1.8A). Six years later in Holland, Mar-
tinus Beijerinck independently made the same observation. 
More importantly, Beijerinck made the conceptual leap that 
this must be a distinctive agent, because it was so small that 
it could pass through filters that trapped all known bacteria. 
However, Beijerinck thought that the agent was an infec
tious liquid. It was two former students and assistants of 
Koch, Friedrich Loeffler and Paul Frosch, who in the same 
year (1898) deduced that such infectious filterable agents 
comprised small particles: they observed that while the 
causative agent of foot-and-mouth disease (Box 1.2) passed 
through filters that held back bacteria, it could be retained 
by a finer filter.

Not only were the tobacco mosaic and foot-and-mouth 
disease pathogens much smaller than any previously recog
nized microorganism, but also they could only reproduce in 
their host organisms. For example, extracts of an infected 
tobacco plant diluted into sterile solution produced no addi
tional infectious agents until introduced into leaves of 
healthy plants, which subsequently developed tobacco mo
saic disease. The serial transmission of infection by diluted 
extracts established that these diseases were not caused by a 

Broth

Figure 1.6  Pasteur’s famous swan-neck flasks provided pas
sive exclusion of microbes from the sterilized broth. Although 
the flask was freely open to the air at the end of the long, curved stem, 
the broth remained sterile, provided that microbe-bearing dust that col
lected in the neck of the stem did not reach the liquid.

D I S C U S S I O N
New methods amend Koch’s principles

While it is clear that a microbe that fulfills 
Koch’s postulates is almost certainly the 
cause of the disease in question, we now 
know that microbes that do not fulfill such 
criteria may still represent the etiological 
agents of disease. In the latter part of the 
20th century, new methods were developed to 
associate particular viruses with disease based 
on immunological evidence of infection, for 
example, the presence of antibodies in blood. 
The availability of these methods led to the 
proposal of modified “molecular Koch’s pos
tulates” based on the application of molecular 
techniques to monitor the role played by viru
lence genes in bacteria.

The most revolutionary advances in our 
ability to link particular viruses with disease 
(or benefit) come from the more recent devel
opment of high-throughput nucleic acid se
quencing methods and bioinformatics tools 
that allow detection of viral genetic material 
directly in environmental or biological sam
ples, an approach called viral metagenomics. 
Based on these developments, alternative 
“metagenomic Koch’s postulates” have been 
proposed in which (i) the definitive traits are 
molecular markers such as genes or full ge
nomes that can uniquely distinguish samples 
obtained from diseased subjects from those 
obtained from matched, healthy control sub

jects and (ii) inoculating a healthy individual 
with a sample from a diseased subject results 
in transmission of the disease as well as the 
molecular markers.

Falkow S. 1988. Molecular Koch’s postulates applied to 
microbial pathogenicity. Rev Infect Dis 10(Suppl 
2):S274–S276.

Fredricks DN, Relman DA. 1996. Sequence-based 
identification of microbial pathogens: a reconsidera
tion of Koch’s postulates. Clin Microbiol Rev 9:18–33.

Mokili JL, Rohwer F, Dutilh BE. 2012. Metagenomics 
and future perspectives in virus discovery. Curr 
Opin Virol 2:63–77.

Racaniello V. 22 January 2010. Koch’s postulates in the 
21st century. Virology Blog. http://​www.​virology.​ws​
/​2010/​01/​22/​kochs-​postulates-​in-​the-​21st-​century/​.​

BOX 1.4

http://www.virology.ws/2010/01/22/kochs-postulates-in-the-21st-century/
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Figure 1.7  The pace of discovery of new infectious agents in the dawn of virology. Koch’s introduction of effi cient bacteri
ological techniques spawned an explosion of new discoveries of bacterial agents in the early 1880s. Similarly, the discovery of filterable agents 
launched the field of virology in the early 1900s. Despite an early surge of virus discovery, only 19 distinct human viruses had been reported 
by 1935. TMV, tobacco mosaic virus. Data from Burdon KL. 1939. Medical Microbiology (Macmillan Co, New York, NY).
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Figure 1.8  Filter systems used to characterize/purify virus 
particles. (A) The Berkefeld filter, invented in Germany in 1891, was a 
“candle”-style filter comprising diatomaceous earth (called Kieselguhr), 
pressed into a hollow candle shape. The white candle in the upper cham-
ber is open at the top to receive the liquid to be filtered. The smallest pore 
size retained bacteria and let virus particles pass through. Such filters were 
probably used by Ivanovsky, Loeffler, and Frosch to isolate the first viruses. 
(B) Modern-day filter systems are made of disposable plastic with the 
upper and lower chambers separated by a biologically inert membrane, 
available in a variety of pore sizes. Such filtration approaches may have 
limited our detection of giant viruses. Image courtesy of EMD Millipore 
Corporation.

bacterial toxin present in the original preparations derived 
from infected tobacco plants or cattle. The failure of both 
pathogens to multiply in solutions that readily supported the 
growth of bacteria, as well as their dependence on host or
ganisms for reproduction, further distinguished these new 
agents from pathogenic bacteria. Beijerinck termed the sub
microscopic agent responsible for tobacco mosaic disease 
contagium vivum fluidum to emphasize its infectious nature 
and distinctive reproductive and physical properties. Agents 
passing through filters that retain bacteria came to be called 
ultrafilterable viruses, appropriating the term virus from the 
Latin for “poison.” This term was simplified eventually to 
“virus.”

The discovery of the first virus, tobacco mosaic virus, is 
often attributed to the work of Ivanovsky in 1892. However, 
he did not identify the tobacco mosaic disease pathogen as a 
distinctive agent, nor was he convinced that its passage through 
bacterial filters was not the result of some technical failure. It 
may be more appropriate to attribute the founding of the field 
of virology to the astute insights of Beijerinck, Loeffler, and 
Frosch, who recognized the distinctive nature of the plant and 
animal pathogens they were studying more than 120 years ago.

The pioneering work on tobacco mosaic and foot-and-
mouth disease viruses was followed by the identification of 
viruses associated with specific diseases in many other organ
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isms. Important landmarks from this early period include 
the identification of viruses that cause leukemias or solid tu
mors in chickens by Vilhelm Ellerman and Olaf Bang in 1908 
and Peyton Rous in 1911, respectively. The study of viruses as
sociated with cancers in chickens, particularly Rous sarcoma 
virus, eventually led to an understanding of the molecular ba
sis of cancer (Volume II, Chapter 6).

The fact that bacteria could also be hosts to viruses was 
first recognized by Frederick Twort in 1915 and Félix d’Hérelle 
in 1917. d’Hérelle named such viruses bacteriophages be
cause of their ability to cause their bacterial host cells to 
rupture (a phenomenon called lysis; “phage” is derived from 
the Greek for “eating”). In an interesting twist of serendip
ity, Twort made his discovery of bacterial viruses while test
ing the smallpox vaccine virus to see if it would grow on 
simple media. He found bacterial contaminants, some of 
which proved to be infected by a bacteriophage. As discussed 
below, investigation of bacteriophages established not only 
the foundations for the field of molecular biology but also 
fundamental insights into how viruses interact with their 
host cells.

The Defining Properties of Viruses
Throughout the early period of virology when many viruses of 
plants, animals, and bacteria were cataloged, ideas about the 
origin and nature of these distinctive infectious agents were 
quite controversial. Arguments centered on whether viruses 
originated from parts of a cell or were built from unique com
ponents. Little progress was made toward resolving these issues 
and establishing the definitive properties of viruses until the 
development of new techniques that allowed their visualiza
tion or propagation in cultured cells.

The Structural Simplicity of Virus Particles
Dramatic confirmation of the structural simplicity of virus 
particles came in 1935, when Wendell Stanley obtained crys
tals of tobacco mosaic virus. At that time, nothing was known 
of the structural organization of any biologically important 
macromolecules, such as proteins and DNA. Indeed, the cru
cial role of nucleic acids as genetic material had not even 
been recognized. The ability to obtain an infectious agent in 
crystalline form, a state that was more generally associated 
with inorganic material, created much wonder and specula
tion about whether a virus is truly a life form. In retrospect, 
it is obvious that the relative ease with which this particular 
virus could be crystallized was a direct result of its structural 
simplicity.

The 1930s saw the introduction of the instrument that rap
idly revolutionized virology: the electron microscope. The 
great magnifying power of this instrument (eventually more 
than 100,000-fold) allowed direct visualization of virus parti
cles for the first time. It has always been an exciting experience 

for investigators to obtain images of viruses, especially as they 
appear to be remarkably elegant (Fig. 1.9). Images of many dif
ferent virus particles confirmed that these agents are very 
small (Fig. 1.10) and that most are far simpler in structure than 
any cellular organism. Many appeared as regular helical or 
spherical particles. The description of the morphology of virus 
particles made possible by electron microscopy also opened 
the way for the first rational classification of viruses.

The Intracellular Parasitism of Viruses

Organisms as Hosts
A defining characteristic of viruses is their absolute de

pendence on a living host for reproduction: they are obligate 
parasites. Transmission of plant viruses such as tobacco 
mosaic virus can be achieved readily, for example, by apply
ing extracts of an infected plant to a scratch made on the 
leaf of a healthy plant. Furthermore, as a single infectious 
particle of many plant viruses is suffi cient to induce a char
acteristic lesion (Fig. 1.11), the concentration of the infec
tious agent could be measured. Plant viruses were therefore 
the first to be studied in detail. Some viruses of humans and 
other species could also be propagated in laboratory ani
mals, and methods were developed to quantify them by de
termining the lethal dose. The transmission of yellow fever 
virus to mice by Max Theiler in 1930 was an achievement 
that led to the isolation of an attenuated strain, still consid
ered one of the safest and most effective ever produced for 
the vaccination of humans.

After specific viruses and appropriate host organisms were 
identified, it became possible to produce suffi cient quantities 
of virus particles for study of their physical and chemical 
properties and the consequences of infection for the host. 
Features such as the incubation period, symptoms of infec
tion, and effects on specific tissues and organs were investi
gated. Laboratory animals remain an essential tool in 
investigations of the pathogenesis of viruses that cause dis
ease. However, real progress toward understanding the 
mechanisms of virus reproduction was made only with the 
development of cell culture systems. The first and the sim
plest, but crucial to both virology and molecular biology, 
were cultures of bacterial cells.

Lessons from Bacteriophages
In the late 1930s and early 1940s, the bacteriophages, or 

“phages,” received increased attention as a result of contro
versy centering on how they might have arisen. John 
Northrup, a biochemist at the Rockefeller Institute in Prince
ton, NJ, championed the theory that a phage was a metabolic 
product of a bacterium. On the other hand, Max Delbrück, in 
his work with Emory Ellis and later with Salvador Luria, re
garded phages as autonomous, stable, self-replicating entities 
characterized by heritable traits. According to this paradigm, 
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Figure 1.9  Electron micrographs of virus particles following negative staining. (A) The complex, nonenveloped virus bac
teriophage T4. Note the intricate tail and tail fibers. Reproduced with permission from Dr. Robert L. Duda, University of Pittsburgh, 
Pittsburgh, PA. (B) The helical, nonenveloped particle of tobacco mosaic virus. Courtesy of Plant Resistance Gene Wiki (http://​prgdb.​
crg.​eu/​wiki/​Species:Tobacco_​mosaic_​virus), licensed under CC BY-SA 3.0. (C) Enveloped particles of the rhabdovirus vesicular stomatitis 
virus. Courtesy of CDC/Dr. Fred. A. Murphy (CDC PHIL ID#5611). (D) Nonenveloped, icosahedral human rotavirus particles. Courtesy 
of F. P. Williams, U.S. Environmental Protection Agency, Washington, DC.
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Figure 1.10  Size matters. (A) Sizes of animal and plant cells, bacteria, viruses, proteins, molecules, and atoms are indicated. The re
solving powers of various techniques used in virology, including light microscopy, electron microscopy, cryo-electron microscopy (Cryo-
EM), X-ray crystallography, and nuclear magnetic resonance (NMR) spectroscopy, are indicated. Viruses span a broad range from that 
equal to some small bacteria to just above ribosome size. The units commonly used in descriptions of virus particles or their components 
are the nanometer (nm [10−9 m]) and the angstrom (Å [10−10 m]). (B) Illustration of the size differences among two animal viruses and a 
typical eukaryotic host cell.
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phages were seen as ideal tools with which to investigate the 
nature of genes and heredity. Probably the most critical early 
contribution of Delbrück and Ellis was the perfection of the 
“one-step growth” method for synchronization of the repro
duction of phages, an achievement that allowed analysis of a 
single cycle of phage reproduction in a population of bacte
ria. This approach introduced highly quantitative methods to 
virology, as well as an unprecedented rigor of analysis. The 
first experiments showed that phages indeed multiplied in the 
bacterial host and were liberated in a “burst” following dis
ruption of the cell.

Delbrück was a zealot for phage research and recruited tal
ented scientists to pursue the fundamental issues of what is 
now known as the field of molecular biology. This cadre of 
scientists focused their attention on specific phages of the 
bacterium Escherichia coli. Progress was rapid, primarily be
cause of the simplicity of the phage infectious cycle. By the 
mid-1950s it was evident that viruses from bacteria, animals, 
and plants share many fundamental properties. However, 
the phages provided a far more tractable experimental sys
tem. Consequently, their study had a profound impact on the 
field of virology.

One critical lesson came from a definitive experiment that 
established that viral nucleic acid carries genetic informa
tion. It was known from studies of the “transforming princi
ple” of pneumococcus by Oswald Avery, Colin MacLeod, and 
Maclyn McCarty (1944) that nucleic acid was both necessary 

Figure 1.11  Lesions induced by tobacco mosaic virus on an in
fected tobacco leaf. In 1886, Adolph Mayer first described the char
acteristic patterns of light and dark green areas on the leaves of tobacco 
plants infected with tobacco mosaic virus. He demonstrated that the 
mosaic lesions could be transmitted from an infected plant to a healthy 
plant by aqueous extracts derived from infected plants. Following ap
plication of the preparation to healthy plant leaves, the number of char
acteristic lesions containing dead cells is directly proportional to the 
number of infectious particles in the test sample. Courtesy of USDA 
Forest Service, under license CC BY 3.0.

and suffi cient for the transfer of genetic traits of bacteria. 
However, in the early 1950s, protein was still suspected to be 
an important component of viral heredity. In a brilliantly 
simple experiment that included the use of a common kitchen 
food blender, Alfred Hershey and Martha Chase showed that 
this hypothesis was incorrect; DNA, not protein, carries the 
information for virus reproduction (Box 1.5).

Bacteriophages were originally thought to be lethal agents, 
invariably killing their host cells after infection. In the early 
1920s, a previously unknown interaction was discovered, in 
which the host cell not only survived the infection but also 
stably inherited the genetic information of the virus. It was 
also observed that certain bacterial strains could lyse spon
taneously and produce bacteriophages after a period of 
growth in culture. Such strains were called lysogenic, and 
the phenomenon, lysogeny. Studies of lysogeny revealed 
many previously unrecognized features of virus-host cell in
teractions (Box 1.6). Recognition of this phenomenon came 
from the work of many scientists, but it began with the ele
gant experiments of André Lwoff and colleagues at the In-
stitut Pasteur in Paris. Lwoff showed that a viral genome 
exists in lysogenic cells in the form of a silent genetic element 
called the prophage. This element determined the ability 
of lysogenic bacteria to produce infectious bacteriophages. 
Subsequent studies of the E. coli bacteriophage lambda es
tablished a paradigm for one mechanism of lysogeny, the inte
gration of a phage genome into a specific site on the bacterial 
chromosome.

Bacteriophages became inextricably associated with the 
new field of molecular biology. Their study established 
many fundamental principles: for example, control of the 
decision to enter a lysogenic or a lytic pathway is encoded in 
the genome of the virus. The first mechanisms discovered 
for the control of gene expression, exemplified by the ele
gant operon theory of Nobel laureates François Jacob and 
Jacques Monod, were deduced in part from studies of lysog
eny by phage lambda. The biology of phage lambda pro
vided a fertile ground for work on gene regulation, but 
study of virulent T phages (T1 to T7, where T stands for 
“type”) of E. coli paved the way for many other important 
advances. As we shall see, these systems also provided an 
extensive preview of mechanisms of animal virus reproduc
tion (Box 1.7).

Animal Cells as Hosts
The culture of animal cells in the laboratory was initially 

more of an art than a science, restricted to cells that grew out 
of organs or tissues maintained in nutrient solutions under 
sterile conditions. Cells so obtained from living tissues, called 
primary cells, have a finite life span. Their dependence for 
growth on natural components in their media such as lymph, 
plasma, or chicken embryo extracts, and the technical demands 
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of sterile culture prior to the discovery of antibiotics, made 
reproducible experimentation very diffi cult. However, by 
1955, the work of many investigators had led to a series of im
portant methodological advances. These included the devel
opment of defined media optimal for growth of mammalian 
cells, incorporation of antibiotics into cell culture media, and 
development of immortal cell lines such as the mouse L and 
human HeLa cells that are still in widespread use. These ad
vances allowed growth of animal cells in culture to become a 
routine, reproducible exercise.

The availability of a variety of well-characterized animal 
cell cultures had several important consequences for virology. 
It allowed the discovery and propagation of new human vi
ruses, such as adenovirus, measles virus, and rubella virus, 
for which animal hosts were not available. In 1949, John 
Enders and colleagues used cell cultures to propagate polio
virus, a feat that led to the development of polio vaccines a few 
years later. Cell culture technology revolutionized the ability 

to investigate the reproduction of viruses. Viral infectious 
cycles could be studied under precisely controlled conditions 
by employing the analog of the one-step growth cycle of bac
teriophages and simple methods for quantification of infec
tious particles described in Chapter 2.

Our current understanding of the molecular basis of vi
ral parasitism, the focus of this volume, is based almost en
tirely on analyses of one-step growth cycles in cultured 
cells. Such studies established that viruses depend abso
lutely on the biosynthetic machinery of their host cells for 
synthesis of the components from which progeny viral par
ticles are built. In contrast to cells, viruses are not repro
duced by growth and division. Rather, the infecting genome 
contains the information necessary to redirect cellular sys
tems to the production of many copies of all the compo
nents needed for the de novo assembly of new virus particles. 
It is remarkable, however, that while viruses lack the com
plex energy-generating and biosynthetic systems necessary 

E X P E R I M E N T S
The Hershey-Chase experiment

By differentially labeling the nucleic acid and 
protein components of virus particles with 
radioactive phosphorus (32P) and radioactive 
sulfur (35S), respectively, Alfred Hershey and 
Martha Chase showed that the protein coat 

of the infecting virus could be removed soon 
after infection by agitating the bacteria for a 
few minutes in a blender. In contrast, 32P-la-
beled phage DNA entered and remained as
sociated with the bacterial cells under these 

conditions. Because such blended cells pro
duced a normal burst of new virus particles, 
it was clear that the DNA contained all of the 
information necessary to produce progeny 
phages.

BOX 1.5

Infection Blending/separation Centrifugation/detection

Viral protein
labeled with
radioactive sulfur

No radioactivity detected
in next generation of phage

Radioactive DNA is
detected in progeny phage

Radioactivity predominantly
in the supernatant fraction

Radioactivity predominantly
in the cell pellet

Viral DNA labeled with
radioactive phosphorus

Blen

Viral protein
labeled with
radioactive sulfur

n Centri
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B A C K G R O U N D
Properties of lysogeny shared with animal viruses

Lytic versus Lysogenic Response 
to Infection
Some bacterial viruses can enter into either 
destructive (lytic) or relatively benign (lyso
genic) relationships with their host cells. Such 
bacteriophages were called temperate. In a 
lysogenic bacterial cell, viral genetic infor
mation persists but viral gene expression is 
repressed. Such cells are called lysogens, and 
the quiescent viral genome, a prophage. By 
analogy with the prophage, an integrated 
DNA copy of a retroviral genome in an ani
mal genome is termed a provirus.

Propagation as a Prophage
For some bacteriophages like lambda and 
Mu (Mu stands for “mutator”), prophage 
DNA is integrated into the host genome of 
lysogens and passively replicated by the host. 
Virally encoded enzymes, known as inte-
grase (lambda) and transposase (Mu), medi
ate the covalent insertion of viral DNA into 
the chromosome of the host bacterium, es
tablishing it as a prophage. The prophage 
DNA of other bacteriophages, such as P1, ex
ists as a plasmid, a self-replicating, autono
mous chromosome in a lysogen. Both forms 
of propagation have been identified in cer
tain animal viruses, for example, retrovi
ruses and a lethal herpesvirus.

Insertional Mutagenesis
Bacteriophage Mu inserts its genome into 
many random locations on the host chromo
some, causing numerous mutations by dis

rupting host DNA sequences. This process is 
called insertional mutagenesis and is a phe
nomenon observed with retroviruses.

Gene Repression and Induction
Prophage gene expression in lysogens is 
turned off by the action of viral proteins called 
repressors. Expression can be turned on when 
repressors are inactivated (a process called in
duction). The discovery that genes can be reg
ulated by such trans-acting proteins, and 
elucidation of their mechanism, set the stage 
for later investigation of the control of gene 
expression with other viruses and their host 
cells.

Transduction of Host Genes
Bacteriophage genomes can pick up cellular 
genes and deliver them to new cells (a process 
known as transduction). For example, occa
sional mistakes in excision of the lambda pro
phage from its host chromosome after induction 
result in production of unusual progeny phages 
that have lost some of their own DNA but have 
acquired the bacterial DNA adjacent to the pro
phage. The acute transforming retroviruses 
also arise via capture of genes in the vicinity of 
their integration as proviruses (Volume II, 
Chapter 6). These cancer-inducing cellular 
genes are then transduced along with viral 
genes during subsequent infection.

BOX 1.6

Pioneers in the study of lysogeny: Nobel laureates François 
Jacob, Jacques Monod, and André Lwoff, 1965. Courtesy of the 
U.S. National Library of Medicine.

T E R M I N O L O G Y
The episome

In 1958, François Jacob and Elie Wollman re
alized that lambda prophage and the E. coli F 
sex factor had many common properties. This 
remarkable insight led to the definition of the 
episome.

An episome is an exogenous genetic ele
ment that is not necessary for cell survival. Its 
defining characteristic is the ability to repro

duce in two alternative states: while integrated 
in the host chromosome or autonomously. 
However, this term is now most commonly 
applied to genomes that can be maintained in 
cells by autonomous replication and never in
tegrate, for example, the DNA genomes of 
certain animal viruses.

BOX 1.7

F
Integrated
F
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for independent existence (Box 1.8), they are not the sim
plest biologically active agents: viroids, which are infec
tious agents of a variety of economically important plants, 
comprise a single small molecule of noncoding RNA, 
whereas agents called prions, which cause neurological dis
ease in humans and animals, are thought to be aggregates of 
single protein molecules (Volume II, Chapter 13).

Cataloging Animal Viruses
As new viruses were being discovered and studied by electron 
microscopy, the virus world was seen to be a veritable zoo of 
particles with different sizes, shapes, and compositions. With 
no standard rules for naming isolates, the viral lexicon was, 
and still is, idiosyncratic (Box 1.9). Constructing a rational 
scheme by which these agents could be classified became a 
subject of colorful and quite heated controversy. A tradition
alist camp argued that it was impossible to infer, from the 
known properties of viruses, anything about their evolution
ary origin or their relationships to one another—the major 
goal of classical taxonomy. Others maintained that despite 

such limitations, there were significant practical advantages 
in grouping viruses with similar properties. A major sticking 
point, however, was finding agreement on which properties 
should be considered most important in constructing a 
scheme for virus classification.

The Classical System
Lwoff, Robert Horne, and Paul Tournier, in 1962, advanced a 
comprehensive scheme for the classification of all viruses un
der the classical Linnaean hierarchical system consisting of 
phylum, class, order, family, genus, and species. Although a 
subsequently formed international committee on the nomen
clature of viruses did not adopt this system in toto, its desig
nation of orders, families, genera, and species is used for the 
classification of animal viruses.

One of the most important principles embodied in 
the  system advanced by Lwoff and his colleagues was that 
viruses should be grouped according to their shared proper
ties rather than those of the cells or organisms they infect. A 
second principle was a focus on the nature of the nucleic acid 

D I S C U S S I O N
Are viruses living entities? What can/can’t they do?

Viruses can be viewed as microbes that exist in 
two phases: an inanimate phase, the virion; and 
a multiplying phase in an infected cell. Some 
researchers have promoted the idea that viruses 
are bona fide living entities. According to this 
notion, inanimate virions may be viewed as 
“spores” that transform the infected cell into a 
novel type of organism (termed a virocell), ded
icated to the production of new virions. The na
ture of viruses has long been a topic of intense 
discussion, stimulated most recently by the dis
covery of giant viruses such as the mimiviruses 
and Pandoraviruses, which encode more func
tions that previously ascribed to viral genomes.

Apart from attributing “life” to viruses, 
many scientists have succumbed to the temp
tation of ascribing various actions and 
motives when discussing them. While re
markably effective in enlivening a lecture or 
an article, anthropomorphic characteriza
tions are inaccurate and also quite mislead
ing. Infected cells and hosts respond in many 
ways after virus infection, but viruses, which 
are totally at the mercy of their environment, 
lack the capacity for intentional, goal-directed 
activity. Therefore, viruses cannot employ, 
ensure, synthesize, induce, display, destroy, 

deploy, depend, avoid, retain, evade, exploit, 
generate, etc.

As virologists can be very passionate about 
their subject, it is exceedingly diffi cult to 
purge such anthropomorphic terms from vi
rology communications. Indeed, hours were 
spent doing so in the preparation of this text
book, though undoubtedly there remain ex
amples in which actions are attributed to 
viruses. Should you find them, let us know!

Check out what the contemporary gen
eral public feels about this topic at http://​
www.​virology.​ws/​are-​viruses-​alive/​.
Forterre P. 2016. To be or not to be alive: how recent 

discoveries challenge the traditional definitions of 
viruses and life. Stud Hist Philos Biol Biomed Sci 
59:100–108.

van Regenmortel MHV. 2016. The metaphor that vi
ruses are living is alive and well, but it is no more 
than a metaphor. Stud Hist Philos Biol Biomed Sci 
59:117–124.

BOX 1.8

or

www.virology.ws/are-viruses-alive/
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genome as the primary criterion for classification. The im
portance of the genome had become clear when it was 
inferred from the Hershey-Chase experiment that viral 
nucleic acid alone can be infectious (Box 1.5). Four charac
teristics are used in the taxonomic classification of all 
viruses:

	1.	� Nature of the nucleic acid in the virus particle (DNA or 
RNA)

	2.	� Symmetry of the protein shell (capsid)
	3.	� Presence or absence of a lipid membrane (envelope)
	4.	� Dimensions of the virion and capsid

The elucidation of evolutionary relationships by analyses of 
nucleic acid and protein sequence similarities is now the stan
dard method for assigning viruses to a particular family and 
ordering members within a family. For example, hepatitis C 
virus was classified as a member of the family Flaviviridae 
and MERS was assigned to the Coronaviridae based on their 
genome sequences. However, as our knowledge of molecular 
properties of viruses and their reproduction has increased, 
other relationships have become apparent. Hepadnaviridae, 
Retroviridae, and some plant viruses are classified as different 
families on the basis of the nature of their genomes. Never-
theless, they are all related by the fact that reverse transcrip
tion is an essential step in their reproductive cycles, and the 
viral polymerases that perform this task exhibit important 
similarities in amino acid sequence. Another example is the 
classification of the giant protozoan Mimiviridae as members 
of a related group called nucleocytoplasmic large DNA vi
ruses (NCLDVs), which includes the Poxviridae that infect 
vertebrates (Box 1.10).

The International Committee on Taxonomy of Viruses 
(ICTV), founded by André Lwoff, authorizes and organizes 

the classification and establishes nomenclature for all vi
ruses. Freely available as a periodically updated, online re-
source (https://ictv.global/taxonomy​), the 2018 report lists 
orders, families, genera, and species for all known viruses. 
In addition, it describes numerous viruses that are not yet 
classified and probably representatives of new genera and/
or families. The ICTV catalog also includes descriptions of 
subviral agents (satellites, viroids, and prions) and a list of 
viruses for which information is still insuffi cient to make 
assignments. The pace of discovery of new viruses has been 
accelerated greatly with the application of metagenomic 
analyses, direct sequencing of genomes from environmen
tal samples, suggesting that we have barely begun to chart 
the viral universe.

The ICTV nomenclature has been applied widely in both 
the scientific and medical literature, and therefore we adopt it 
in this text. In this nomenclature, the Latinized virus family 
names are recognized as starting with capital letters and end
ing with -viridae, as, for example, in the family name Parvo-
viridae. These names are used interchangeably with their 
common derivatives, as, for example, parvoviruses (see addi
tional examples in the Appendix).

Classification by Genome Type: the Baltimore 
System
Francis Crick conceptualized the central dogma for flow of 
information from the DNA genome in all living cells:

DNA → mRNA → protein

As intracellular parasites that depend on the host cell’s 
translational machinery for protein production, all viruses 
must direct the synthesis of mRNAs. But viral genomes com
prise both DNA and RNA in a variety of conformations. Ap-
preciation of the essential role of the translational machinery 

T E R M I N O L O G Y
Complexities of viral nomenclature

No consistent system for naming viral iso
lates has been established by their discover
ers. For example, among the vertebrate 
viruses, some are named for the associated 
diseases (e.g., poliovirus, rabies virus), for the 
specific type of disease they cause (e.g., mu
rine leukemia virus), or for the sites in the 
body that are affected or from which they 
were first isolated (e.g., rhinovirus and adeno
virus). Others are named for the geographic 

locations from which they were first isolated 
(e.g., Sendai virus [Sendai, Japan] and Cox-
sackievirus [Coxsackie, NY]) or for the scien
tists who first discovered them (e.g., 
Epstein-Barr virus). In these cases, the virus 
names are capitalized. Some viruses are even 
named for the way in which people imagined 
they were contracted (e.g., influenza, for the 
“influence” of bad air), how they were first 
perceived (e.g., the giant mimiviruses [Box 

1.10], for the fact that they “mimic” bacteria), 
or totally by whimsy (e.g., Pandoravirus, af
ter Pandora’s jar [later box] of Greek mythol
ogy). Finally, combinations of the above 
designations are also used (e.g., Rous sarcoma 
virus).

BOX 1.9
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D I S C U S S I O N
Giant viruses discovered in amoebae

The mimivirus virion, the prototype member 
of the Mimiviridae, was the first giant virus of 
amoebae to be discovered. Isolated from water 
in a cooling tower in England in 1992, it is large 
enough to be visible in a light microscope and 
was initially thought to be an intracellular bac
terium within its host. Not until publication of 
a brief note in 2003 did it become apparent that 
this giant was really a virus. The mimivirus ge
nome of 1.2 Mbp was much larger than that of 
any known virus at the time, exceeding that of 
some bacteria. This giant encodes more than 
900 proteins, many of which are components of 
the protein translational apparatus, a function 
for which other viruses rely entirely on the 
host.

Since reports of the first giant viruses, the 
use of different strains of amoebae to screen 
soil and water samples from diverse environ
ments and geographic locations has yielded 
more than 50 isolates, assigned to nine dis
tinct families. Among the most spectacular is 
a Pandoravirus isolate, discovered in saltwater 
off the coast of Chile in 2013. The genome of 
this giant is twice the size of the mimivirus ge
nome, and contains ∼2,500 putative protein-
coding sequences, most of them never seen 
before. Furthermore, while mimivirus has a 
more or less familiar icosahedral capsid, the 
Pandoravirus has no regular capsid. Instead, 
the genomes of these viruses are surrounded 
by an ovoid envelope, with a pore at the apex 
that allows delivery of the internal compo
nents into the cytoplasm of its host. The fol
lowing year two additional giant amoeba 
viruses, a circular mollivirus and ovoid pitho-
virus, were discovered in a sample of Siberian 
permafrost more than 30,000 years old.

The unusual properties of the giant viruses 
of amoebae have prompted the somewhat con
troversial speculation that they might repre
sent a separate branch in the tree of life, or that 
they arose by reductive evolution from the nu
cleus of a primitive cellular life form. However, 
the discovery in 2017 of another group of these 
viruses, by metagenomic analysis of samples 
from a sewer in Klosterneuburg, Austria, has 
suggested a more pedestrian origin. While the 
new group, called Klosneuviruses, encode nu
merous components of translational machin
ery, comprehensive phylogenetic analyses 
indicate that these genes were captured from a 
cellular host by a smaller, precursor virus dur
ing evolution of Klosneuviruses. If this is a 

general phenomenon, the 2018 description of 
tailed mimivirus relatives, isolated from the 
extreme environments of an alkaline soda lake 
in Brazil and from deep in the Atlantic Ocean, 
must be considered an extraordinary example 
of such capture. The genomes of these odd-
looking isolates, called Tupanviruses, contain 
nearly all of the necessary translation-
associated genes, lacking only ribosomes for 
protein synthesis. It would seem that there is 
still much to ponder concerning the evolution 
of these giant viruses.

For illustrations of giant amoeba virus 
structures, see http://​viralzone.​expasy.​org/​
all_​by_​species/​670.​html. See also TWiV 261: 
Giants among viruses. Interview with Drs. 
Chantal Abergel and Jean-Michel Claverie at 
http://​www.​microbe.​tv/​twiv/​twiv-​261-​giants​
-​among-​viruses/.​

Abrahão J, Silva L, Silva LS, Khalil JYB, Rodrigues R, 
Arantes T, Assis F, Boratto P, Andrade M, Kroon 
EG, Ribeiro B, Bergier I, Seligmann H, Ghigo E, 
Colson P, Levasseur A, Kroemer G, Raoult D, La 
Scola B. 2018. Tailed giant Tupanvirus possesses the 
most complete translational apparatus of the known 
virosphere. Nat Commun 9:749–761.

Colson P, La Scola B, Levasseur A, Caetano-Anollés 
G, Raoult D. 2017. Mimivirus: leading the way in 
the discovery of giant viruses of amoebae. Nat Rev 
Microbiol 15:243–254.

Colson P, La Scola B, Raoult D. 2017. Giant viruses of 
amoebae: a journey through innovative research and 
paradigm changes. Annu Rev Virol 4:61–85.

Racaniello V. 8 March 2018. Only the ribosome is lack
ing. Virology Blog. http://​www.​virology.​ws/​2018/​03/​
08/​only-​the-​ribosome-​is-​lacking/​.​

Schulz F, Yutin N, Ivanova NN, Ortega DR, Lee TK, 
Vierheilig J, Daims H, Horn M, Wagner M, Jensen 
GJ, Kyrpides NC, Koonin EV, Woyke T. 2017. Giant 
viruses with an expanded complement of translation 
system components. Science 356:82–85.
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Properties of some of the largest currently known giants, all of which infect amoe
bae, with representative vertebrate-infecting DNA viruses, of which poxviruses are 
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for comparison.

http://www.microbe.tv/twiv/twiv-261-giants-among-viruses.
http://www.virology.ws/2018/03/08/only-the-ribosome-is-lacking/
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in virus reproduction inspired David Baltimore, in 1971, to 
devise a classification scheme for viruses, based on the steps 
that would be required to produce mRNA from their diverse 
genomes (Fig. 1.12).

By convention, mRNA is defined as a positive [(+)] strand 
because it contains immediately translatable information. In 
the Baltimore classification, a strand of DNA that is of equiv
alent sequence is also designated a (+) strand. The RNA and 
DNA complements of (+) strands are designated negative 
[(−)] strands.

As originally conceived, the Baltimore scheme included six 
classes of viral genomes (designated I to VI). When the gapped 
DNA genome of hepadnaviruses (e.g., hepatitis B virus) was 
discovered, these viruses were assigned to a seventh class 
(VII).  The DNA and RNA descriptors for the viral classes 
[single-stranded DNA (ssDNA), double-stranded DNA (ds-
DNA), (+) RNA, or (–) RNA, etc.], but not the Roman nu
meral designations, have been adopted universally and are a 
valuable complement to classical taxonomy. The information 
embodied in classification by genome type provides virolo
gists with immediate insight into the steps that must take 
place to initiate the replication and expression of any viral 
genome.

Because the viral genome carries the entire blueprint for 
virus propagation, molecular virologists have long considered 
it the most important characteristic for classification pur
poses. Although individual virus families are known by their 

classical designations, they are commonly grouped according 
to their genome type. In the ICTV compilation, all viral fam
ilies are assigned to one of the seven classes described in the 
Baltimore system (Fig. 1.13).

A Common Strategy for Viral 
Propagation
The basic thesis of this textbook is that all viral propagation 
can be described in the context of three fundamental prop
erties.

•	� Viral genomes are packaged inside particles that medi
ate their transmission from host to host.

•	� The viral genome contains the information for initiat
ing and completing an infectious cycle within a suscep
tible, permissive cell.

•	� An infectious cycle includes attachment and entry, de
coding of genome information, genome replication, and 
assembly and release of particles containing the genome.

•	� Viral propagation is ensured by establishment in a host 
population.

Perspectives
The study of viruses has increased our understanding of the 
importance and ubiquitous existence of these diverse agents 
and, in many cases, yielded new and unexpected insight 
into the molecular biology of host cells and organisms. In-
deed, because viruses are obligate molecular parasites, ev
ery tactical solution encountered in their reproduction and 
propagation must of necessity tell us something about the 
host as well as the virus. Some of the important landmarks 
and achievements in the field of virology are summarized in 
Fig. 1.14. It is apparent that much has been discovered about 
the biology of viruses and about host defenses against them. 
Yet the more we learn, the more we realize that much is still 
unknown.

In the first edition of this textbook (published in 2000), 
we noted that the most recent (1995) report of the ICTV 
listed 71 different virus families, which covered most new 
isolates. We speculated therefore that: “As few new virus 
families had been identified in recent years, it seems likely 
that a significant fraction of all existing virus families are 
now known.” In the intervening years, this prediction has 
been shattered, not only by the discovery of new families of 
viruses, including giant viruses with genome sizes that sur
pass those of some bacteria, but also by results from metage-
nomic analyses. For example, the fact that a high percentage 
(93%) of protein-coding sequences in the genomes of the gi
ant Pandoraviruses have no homologs in the current data
bases was totally unexpected. The unusual morphological 
features and atypical reproduction process of these viruses 

– DNA+ RNA

+ mRNA

 DNA

+ DNA

– RNA

 RNA– RNA+ RNA

 ± DNA

Figure 1.12  The Baltimore classification. The Baltimore classifica
tion assigns viruses to seven (I to VII) distinct classes on the basis of the 
nature and polarity of their genomes. Because all viruses must produce 
mRNA that can be translated by cellular ribosomes, knowledge of the 
composition of a viral genome provides insight into the pathways re
quired to produce mRNA, indicated by arrows. See also Baltimore D. 
1971. Bacteriol Rev 35:235–241.



22	 Chapter 1
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Figure 1.13  Viral families sorted according to the nature of the viral genomes. A wide variety of sizes and shapes are illus
trated for the families of viruses that infect vertebrates. Families are identified by Latinized names and organized in seven distinct classes, 
based on the nature of their genomes. Genome replication cycles are illustrated in the column at the left. Similar diversity exists for the 
families of viruses that infect other life forms, but the chart lists only the approximate number found to date in each class. As noted in the 
9th and 10th ICTV Reports, in some cases there are as yet no examples. Data from King AMQ et al. 2012. Virus Taxonomy: The Classifica-
tion and Nomenclature of Viruses (https://​talk.​ictvonline.​org/​ictv-​reports/​), with assistance from Dr. Elliot J. Lefkowitz, Department of 
Microbiology, Director of Informatics, UAB Center for Clinical and Translational Science, Birmingham, AL (http://​www.​uab.​edu/​bioin-
formatics/​).

were also surprising. In addition, it is mind-boggling to 
contemplate that of almost 900,000 viral sequences identi
fied in samples of only one type of ecosystem (raw sewage), 
more than 66% bore no relationship to any viral family in 
the current database. From these analyses, and similar stud
ies of other ecosystems (i.e., oceans and soil), it has been es

timated that only a minor percentage of extant viral diversity 
has been explored to date. Clearly, the viral universe is far 
more vast and diverse than suspected only a decade ago, and 
there is much fertile ground for gaining a deeper under
standing of the biology of viruses and their host cells and 
organisms.
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Discoveries or 
advances recognized 
by a Nobel Prize

Medical breakthrough

Other important
landmarks

1750 1800 1850 1900 1950 2000

1796: Cowpox virus used to  
 vaccinate against  
 smallpox (Jenner)

1885: Rabies vaccine (Pasteur)

1892: Description of �lterable  
 infectious agent (TMV)  
 (Ivanovsky)

1898: Concept of the virus as 
 a contagious element 
 Plant virus (TMV)  
 (Beijerinck)
 Animal virus (FMDV)  
 (Loef�er, Frosch)

1901: Human virus (yellow  
 fever virus) (Reed et al.)

1903: Rabies virus (Remlinger,  
 Riffat-Bay)

1908: Leukemia-causing virus  
 (Ellerman, Bang)

1909: Poliovirus (Landsteiner,  
 Popper)

1911: Solid tumor virus (RSV)  
 (Rous)

1915–1917: Bacterial viruses  
   (bacteriophages)
   (Twort, d’Hérelle) 

1931: Virus propagation in   
 embryonated chicken eggs 
 (Woodruff, Goodpasture)

1933: Human in�uenza virus   
 (Smith et al.)
 Rabbit papillomavirus   
 (Shope)

1935: TMV crystallized (Stanley)

1938: Yellow fever vaccine   
 (Theiler)

1939: One-step growth cycle for
 phages (Ellis, Delbrück)

1941: Virus-associated enzymes
 (in�uenza virus) (Hirst)

1948 Poliovirus replication in   
 nonneuronal cell cultures   
 (Enders, Weller, Robbins)

1955: Human single cell culture   
 (HeLa) (Gey et al.)
 Optimization of cell growth  
 medium (Eagle)
   
1952: Poliovirus plaque assay   
 (Dulbecco)
 Viral genome is nucleic   
 acid (Hershey, Chase)

1954: Polio vaccine (Salk)

1796–1930 1930–1954 1957–1980 1980–2008

1957: In vitro assembly of virus   
 (TMV) (Fraenkel-Conrat,   
 Williams)
 Interferon (Isaacs,   
 Lindemann)

1963: Hepatitis B virus (Blumberg)

1967: Phage λ repressor (Ptashne)
 Viroids discovery (Diener)

1970: Retroviral reverse   
 transcriptase (Temin,   
 Baltimore)
  
1972: Recombinant DNA   
 (phage λ , SV40) (Berg)

1973: MHC presents viral antigens  
 to lymphocytes   
 (Doherty, Zinkernagel)

1976: Retroviral oncogenes are   
 derived from cells   
 (Bishop, Varmus)

1977: RNA splicing discovered
 (adenovirus) (Roberts, Sharp)
 Tumor suppressor, p53   
 (SV40) (Levine, Crawford)

1978: Viral genomes sequenced   
 (Sanger)
 Virus crystal structure   
 (TBSV) (Harrison)
 Recovery of virus from   
 cloned DNA (Weissmann)

1979: WHO declares smallpox   
 eradicated

1983: HPV causes cervical cancer  
 (zur Hausen)

1983: Discovery of the AIDS virus  
 (HIV) (Barré-Sinoussi, Montagnier)

1983–1985: Development of screen for  
 HIV infection (Montagnier, Gallo)

1986: Vaccine against hepatitis B virus  
 (Merck), the �rst anti-cancer and  
 the virus-like particle vaccine

1989: Hepatitis C virus (Houghton et al.)

1994: Kaposi’s sarcoma virus (HHV-8)  
 (Chang, Moore)

1997: HAART treatment for AIDS

2003: Severe acute respiratory   
 syndrome (SARS) worldwide  
 outbreak and containment

2003: Discovery of Mimivirus   
 (LoScola/Raoult)

2005: Hepatitis C virus propagation in  
 cultured cells (Chisari, Rice,  
 Wakita)
  Reconstruction and sequencing  
 of the 1918 in�uenza virus genome  
 (Palese, Tumpey, Taubenberger)
  
2006: Vaccine against human   
 papillomavirus (Merck), the  
 second anti-cancer vaccine

2006: Gene silencing by double-stranded  
 RNA, an antiviral response  
 (Fire, Mello)

2008–2017

2010: Vertebrate genomes carry ancient non-retroviral genomes (Horie, Belyi, Katzourakis)

2011: Rinderpest virus eradicated: �rst animal disease to be eradicated by mankind and the second after smallpox

2012: CRISPR technology derived from bacterial antiviral immunity systems (Doudna, Charpentier, Zheng)

2013: Discovery of Pandoravirus salinus with 2.5Mbp genome

 FDA approves Gilead drug (Sofosbuvir) to cure HCV

2015: First approval for use on an oncolytic virus for cancer therapy (FDA)

2016: Retrovirus mediated gene therapy approved for treatment of one form of severe combined    
 immunode�ciency (EMA)

2017: Nobel prize in chemistry for development of cryo-electron microscopy (Dubochet, Frank, Henderson)

2017: Creation of CAR-T cells by retroviral gene transfer approved for cancer treatment by FDA

2017: Adenovirus-associated virus based gene therapy approved for a rare form of congenital blindness

Figure 1.14  Landmarks in the study of viruses. Key discoveries and technical advances are listed for each time interval. The pace 
of discovery has increased exponentially over time. Abbreviations: AAV, adenovirus-associated virus; EU, European Union; EMA, Euro
pean Medical Association; FDA, U.S. Food and Drug Administration; FMDV, foot-and-mouth disease virus; HAART, highly active anti
retroviral therapy; HCV, hepatitis C virus; HHV-8, human herpesvirus 8; HIV-1, human immunodeficiency virus type 1; HPV, human 
papillomavirus; MHC, major histocompatibility complex; RSV, Rous sarcoma virus; SV40, simian virus 40; TBSV, tomato bushy stunt 
virus; TMV, tobacco mosaic virus; WHO, World Health Organization.
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	� 1.	� What is the definition of a virus?
	� 2.	� Which is a key property first discovered about viruses 

that distinguished them from other microorganisms?
�a.	 �They were too large to pass through a 0.2-micron 

filter
�b.	 �They could reproduce only in broth
�c.	 �They made tobacco plants sick
�d.	 �They were small enough to pass through a 0.2-mi-

cron filter
�e.	 �None of the above

	� 3.	� All of us carry many different viruses throughout our 
daily lives. Why don’t they make us sick?

	� 4.	� Why do we care that viruses comprise the most biodi
versity on the planet?

	� 5.	� The first viruses were discovered near the end of the 
1800s. How was this done?
�a.	 �By transmitting a disease to tobacco plants using a 

cell-free filtrate of diseased leaves

�b.	 �Pasteur showed that viruses could reproduce in a 
sterile medium

�c.	 �Leeuwenhoek saw viruses in his microscope
�d.	 �Robert Koch showed that viruses grown in broth 

could cause disease
�e.	 �All of the above

	� 6.	� Why were the bacteriophage systems so useful for eluci
dating principles of viral reproduction? What important 
features of virus-host interactions were discovered from 
these studies?

	� 7.	� How are viruses classified?
	� 8.	� How does the discovery of new viruses today differ 

from 100 years ago?
	� 9.	� Which host cell function is essential for the reproduc

tion of all viruses?
	�10.	� What is the basis of the Baltimore classification sys

tem? How many genome types are suffi cient to de
scribe all viral families in this system?
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        Introduction 
 Viruses are unique: of  en made up of noth ing more than a nu­
cleic acid mol e cule wrapped in pro tein, they par a sit ize the 
cel lu lar ma chin ery to pro duce thou sands of prog eny. Th is 
sim plic ity is mis lead ing: vi ruses can in fect all  known life 
forms, and they com prise a va ri ety of struc tures and ge nomes. 
Despite such va ri ety, vi ruses are ame na ble to study be cause all  
vi ral prop a ga tion can be de scribed in the con text of three fun­
da men tal prop er ties, as noted in Chapter 1: vi ral ge nomes are 
pack aged in side par ti cles that me di ate their trans mis sion 
from cell to cell; the vi ral ge nome con tains the in for ma tion 
for ini ti at ing and com plet ing an in fec tious cy cle; vi ruses 
es tab lish them selves in a host pop u la tion to en sure vi rus 
sur viv al. 

 How vi ruses en ter in di vid ual cells, their ge nomes are rep­
li cated, and new in fec tious par ti cles are as sem bled are some 
of the top ics of re search in vi rol ogy. Th ese stud ies are usu ally 
car ried out  with cell cul tures be cause they are a much sim pler 
and more ho mo ge neous ex per i men tal sys tem than an i mals. 
Cells can be in fected in such a way as to en sure that a sin gle 
re pro duc tion cy cle oc curs syn chro nously in ev ery in fected 
cell, called  one­step growth . A full un der stand ing of vi ral in­
fec tious cy cles also re quires knowl edge of cell bi  ol ogy. Con­
sequently, to re pro duce the di ver sity of cells and ar chi tec tures 
that are typ i cal of tis sues and or gans, three­dimensional cul­
ture sys tems have been de vel oped. In this chap ter we be gin 
with a brief over view of the in fec tious cy cle, fol lowed by a dis­
cus sion of meth ods for cul ti vat ing and as say ing vi ruses and 
de tect ing vi ral pro teins and ge nomes and a con sid er ation of 
vi ral re pro duc tion and one­step growth anal y sis. 

 P R I N C I P L E S   Th e in fec tious cy cle   
Many dis tinct func tions of the host cell are re quired to com­
plete a vi ral in fec tious cy cle. 

Th e syn the sis of new vi rus par ti cles (i.e., a pro duc tive 
 in fec tion) re quires tar get cells that are both sus cep ti ble 
(i.e., al low vi rus en try) and per mis sive (i.e., sup port vi rus 
re pro duc tion). 

Viral nu cleic ac ids must be shielded from harsh en vi ron men­
tal con di tions in ex tra cel lu lar par ti cles but be read ily ac ces­
si ble for rep li ca tion once in side the cell. 

Viruses may be stud ied by prop a ga tion in cells within a lab­
o ra tory an i mal or in cells in cul ture. 

Th e plaque as say is the ma jor way to de ter mine the con cen­
tra tion of in fec tious vi rus par ti cles in a sam ple. 

Methods for quan ti fy ing and char ac ter iz ing vi rus par ti cles 
evolve rap idly, based on de vel op ments in de tec tion, ease, 

cost, safety, util ity in the fi eld, and ame na bil ity to large­scale 
im ple men ta tion. 

 Relationships among vi ruses can be de duced from phy lo ge­
netic trees gen er ated from pro tein or nu cleic acid se quences. 

 Viral re pro duc tion is dis tinct from cel lu lar or bac te rial rep­
li ca tion: rather than dou bling with each cy cle, each sin gle 
cell cy cle of vi ral re pro duc tion is typ i cally char ac ter ized by 
the re lease of many (of  en thou sands) of prog eny vi ri ons. 

 Th e mul ti plic ity of in fec tion (MOI) is the num ber of in fec­
tious units added per cell; the prob a bil ity that any one tar get 
cell will be come in fected based on the MOI can be cal cu­
lated from the Pois son dis tri bu tion. 

 Global anal y sis of vi ral, cell, and host re sponses to vi rus in­
fec tion can im pli cate par tic u lar cel lu lar path ways in vi ral re­
pro duc tion and can re veal sig na tures of vi rus­induced 
le thal ity or im mune pro tec tion. 

 The Infectious Cycle 
 Th e pro duc tion of new in fec tious par ti cles can take place only 
within a cell ( Fig. 2.1 ). Virologists di vide vi ral in fec tious cy­
cles into dis crete steps to fa cil i tate their study, al though in vi­
rus­infected cells no such ar ti fi  cial bound aries oc cur. Th e 
in fec tious cy cle com prises at tach ment and en try of the par ti­
cle, pro duc tion of vi ral mRNA and its trans la tion by host ri­
bo somes, ge nome rep li ca tion, and as sem bly and re lease of 
prog eny par ti cles con tain ing the ge nome. New vi rus par ti cles 
pro duced dur ing the in fec tious cy cle may then in fect other 
cells. Th e term  vi rus re pro duc tion  is an other name for the 
sum to tal of all  events that oc cur dur ing the in fec tious cy cle. 

  Some events are com mon to vi rus rep li ca tion in an i mals 
and in cells in cul ture, but there are also many im por tant dif­
fer ences. While vi rus par ti cles read ily at tach to cells in cul­
ture, in na ture they must en coun ter a host, no mean feat for 
nano par ti cles with out  any means of lo co mo tion. Af er en­
coun ter ing a host, the vi rus par ti cle must pass through phys­
i cal host de fenses, such as dead skin, mu cous lay ers, and the 
ex tra cel lu lar ma trix. Such bar ri ers and other host de fenses, 
such as an ti bod ies and im mune cells, which ex ist to com bat 
vi rus in fec tions, are not found in cell cul tures. Virus in fec­
tion of cells in cul ture has been a valu able tool for un der­
stand ing vi ral in fec tious cy cles, but the dis sim i lar i ties with 
in fec tion of a liv ing an i mal must al ways be con sid ered. 

 The Cell 
 Viral re pro duc tion re quires many dif  er ent func tions of the 
host cell. Examples in clude the ma chin ery for trans la tion of vi­
ral mRNAs, sources of en ergy, and en zymes for ge nome rep­
li ca tion. Th e cel lu lar trans port ap pa ra tus brings vi ral ge nomes 
to the cor rect cel lu lar com part ment and en sures that vi ral 
sub units reach lo ca tions where they may be as sem bled into 
vi rus par ti cles. Subsequent chap ters in clude a dis cus sion of 
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cellular functions that are important for individual steps in 
the viral infectious cycle.

Entering Cells
Viral infection is initiated by a collision between the virus par­
ticle and the cell, a process that is governed by chance. A virion 
may not infect every cell it encounters: it must first come in 

contact with the tissues that contain cells to which it can bind. 
Such cells are normally recognized by means of the specific in­
teraction of a virus particle with a cell surface receptor. These 
cellular molecules do not exist for the benefit of viruses: they 
all perform functions for the cell. Virus-receptor interactions 
can be either promiscuous or highly selective, depending on 
the virus and the distribution of the cell receptor. The presence 
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Figure 2.1  The viral infectious cycle. The infectious 
cycle of poliovirus is shown as an example, illustrating the 
steps common to most viruses: attachment and entry, trans­
lation, genome replication, particle assembly, and release. 
See Appendix, Fig. 22, for explanation of abbreviations. Inset: 
Lipid components of the plasma membrane. The membrane 
consists of two layers (leaflets) of phospholipid and glycolipid 
molecules. Their fatty acid tails converge to form the hydro­
phobic interior of the bilayer; the polar hydrophilic head groups 
(shown as balls) line both surfaces.
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of such receptors determines whether the cell will be suscepti­
ble to the virus. However, whether a cell is permissive for the 
reproduction of a particular virus depends on other, intracel­
lular components found only in certain cell types. Cells must 
be both susceptible and permissive if an infection is to be suc­
cessful. Virus entry into cells is the topic of Chapter 5.

Viral RNA Synthesis
Although the genomes of viruses come in a number of con­
figurations, they share a common requirement: they must be 
effi ciently copied into mRNAs for the synthesis of viral pro­
teins and progeny genomes for assembly. The synthesis of 
RNA molecules in cells infected with RNA viruses is a unique 
process that has no counterpart in the cell (see Chapter 6). 
With the exception of retroviruses, all RNA viruses encode an 
RNA-dependent RNA polymerase to catalyze the synthesis of 
both mRNAs and genomes. For the majority of DNA viruses 
and retroviruses, synthesis of viral mRNA is accomplished by 
RNA polymerase II, the enzyme that produces cellular mRNA 
(see Chapter 7). Much of our current understanding of the 
mechanisms of cellular transcription comes from study of the 
transcription of viral templates.

Viral Protein Synthesis
All viruses are parasites of translation: their mRNAs must be 
translated by the host’s cytoplasmic protein-synthesizing ma­
chinery (see Chapter 11). However, viral infection often re­
sults in modification of the host’s translational apparatus so 
that viral mRNAs are translated selectively. The study of such 
modifications has revealed a great deal about mechanisms of 
protein synthesis. Analysis of viral translation has also led to 
the discovery of new mechanisms, such as internal ribosome 
binding and leaky scanning, that have been subsequently 
found to occur in uninfected cells.

Viral Genome Replication
Replication of viral genomes requires the cell’s synthetic ma­
chinery in addition to viral proteins (see Chapters 6, 7, and 9). 
The cell provides nucleotide substrates, energy, enzymes, and 
other proteins. Transport systems are required because the 
cell is compartmentalized: essential components might be 
found only in the nucleus, the cytoplasm, or within subcellu­
lar organelles. Study of the mechanisms of viral genome rep­
lication has established fundamental principles of cell biology 
and nucleic acid synthesis.

Assembly of Progeny Virus Particles
The various components of a virus particle, the nucleic acid ge­
nome, capsid protein(s), and in some cases envelope proteins, 
are often synthesized in different cellular compartments. Their 
traffi cking through and among the cell’s compartments and 
organelles requires that they be equipped with the proper hom­
ing signals (see Chapter 12). Components of virus particles 
must be assembled at some central location, and the informa­
tion for assembly must be preprogrammed in these molecules 
(see Chapter 13). The primary sequences of viral structural pro­
teins contain suffi cient information to specify assembly; this 
property is exemplified by the remarkable in vitro assembly of 
tobacco mosaic virus from coat protein and RNA (Box 2.1). 
Successful virus reproduction depends on redirection of the 
host cell’s metabolic and biosynthetic capabilities, signal trans­
duction pathways, and traffi cking systems (see Chapter 14).

Viral Pathogenesis
Viruses command our attention because of their association 
with animal and plant diseases. Viral pathogenesis is the 
process by which viruses cause disease. The study of viral 
pathogenesis requires investigating not only the relationships 
of viruses with the specific cells that they infect but also the 

E X P E R I M E N T S
In vitro assembly of tobacco mosaic virus

The ability of the primary sequence of viral 
structural proteins to specify assembly is ex­
emplified by the coat protein of tobacco mo­
saic virus. Heinz Fraenkel-Conrat and Robley 
Williams showed in 1955 that purified to­
bacco mosaic virus RNA and capsid protein 
assemble into infectious particles when 
mixed and incubated for 24 h. When exam­
ined by electron microscopy, the particles 
produced in vitro were found to be identical 
to the rod-shaped particles produced from 

infected tobacco plants (Fig. 1.9B). Neither 
the purified viral RNA nor the capsid protein 
alone was infectious. The spontaneous forma­
tion of tobacco mosaic particles in vitro from 
protein and RNA components is the para­
digm for self-assembly in biology.

Fraenkel-Conrat H, Williams RC. 1955. Reconstitu­
tion of active tobacco mosaic virus from its inactive 
protein and nucleic acid components. Proc Natl 
Acad Sci U S A 41:690–698. 

BOX 2.1
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Figure 2.2  Different types of cell culture used in virology. Confluent cell monolayers photographed by low-power light micros­
copy. (A) Primary human foreskin fibroblasts; (B) established line of mouse fibroblasts (3T3); (C) continuous line of human epithelial 
cells (HeLa [Box 2.3]). The ability of transformed HeLa cells to overgrow one another is the result of a loss of contact inhibition. Courtesy 
of R. Gonzalez, Princeton University.

consequences of infection for the host organism. The nature 
of viral disease depends on the effects of viral reproduction on 
host cells, the responses of the host’s defense systems, and the 
ability of the virus to spread in and among hosts (Volume II, 
Chapters 1 to 5).

Overcoming Host Defenses
Organisms have many physical barriers to protect themselves 
from dangers in their environment, such as invading para­
sites. Vertebrates also possess an immune system to defend 
against anything recognized as foreign. Studies of the inter­
actions between viruses and the immune system are particu­
larly instructive, because of the many viral countermeasures 
that can frustrate this system. Elucidation of these measures 
continues to teach us about the basis of immunity (Volume II, 
Chapters 2 to 4).

Cultivation of Viruses
Cell Culture

Types of Cell Culture
Although human and other animal cells were first cultured 

in the early 1900s, contamination with bacteria, mycoplas­
mas, and fungi initially made routine work with such cul­
tures extremely diffi cult. For this reason, most viruses were 
produced in laboratory animals. The use of antibiotics in the 
1940s to control microbial infection was crucial to the estab­
lishment of the first cell lines, such as mouse L929 cells (1948) 
and HeLa cells (1951). John Enders, Thomas Weller, and Fred­
erick Robbins discovered in 1949 that poliovirus could multi­
ply in cultured cells. As noted in Chapter 1, this revolutionary 
finding, for which these three investigators were awarded a 
Nobel Prize in 1954, led the way to the propagation of many 
other viruses in cells in culture, the discovery of new viruses, 
and the development of vaccines such as those against the vi­
ruses that cause poliomyelitis, measles, and rubella. The abil­
ity to infect cultured cells synchronously permitted studies of 

the biochemistry and molecular biology of viral reproduction. 
Large-scale propagation and purification of virus particles al­
lowed studies of the composition of virus particles, leading to 
the solution of high-resolution, three-dimensional structures 
(see Chapter 4).

Cells in culture are still the most commonly utilized hosts 
for the propagation of animal viruses. To prepare a cell cul­
ture, tissues are dissociated into a single-cell suspension by 
mechanical disruption followed by treatment with proteolytic 
enzymes. The cells are then suspended in culture medium and 
placed in specialized plastic flasks or covered plates. As the 
cells divide, they cover the plastic surface. Epithelial and fi­
broblastic cells attach to the plastic and form a monolayer, 
whereas blood cells such as lymphocytes settle but do not ad­
here. The cells are grown in a chemically defined and buffered 
medium optimal for their growth. Commonly used cell lines 
double in number in 24 to 48 h in such media. Most cells re­
tain viability after being frozen at low temperatures (−70 to 
−196°C).

There are three main kinds of monolayer cell cultures 
(Fig. 2.2), each with advantages and disadvantages for virus 
research. Primary cell cultures are prepared from animal 
tissues as described above. They have a limited life span, usu­
ally no more than 5 to 20 cell divisions. Commonly used pri­
mary cell cultures are derived from chicken or mouse 
embryos, monkey kidneys, or human tissues that are other­
wise typically disposed of, such as embryonic amnion, kid­
ney, foreskin, and respiratory epithelium. Such cells are used 
for experimental virology when the state of cell differentia­
tion is important or when appropriate cell lines are not avail­
able. They are also used in vaccine production: for example, 
infectious attenuated poliovirus vaccine strains may be prop­
agated in primary monkey kidney cells. Primary cell cul­
tures are used for the propagation of viruses to be used as 
human vaccines to avoid contamination of the product with 
potentially oncogenic DNA from continuous cell lines (see 
below). Some viral vaccines are now prepared in diploid cell 



	 The Infectious Cycle	 31

strains, which consist of a homogeneous population of a sin­
gle cell type and can divide up to 100 times before dying. De­
spite the numerous divisions, these cells retain the diploid 
chromosome number. The most widely used diploid cells are 
those established from human embryos, such as the WI-38 
strain derived from human embryonic lung.

Continuous cell lines consist of a single cell type that can 
be propagated indefinitely in culture. These immortal lines 
are usually derived from tumor tissue or by treating a pri­
mary cell culture or a diploid strain with a mutagenic chemi­
cal or an oncogene. Such cell lines often do not resemble the 
cell of origin; they are less differentiated (having lost the 
morphology and biochemical features that they possessed in 
the organ), are often abnormal in chromosome morphology 
and number (aneuploid), and can be tumorigenic (i.e., they 
produce tumors when inoculated into immunodeficient 
mice). Examples of commonly used continuous cell lines in­
clude those derived from human carcinomas (e.g., HeLa 
[Henrietta Lacks] cells [Box 2.2]) and from mice (e.g., L and 
3T3 cells). Continuous cell lines provide a uniform popula­
tion of cells that can be infected synchronously for growth 

curve analysis (see “The One-Step Growth Cycle” below) or 
biochemical studies of virus replication.

In contrast to cells that grow in monolayers on plastic 
dishes, others can be maintained in suspension cultures, in 
which a spinning magnet continuously stirs the cells. The ad­
vantage of suspension culture is that a large number of cells 
can be grown in a relatively small volume. This culture 
method is well suited for applications that require large quan­
tities of virus particles, such as X-ray crystallography or pro­
duction of vectors.

Despite the wide utility of monolayer and suspension cell 
cultures in virology, they are not without limitations, includ­
ing the finite life span of primary cell cultures and the abnor­
mal phenotype of continuous cell lines, such as immortality. 
These problems can be overcome by the use of induced plu­
ripotent stem cells (iPSCs), which are adult cells that have 
been reprogrammed genetically to an embryonic stem-cell 
like state by the introduction of four genes (Oct4, Sox2, Kif4, 
and cMyc). They are most commonly made from human fibro­
blasts, although other cell types have been used. Such iPSCs 
can be differentiated into many different cell types, such as 

B A C K G R O U N D
The cells of Henrietta Lacks

The most widely used continuous cell line in 
virology, the HeLa cell line, was derived from 
Henrietta Lacks. In 1951, the 31-year-old 
mother of five visited a physician at Johns 
Hopkins Hospital in Baltimore and was 
found to have a malignant tumor of the cer­
vix. A sample of the tumor was taken and 
given to George Gey, head of tissue culture re­
search at Hopkins. Gey had been attempting 
for years, without success, to produce a line of 
human cells that would live indefinitely. 
When placed in culture, Henrietta Lacks’ 
cells propagated as no other cells had before.

On the day in October that Henrietta 
Lacks died, Gey appeared on national televi­
sion with a vial of her cells, which he called 
HeLa cells. He said, “It is possible that, from a 
fundamental study such as this, we will be 
able to learn a way by which cancer can be 
completely wiped out.” Soon after, HeLa cells 
were used to propagate poliovirus, which was 
causing poliomyelitis throughout the world, 
and they played an important role in the de­
velopment of poliovirus vaccines. Henrietta 
Lacks’ HeLa cells started a medical revolu­
tion: not only was it possible to propagate 
many different viruses in these cells, but the 

work set a precedent for producing continu­
ous cell lines from many human tissues. How­
ever, the family of Henrietta Lacks did not 
learn about HeLa cells, or the revolution they 
started, until 24 years after her death. Her 
family members were shocked that cells from 
Henrietta lived in so many laboratories and 
that they had not been told that any cells had 
been taken from her.

The story of HeLa cells is an indictment of 
the lack of informed consent that pervaded 
medical research in the 1950s. Since then, 
biomedical ethics have changed, and there are 
now strict regulations in clinical research: 
physicians may not take samples for research 
from patients without permission. Neverthe­
less, in early 2013, HeLa cells generated more 
controversy when a research group published 
the cells’ genome sequence. The Lacks family 
objected to the publication, claiming that the 
information could reveal private medical in­
formation about surviving family members. 
As a result, the sequence was withdrawn from 
public databases. Months later, a second HeLa 
cell genome sequence was published, but this 
time the authors were bound by an agreement 
brokered by the National Institutes of Health, 

which required an application process for any 
individual wishing to view the sequence.

Adey A, Burton JN, Kitzman JO, Hiatt JB, Lewis AP, 
Martin BK, Qiu R, Lee C, Shendure J. 2013. The hap­
lotype-resolved genome and epigenome of the aneu­
ploid HeLa cancer cell line. Nature 500:207–211. 

Callaway E. 2013. Deal done over HeLa cell line. Na-
ture 500:132–133. 

Callaway E. 23 March 2013. HeLa publication brews bio­
ethical storm. Nature. https://www.nature.com/news​
/hela-publication-brews-bioethical-storm-1.12689.

Skloot R. April 2000. Henrietta’s dance. Johns Hopkins 
Magazine. http://​pages.​jh.​edu/​∼jhumag/​0400web​/​01​
.html.

Skloot R. 2011. The Immortal Life of Henrietta Lacks. 
Broadway Books, New York, NY.
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cardiomyocytes, neurons, and hepatocytes, by treatment with 
specific growth factors. Viral reproduction can be studied in 
specific human cell types using cells derived from iPSCs.

Monolayer and suspension cell cultures do not reproduce 
the cell type diversity and architecture typical of tissues and 
organs. One way to overcome this limitation is by the use of 
organotypic slice cultures, which can be produced from a va­
riety of organs, including brain, liver, and kidney. These cul­
tures are prepared by slicing embryonic or postnatal rodent 
organs into 100- to 400-micrometer slices. They are placed on 
substrates, such as porous or semiporous membranes, and 
bathed in cell culture medium. Such cultures remain viable 
for 1 to 2 weeks. The effect of Zika virus infection on neuro­
nal migration has been examined in organotypic brain slice 
cultures derived from embryonic mice (Box 2.3).

Another type of three-dimensional cell system is the mul­
ticellular, self-organizing organoid that approximates the or­
ganization, function, and genetics of specific organs. Organoids 

are derived from either pluripotent stem cells (iPSCs or em­
bryonic stem cells) or adult stem cells from different organs. 
Organoids that model many organs such as intestine, stomach, 
esophagus, and brain have been established, and many have 
been validated for the study of a variety of viral infections 
(Fig. 2.3). For example, for years propagation of human noro­
viruses eluded virologists until the development of intestinal 
organoids.

The differentiation of stem cells into organoids depends 
on growth conditions and nutrients. For example, one type of 
brain organoid can be established from human pluripotent 
stem cells by embedding the cells in a gelatinous protein mix­
ture that resembles the extracellular environment of many 
tissues. In the absence of further cues, the stem cells differen­
tiate into structures typical of many diverse brain regions, in­
cluding the cortex. In contrast, the production of intestinal 
organoids requires agonists of a particular signal transduc­
tion pathway. Current attempts to improve organoid cultures 

E X P E R I M E N T S
Zika virus blocks the neuronal road

Zika virus infection during pregnancy is a 
cause of the human birth defect called micro­
cephaly. Babies born with this defect have 
smaller heads than expected for their age and 
smaller brains that do not develop normally. 
Organotypic brain slice cultures from embry­
onic mice have been used to study the effect of 
Zika virus on brain development.

To produce organotypic embryonic brain 
slice cultures, fetal mouse brains were re­
moved, embedded in low-melting-point aga­
rose, and thinly sliced with a vibratome. The 
slices were placed in cortical culture medium 
and then infected with Zika virus.

When first- and second-trimester brain 
slice cultures were infected with different iso­
lates of Zika virus from 1947 to 2016, repro­
duction was observed as determined by plaque 
assay. These findings demonstrate that neu­
rotropism of Zika virus is not a recently ac­
quired phenotype.

The small heads observed in microce­
phalic children reflect a physically smaller 
brain—specifically, the neocortex is thinner 
than in a normal brain. The neocortex, the 
largest part of the cerebral cortex of the brain, 
is composed of six distinct layers of neurons, 
which are established during embryonic de­
velopment. First, glial cells originating from 
progenitor cells in the ventricular zone ex­

tend their processes throughout the cortex 
and anchor at the pia, the outer surface of the 
brain. These long fibers provide a scaffold on 
which neurons, produced from the same pro­
genitor cells, migrate outwards to establish 
the six layers of the cortex.

Glial fibers are visible as parallel tracks 
in the mouse embryonic brain slice cultures 
stained with an antibody to vimentin, a pro­
tein component of the fibers (image, left 
panel). When embryonic brain slice cultures 
were infected with Zika virus, the structure 
of the glial tracks was altered. Instead of par­
allel tracks, the fibers assumed a twisted 
morphology that would not allow neurons to 

travel from the ventricular zone to the devel­
oping neocortex (image, right panel). Dis­
ruption of glial fibers was observed after 
infection with Zika viruses isolated from 1947 
to 2016.

These results suggest that Zika virus-
mediated disruption of glial fibers during 
embryonic development contributes to mi­
crocephaly: if neurons cannot migrate to the 
pial surface, the neocortex will be thinner.

Rosenfeld AB, Doobin DJ,  Warren AL, Racaniello 
VR, Vallee RB. 2017. Replication of early and re­
cent Zika virus isolates throughout mouse brain 
development. Proc Natl Acad Sci U S A 114:12273–
12278.

Neuronal migration is impaired during Zika virus infection. Brain slice cultures from embry­
onic day 15 mice were infected with 105 PFU of Zika virus and at 4 dpi, were fixed and stained with 
antibody against vimentin to mark the radial glia progenitor (RGP) basal processes, which are the 
fibers upon which bipolar neurons migrate. ZIKV infection perturbed the RGP scaffold compared 
with control slices.

BOX 2.3
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sual inspection of infected cells. Some viruses kill the cells in 
which they reproduce, and they may eventually detach from 
the cell culture plate. As more cells are infected, the changes 
become visible and are called cytopathic effects.

Many types of cytopathic effect can be seen with a simple 
light or phase-contrast microscope at low power, without 
fixing or staining the cells. These changes include the round­
ing up and detachment of cells from the culture dish, cell 
lysis, swelling of nuclei, and sometimes the formation of a 

include the addition of immune cells, vasculature, and com­
mensal microorganisms, to more accurately reflect the de­
tails of tissue and organ architectures.

Air-liquid interface cultures are used to model the re­
spiratory tract, a major site of virus entry and infection. 
This organ presents a challenge because its structure differs 
from the pharynx to the alveoli. In the trachea and bronchi, 
the epithelium comprises a single layer of columnar cells 
which contact the basement membrane. In the alveoli the 
epithelium is made of a thin, single cell layer to facilitate air 
exchange. Air-liquid interface cultures may be produced 
from primary human bronchial cells or respiratory cell lines 
(Fig. 2.4).

Because viruses are obligatory intracellular parasites, they 
cannot reproduce outside a living cell. An exception comes 
from the demonstration in 1991 that infectious poliovirus 
could be produced in an extract of human cells incubated 
with viral RNA, a feat that has not been achieved for any 
other virus. Consequently, most analyses of viral replication 
have used cultured cells, embryonated eggs, or laboratory 
animals. For a discussion of whether to call these different 
systems in vivo or in vitro, see Box 2.4.

Evidence of Viral Reproduction in Cultured Cells
Before quantitative methods for measuring viruses were 

developed, evidence of viral propagation was obtained by vi­
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Figure 2.3  Production of organoids from stem cells. The different germ layers shown (endoderm and ectoderm) may be derived 
from embryonic stem cells (ESCs) or induced pluripotent stem cells (iPSCs) in vitro with specific differentiation protocols. After transfer 
into 3-dimensional systems these cells produce organoids that recapitulate the developmental steps characteristic of various organs.

A B

Figure 2.4  Production of airway-liquid interface cultures of 
bronchial epithelium. (A) Epithelial cells are seeded onto a permeable 
membrane and cell culture medium is supplied on both apical (top) and 
basal (bottom) sides. (B) When the cells are confluent, medium on the 
apical side is removed. Contact of the cells with air drives differentia­
tion of cells towards types found in the airways, such as goblet cells, cil­
iated and nonciliated cells, and basal cells. Cultures may be produced 
that mimic tracheobronchial cells, with different cell types, or human 
alveolar cells with only two cell types (not shown).
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group of fused cells called a syncytium (Fig. 2.5). High-power 
microscopy is required for the observation of other cytopathic 
effects, such as the development of intracellular masses of vi­
rus particles or unassembled viral components in the nucleus 
and/or cytoplasm (inclusion bodies), formation of crystalline 
arrays of viral proteins, membrane blebbing, duplication of 
membranes, and fragmentation of organelles.

The time required for the development of cytopathology 
varies considerably among animal viruses. For example, de­
pending on the size of the inoculum, enteroviruses and her­
pes simplex virus can cause cytopathic effects in 1 to 2 days 
and destroy the cell monolayer in 3. In contrast, cytomegalo­
virus, rubella virus, and some adenoviruses may not produce 
such effects for several weeks.

T E R M I N O L O G Y
In vitro and in vivo

The terms “in vitro” and “in vivo” are common 
in the virology literature. In vitro means “in 
glass” and refers to experiments carried out in 
an artificial environment, such as a glass or 
plastic test tube. Unfortunately, the phrase 
“experiments performed in vitro” is used to 
designate not only work done in the cell-free 
environment of a test tube but also work done 
within cultured cells. The use of the phrase in 
vitro to describe living cultured cells leads to 

confusion and is inappropriate. In vivo means 
“in a living organism” but may be used to refer 
to either cells or animals. Those who work on 
plants avoid this confusion by using the term 
“in planta.”

In this textbook, we use in vitro to desig­
nate experiments carried out in the absence of 
cells, e.g., in vitro translation. Work done in 
cells in culture is done ex vivo, while research 
done in animals is carried out in vivo.

A C

B

Fusion

Figure 2.5  Development of cytopathic effect. (A) Cell rounding and lysis during poliovirus infection. Shown are uninfected cells 
(upper left) and cells 5.5 h after infection (upper right), 8 h after infection (lower left), and 24 h after infection (lower right). (B) Syncytium 
formation induced by murine leukemia virus. The field shows a mixture of individual refractile small cells and flattened syncytia (ar­
row), which are large, multinucleated cells. Courtesy of R. Compans, Emory University School of Medicine. (C) Schematic illustration of 
syncytium formation. Viral glycoproteins on the surface of an infected cell bind receptors on a neighboring cell, causing fusion.
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The development of characteristic cytopathic effects in in­
fected cell cultures is frequently monitored in diagnostic vi­
rology after isolation of viruses from specimens obtained 
from infected patients or animals. In the research laboratory, 
observation of cytopathic effect can be used to monitor the 
progress of an infection, and is often one of the phenotypic 
traits that characterize mutant viruses.

Some viruses multiply in cells without causing obvious cy­
topathic effects. For example, many members of the families 
Arenaviridae, Paramyxoviridae, and Retroviridae do not 
cause obvious damage to cultured cells. Infection by such vi­
ruses must therefore be assessed using alternative methods, as 
described in “Assay of Viruses” below.

Embryonated Eggs
Before the advent of cell culture, many viruses were propa­
gated in embryonated chicken eggs (Fig. 2.6). At 5 to 14 days 
after fertilization, a hole is drilled in the shell and virus is in­
jected into the site appropriate for its replication. This method 
of virus propagation is now routine only for influenza virus. 
The robust yield of this virus from chicken eggs has led to 
their widespread use in research laboratories and for vaccine 
production.

Laboratory Animals
In the early 1900s, when viruses were first isolated, freezers and 
cell cultures were not available, and it was necessary to main­
tain virus stocks by continuous passage from animal to animal. 
This practice not only was inconvenient but also, as we shall see, 
led to the selection of viral mutants (Volume II, Chapter 7). For 
example, monkey-to-monkey intracerebral passage of poliovi­
rus selected a mutant that could no longer infect chimpanzees 
by the oral route, the natural means of infection.

Although cell culture has supplanted animals for propa­
gating most viruses, experimental infection of laboratory ani­

mals has always been, and will continue to be, obligatory for 
studying the processes by which viruses cause disease. The 
study in monkeys of poliomyelitis, the paralytic disease 
caused by poliovirus, led to an understanding of the basis of 
this disease and was instrumental in the development of a 
successful vaccine. Similarly, the development of vaccines 
against hepatitis B virus would not have been possible without 
experimental studies with chimpanzees. Understanding how 
the immune system or any complex organ reacts to a virus 
cannot be achieved without research on living animals. The 
development of viral vaccines, antiviral drugs, and diagnostic 
tests for veterinary medicine has also benefited from research 
on diseases in laboratory animals. Despite their utility, it must 
be appreciated that all animal models are surrogates for the 
events that occur during viral infections of humans.

Assay of Viruses
There are two main types of assay for detecting viruses: bio­
logical and physical. Because viruses were first recognized 
by their infectivity, the earliest assays focused on this most 
sensitive and informative property. However, biological as­
says such as the plaque assay and end-point titration methods 
do not detect noninfectious particles. In contrast, all particles 
are accounted for with physical assays such as electron mi­
croscopy or by immunological methods. Knowledge of the 
number of noninfectious particles is useful for assessing the 
quality of a virus preparation.

Measurement of Infectious Units
One of the most important procedures in virology is mea­
suring the virus titer, the concentration of infectious virus 
particles in a sample. This parameter is determined by inoc­
ulating serial dilutions of virus into host cell cultures, chicken 
embryos, or laboratory animals and monitoring for evidence 
of virus multiplication. The response may be quantitative 
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Figure 2.6  Growth of viruses in embryonated eggs. The cutaway view of an embryonated chicken egg shows the different routes 
by which viruses are inoculated into eggs and the distinct compartments in which particular viruses may propagate.



36	 Chapter 2

(as in assays for plaques, fluorescent foci, infectious centers, 
or abnormal growth and morphology) or all-or-none, in 
which the presence or absence of infection is measured (as 
in an end-point dilution assay). Please note that “titer” is not 
a verb.

Plaque Assay
The measurement of virus titers by plaque assay was first 

developed for bacteriophages by d’Herelle in 1917 and then 
modified for animal viruses by Renato Dulbecco in 1952. In 
this procedure, monolayers of cultured cells are incubated 
with a preparation of virus to allow adsorption to cells. After 
removal of the inoculum, the cells are covered with nutrient 
medium containing a supplement, most commonly agar, 
which forms a gel. When the original infected cells release 
new progeny particles, the gel restricts their spread to neigh­
boring uninfected cells. As a result, each infectious particle 
produces a circular zone of infected cells, a plaque. If the in­
fected cells are damaged, the plaque can be distinguished 
from the surrounding monolayer. In time, the plaque be­
comes large enough to be seen with the naked eye (Fig. 2.7). 
Only viruses that cause visible damage of cultured cells can 
be assayed in this way. A movie that depicts the microscopic 
development of a plaque can be found at this link: http://​bit​
.ly/​Virology_​VZVGFP.

For the majority of animal viruses, there is a linear rela­
tionship between the number of infectious particles and the 
plaque count (Fig. 2.8). One infectious particle is therefore 
suffi cient to initiate infection, and the virus is said to infect 
cells with one-hit kinetics. Some examples of two-hit kinet­

A
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Figure 2.7  Plaques formed by different animal viruses. (A) Photomicrograph of a single plaque formed by pseudorabies virus in 
bovine kidney cells. Shown are unstained cells (left) and cells stained with the chromogenic substrate X-Gal (5-bromo-4-chloro-3-
indolyl-β-d-galactopyranoside), which is converted to a blue compound by the product of the lacZ gene carried by the virus (right). Cour­
tesy of B. Banfield, Princeton University. (B) Plaques formed by poliovirus on human HeLa cells stained with crystal violet. (C) Illustration 
of the sequential spread of a cytopathic virus from an initial infected cell to neighboring cells, resulting in a plaque.
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For one-hit kinetics, the 
number of plaques is 
directly proportional to 
the �rst power of the 
concentration of the 
virus inoculated. If the 
concentration of virus is 
doubled, the number of 
plaques also doubles. 

For two-hit kinetics, 
the number of plaques 
is directly proportional 
to the square of the 
concentration of the 
virus inoculated.  

Figure 2.8  The dose-response curve of the plaque assay. The 
number of plaques produced by a virus with one-hit kinetics (red) or 
two-hit kinetics (blue) is plotted against the relative concentration of the 
virus. In two-hit kinetics, there are two classes of uninfected cells, those 
receiving one particle and those receiving none. The Poisson distribu­
tion can be used to determine the proportion of cells in each class: they 
are e−m and me−m (Box 2.12). Because one particle is not suffi cient for 
infection, P(0) = e−m(1 + m). At a very low multiplicity of infection, this 
equation becomes P(i) = (1/2)m2 (where i = infection), which gives a par­
abolic curve.
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ics, in which two different types of virus particle must infect 
a cell to ensure replication, have been recognized. An exam­
ple is the genomes of some (+) strand RNA viruses of plants 
that consist of two RNA molecules which are encapsidated 
separately. Both RNAs are required for infectivity. The dose-
response curve in plaque assays for these viruses is therefore 
parabolic rather than linear (Fig. 2.8).

The titer of a virus stock can be calculated in plaque-
forming units (PFU) per milliliter (Box 2.5). The plaque 
assay may also be used to prepare clonal virus stocks. When 
one infectious virus particle initiates a plaque, the viral prog­
eny within the plaque are biological clones, and virus stocks 
prepared from a single plaque are known as plaque purified. 
The tip of a small pipette is plunged into the overlay above the 

plaque, and the plug of agar containing the virus is recovered. 
The virus within the agar plug is eluted into buffer and used 
to prepare virus stocks. To ensure purity, this process is usu­
ally repeated at least one more time.

Fluorescent-Focus Assay
The fluorescent-focus assay, a modification of the plaque as­

say, can be done more rapidly and is useful in determining the 
titers of viruses that do not form plaques. The initial procedure is 
the same as in the plaque assay. However, after a period suffi cient 
for adsorption and gene expression, cells are made permeable 
and incubated with an antibody raised against a viral protein. A 
second antibody, which recognizes the first, is then added. This 
second antibody is usually conjugated to a fluorescent molecule. 

M E T H O D S
Calculating virus titer from the plaque assay

To calculate the titer of a virus in plaque-
forming units (PFU) per milliliter, 10-fold se­
rial dilutions of a virus stock are prepared in a 
buffer, and suitable aliquots are inoculated 
onto susceptible cell monolayers which are 
covered with an agar overlay (see figure). Af­
ter a suitable incubation period, the monolay­
ers are stained and the plaques are counted. 

To minimize error in calculating the virus 
titer, only plates containing between 10 and 
100 plaques are counted, depending on the 
area of the cell culture vessel. Plates with >100 
plaques are generally not counted because the 
plaques may overlap, causing inaccuracies. 
According to statistical principles, when 100 
plaques are counted, the sample titer varies by 

±10%. For accuracy, each dilution is plated in 
duplicate or triplicate (not shown in the fig­
ure). In the example shown, 10 plaques are 
observed on the plate produced from the 10–6 
dilution. Therefore, the 10–6 dilution tube 
contains 10 PFU per 0.1 ml, or 100 PFU per 
ml, and the titer of the virus stock is 100 × 106 
or 1 × 108 PFU/ml.

210100Number of plaques:

1 � 108 PFU/ml

0.1 ml0.1 ml

0.1 ml 0.1 ml

0.9 ml

0.1 ml

10–710–610–510–410–310–210–1

Virus stock

BOX 2.5
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The cells are then examined under a microscope at an appropri­
ate wavelength. The titer of the virus stock is expressed in fluores­
cent-focus-forming units per milliliter. When the gene encoding 
a fluorescent protein is incorporated into the viral genome, foci 
may be detected without the use of antiviral antibodies.

Infectious-Centers Assay
Another modification of the plaque assay, the infectious-

centers assay, is used to determine the fraction of cells in a 
culture that are infected with a virus. Monolayers of infected 
cells are suspended before progeny viruses are produced. Di­
lutions of a known number of infected cells are then plated on 
monolayers of susceptible cells, which are covered with an 
agar overlay. The number of plaques that form on the indica­
tor cells is a measure of the number of cells infected in the 
original population. The fraction of infected cells can there­
fore be determined. A typical use of the infectious-centers as­
say is to measure the proportion of virus-producing cells in 
persistently infected cultures.

Transformation Assay
The transformation assay provides a method for determin­

ing the titers of some retroviruses that do not form plaques. 
For example, when Rous sarcoma virus transforms chicken 
embryo cells, the cells lose their contact inhibition (the prop­
erty that governs whether cells in culture grow as a single 
monolayer [see Volume II, Chapter 6]) and become heaped up 
on one another. The transformed cells form small piles, or foci, 
that can be distinguished easily from the rest of the mono­
layer (Fig. 2.9). Infectivity is expressed in focus-forming units 
per milliliter.

End-Point Dilution Assay
The end-point dilution assay provided a means to deter­

mine virus titer before the development of the plaque assay. It 
is still used for measuring the titers of certain viruses that do 
not form plaques or for determining the virulence of a virus 
in animals. Serial dilutions of a virus stock are inoculated into 
replicate test units (typically 8 to 10), which can be cell cul­
tures, eggs, or animals. The number of test units that have be­
come infected is then determined for each virus dilution. In 
cell culture, infection may be determined by the development 
of cytopathic effect; in eggs or animals, infection may be 
gauged by virus titer, death, or disease. An example of an end-
point dilution assay using cell cultures is shown in Box 2.6, 
with results expressed as 50% infectious dose (ID50) per mil­
liliter. This type of assay is also suitable for high-throughput 
applications.

When the end-point dilution assay is used to assess the 
virulence of a virus or its capacity to cause disease (Volume 
II, Chapter 1), the result can be expressed in terms of 50% 
lethal dose (LD50) per milliliter or 50% paralytic dose (PD50) 
per milliliter, end points of death and paralysis, respec­
tively. The 50% end point determined in an animal host can 
be related to virus titer, determined separately by plaque as­
say or other means. In this way, the effects of the route of 
inoculation or specific mutations on viral virulence can be 
quantified.

Efficiency of Plating
Efficiency of plating is defined as the infectious virus ti­
ter (in PFU/ml) divided by the total number of virus parti­
cles in the sample. The particle–to–plaque-forming-unit 

A B

Figure 2.9  Transformation assay. Chicken cells transformed by two different strains of Rous sarcoma virus are shown. Loss of con­
tact inhibition causes cells to pile up rather than grow as a monolayer. One focus is seen in panel A and three foci are seen in panel B at the 
same magnification. Courtesy of H. Hanafusa, Osaka Bioscience Institute.
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(PFU) ratio, a term more commonly used today, is the in­
verse value (Table 2.1). For many bacteriophages, the particle-
to-PFU ratio approaches 1, the lowest value that can be 
obtained. However, for animal viruses, this value can be much 
higher, ranging from 1 to 10,000. These high values have com­
plicated the study of animal viruses. For example, when the 
particle-to-PFU ratio is high, it may not be clear that proper­
ties measured biochemically are in fact those of the infectious 
particle or those of the noninfectious component.

Although the linear nature of the dose-response curve 
indicates that a single particle is capable of initiating an in­

fection (one-hit kinetics) (Fig. 2.8), the high particle-to-PFU 
ratio of many viruses demonstrates that not all virus parti­
cles are successful. High values are sometimes caused by the 
presence of noninfectious particles with genomes that har­
bor lethal mutations or that have been damaged during 
growth or purification (defective particles). An alternative 
explanation is that although all viruses in a preparation are 
in fact capable of initiating infection, not all of them succeed 
because of the complexity of the infectious cycle. Failure at 
any one step in the cycle prevents completion. In this case, a 
high particle-to-PFU ratio indicates not that most particles 

M E T H O D S
End-point dilution assays

End-point dilution assays are usually carried 
out in multiwell plastic plates (see the figure 
above). In the example shown in the adjacent 
table above, 10 monolayer cell cultures were in­
fected with each virus dilution. After the incu­
bation period, plates that displayed cytopathic 
effect were scored +. At high dilutions, none of 
the cell cultures are infected because no infec­
tious particles are delivered to the cells; at low 
dilutions, every culture is infected. The end 
point is the dilution of virus that affects 50% of 
the test units. This number can be calculated 
from the data and expressed as 50% infectious 
dose (ID50) per milliliter. Fifty percent of the 
cell cultures displayed cytopathic effect at the 
10–5 dilution, and therefore, the virus stock 
contains 105 TCID50 (tissue culture infectious 
dose) units.

In most cases, the 50% end point does not 
fall on a dilution tested as shown in the exam­
ple; for this reason, various statistical proce­
dures have been developed to calculate the 
end point of the titration. In one popular 
method, the dilution containing the ID50 is 
identified by interpolation between the dilu­
tions on either side of this value. The assump­
tion is made that the location of the 50% end 
point varies linearly with the log of the dilu­
tion. Because the number of test units used at 
each dilution is usually small, the accuracy of 
this method is relatively low. For example, if 
six test units are used at each 10-fold dilution, 
differences in virus titer of only 50-fold or 
more can be detected reliably. The method is 
illustrated in the second example below, in 
which the lethality of poliovirus in mice is the 

end point. Eight mice were inoculated per di­
lution. In the method of Reed and Muench, 
the results are pooled, as shown in the table 
below, which equalizes chance variations (an­
other way to achieve the same result would be 
to utilize greater numbers of animals at each 
dilution). The interpolated value of the 50% 
end point, which in this case falls between the 
5th and 6th dilutions, is calculated to be 10–6.5. 
The virus sample therefore contains 106.5 LD50 
(50% lethal dose). The LD50 may also be calcu­
lated as the concentration of the stock virus 
in PFU per milliliter (1 × 109) times the 50% 
end-point titer. In the example shown, the LD50 
is 3 × 102 PFU.

Reed LJ, Muench H. 1938. A simple method of esti­
mating fifty percent endpoints. Am J Hyg 27:493–497.

BOX 2.6

Endpoint dilution assay 10–2

10–2 � � � � � � � � � �

10–3 � � � � � � � � � �

10–4 � � � � � � � � � �

10–5 � � � � � � � � � �

10–6 � � � � � � � � � �

10–7 � � � � � � � � � �

10–3

10–4

Virus
dilution Cytopathic effect

Dilution Alive Dead Total alive Total dead Mortality ratio Mortality (%)

10−2 0 8 0 40 0/40 100
10−3 0 8 0 32 0/32 100
10−4 1 7 1 24 1/25 96
10−5 0 8 1 17 1/18 94
10−6 2 6 3 9 3/12 75
10−7 5 3 8 3 8/11 27
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are defective but, rather, that they failed to complete the 
infection.

Measurement of Virus Particles
Although the numbers of virus particles and infectious units 
are often not equal, assays for particle number are frequently 
used to approximate the number of infectious particles present 
in a sample. For example, assuming that the ratio of infectious 
units to physical particles is constant, the concentration of viral 
DNA or protein can be used to estimate the number of infec­
tious particles. Biochemical or physical assays are usually more 
rapid and easier to carry out than those for infectivity, which 
may be slow, cumbersome, or impossible. Assays for subviral 
components also provide information on particle number if the 
amount of these components in each virus particle is known.

Electron Microscopy
With few exceptions, virus particles are too small to be 

observed directly by light microscopy. However, they can 
be seen readily in the electron microscope. If a sample con­
tains only one type of virus, the particle count can be de­
termined. A virus preparation is mixed with a known 
concentration of latex beads, and the numbers of virus par­
ticles and beads are then counted, allowing the concentra­
tion of the virus particles in the sample to be determined by 
comparison.

Hemagglutination
Members of the Adenoviridae, Orthomyxoviridae, and 

Paramyxoviridae, among others, contain proteins that bind to 
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Figure 2.10  Hemagglutination assay. (Top) Samples of different 
influenza viruses were diluted, and a portion of each dilution was mixed 
with a suspension of chicken red blood cells and added to the wells. Af­
ter 30 min at 4°C, the wells were photographed. Sample A does not con­
tain virus. Sample B causes hemagglutination until a dilution of 1:512 
and therefore has a hemagglutination titer of 512. Elution of the virus 
from red blood cells at the 1:4 dilution is caused by neuraminidase in 
the virus particle. This enzyme cleaves N-acetylneuraminic acid from 
glycoprotein receptors and elutes bound viruses from red blood cells. 
(Bottom) Schematic illustration of hemagglutination of red blood cells 
by influenza virus. Top, Courtesy of C. Basler and P. Palese, Mount Si­
nai School of Medicine of the City University of New York.

Table 2.1  Particle-to-PFU ratios of some animal viruses

Virus Particle/PFU ratio
Papillomaviridae
    Papillomavirus 10,000
Picornaviridae
    Poliovirus 30–1,000
Herpesviridae
    Herpes simplex virus 50–200
Polyomaviridae
    Polyomavirus 38–50
    Simian virus 40 100–200
Adenoviridae 20–100
Poxviridae 1–100
Orthomyxoviridae
    Influenza virus 20–50
Reoviridae
    Reovirus 10
Alphaviridae
    Semliki Forest virus 1–2

erythrocytes (red blood cells); these viruses can link multiple 
cells, resulting in formation of a lattice. This property is called 
hemagglutination. For example, influenza viruses contain an 
envelope glycoprotein called hemagglutinin (HA), which 
binds to N-acetylneuraminic acid-containing glycoproteins 
on erythrocytes. In practice, 2-fold serial dilutions of the vi­
rus stock are prepared, mixed with a known quantity of red 
blood cells, and added to small wells in a plastic tray (Fig. 2.10). 
Unlinked red blood cells tumble to the bottom of the well 
and form a sharp dot or button. In contrast, agglutinated red 
blood cells form a diffuse lattice that coats the well. Because 
the assay is rapid (30 min), it is often used as a quick indicator 
of the relative quantities of virus particles. However, it is not 
suffi ciently sensitive to detect small numbers of particles.

Centrifugation
The use of centrifugal force to separate particles from so­

lution according to size, shape, or density has been a staple of 
virology. The instrument used for such separations is called a 
centrifuge, which can range from small tabletop devices that 
accommodate small tubes to large floor models with greater 
capacity and to ultracentrifuges that can achieve revolutions 
per minute in excess of 70,000. The ultracentrifuge was in­
vented by Theodor Svedberg in 1925, and it is the first initial 
of his last name that is used to describe the sedimentation co­
effi cient of a particle as measured by centrifugation, e.g., the 
16S ribosomal subunit.
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It would not be wrong to state that every virology labora­
tory is in possession of at least one centrifuge and probably 
has access to more. The uses of the centrifuge in virology are 
manifold: from low-speed separation of virus particles from 
infected cell debris in cell culture medium to fractionation of 
infected cells to isolate nuclei, cytoplasm, or ribosomes, and 
to purification of virus particles.

Differential centrifugation is used to separate viruses, or­
ganelles, or subcellular structures from cells. Preformed gradi­
ents of sucrose are often used because particles that move with 
various velocities can be separated differentially in the increas­
ing viscosity of the solution. One application of sucrose gradi­
ents is the purification of virus particles. Another is polysome 
profiling, an analysis of the mRNAs associated with ribo­
somes (Fig. 2.11). Because mRNAs undergoing translation can 
be associated with different numbers of ribosomes, they can be 
separated on a sucrose gradient. A more modern use of the po­
lysome profile is to extract the RNA from each fraction and 
determine which mRNAs are being actively translated.

Another method for purifying viruses is by isopycnic cen­
trifugation, which separates particles solely on the basis of 
their density. A virus preparation is mixed with a compound 
(e.g., cesium chloride) that forms a density gradient during 
centrifugation. Virus particles move down the tube until 
they reach the point at which their density is the same as the 
gradient medium. Structural studies of virus particles often 
require highly purified preparations which can be made by 
differential or isopycnic centrifugation.

mRNA

40S

60S

Ribosome

Sedimentation

O
p

ti
ca

l d
en

si
ty

A

B

Figure 2.11  Polysome analysis. To study the association of mRNAs 
with ribosomes, cell lysates are prepared and separated by centrifuga­
tion through sucrose gradients. Fractions are collected and their opti­
cal density measured to locate mRNAs bound to one or more ribosomes. 
The graph shows the optical density of fractions from the top (left) to 
the bottom (right) of the gradient. The slower-moving materials at the 
top of the gradient are ribosomal subunits, while mRNAs associated 
with one or more ribosomes move faster in the sucrose gradient.

Measurement of Viral Enzyme Activity
Some animal virus particles contain nucleic acid poly­

merases, which can be detected by mixing permeabilized 
particles with precursors and measuring their incorporation 
into nucleic acid. This type of assay is used most frequently 
for retroviruses, many of which neither transform cells nor 
form plaques. The reverse transcriptase incorporated into 
the virus particle is assayed by mixing cell culture superna­
tants with a mild detergent (to permeabilize the viral enve­
lope), an RNA template and primer, and a radioactive 
nucleoside triphosphate. If reverse transcriptase is present, a 
radioactive product will be produced by priming on the tem­
plate. This product can be detected by precipitation or bound 
to a filter and quantified. Because enzymatic activity is pro­
portional to particle number, this assay allows rapid track­
ing of virus production in the course of an infection. Many 
of these assays have been modified to permit the use of safer, 
nonradioactive substrates. For example, when nucleoside 
triphosphates conjugated to biotin are used, the product can 
be detected with streptavidin (which binds biotin) conju­
gated to a fluorochrome. Alternatively, the reaction products 
may be quantified by quantitative real-time PCR (see “De­
tection of Viral Nucleic Acids” below).

Serological Methods
The specificity of the antibody-antigen reaction has been 

used to design a variety of assays for viral proteins and anti­
viral antibodies. These techniques, such as immunostaining, 
immunoprecipitation, immunoblotting, and the enzyme-
linked immunosorbent assay, are by no means limited to vi­
rology: all these approaches have been used extensively to 
study the structures and functions of cellular proteins.

Virus neutralization. When a virus preparation is inoc­
ulated into an animal, an array of antibodies is produced. 
These antibodies can bind to virus particles, but not all of 
them can block infectivity (neutralize), as discussed in Vol­
ume II, Chapter 4. Virus neutralization assays are usually 
conducted by mixing dilutions of antibodies with virus, in­
cubating them, and assaying for remaining infectivity in 
cultured cells, eggs, or animals. The end point is defined as 
the highest dilution of antibody that inhibits the develop­
ment of cytopathic effect in cells or virus reproduction in 
eggs or animals.

Some neutralizing antibodies define type-specific anti­
gens on the virus particle. For example, the three serotypes 
of poliovirus are distinguished on the basis of neutralization 
tests: type 1 poliovirus is neutralized by antibodies to type 1 
virus but not by antibodies to type 2 or type 3 poliovirus. The 
results of neutralization tests were once used for virus classi­
fication, a process now accomplished largely by comparing vi­
ral genome sequences. Nevertheless, the detection of antiviral 
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antibodies in animal sera is still extremely important for 
identifying infected hosts. These antibodies may also be used 
to map the three-dimensional structure of neutralization an­
tigenic sites on the virus particle (Box 2.7).

Hemagglutination inhibition. Antibodies against viral 
proteins with hemagglutination activity can block the ability 
of virus to bind red blood cells. In this assay, dilutions of an­
tibodies are incubated with virus, and erythrocytes are added 
as outlined above. After incubation, the titer is read as the 
highest dilution of antibody that inhibits hemagglutination. 
This test is sensitive, simple, inexpensive, and rapid, and can 
be used to detect antibodies to viral hemagglutinin in animal 

and human sera. For example, hemagglutination inhibition 
assays were used to identify individuals who had been in­
fected with the newly discovered avian influenza A (H7N9) 
virus in China during the 2013 outbreak.

Visualization of proteins. Antibodies can be used to vi­
sualize viral or cellular proteins in infected cells or tissues. In 
direct immunostaining, an antibody that recognizes a viral 
protein is coupled directly to an indicator such as a fluores­
cent dye or an enzyme (Fig. 2.12). A more sensitive approach 
is indirect immunostaining, in which a second antibody is 
coupled to the indicator. The second antibody recognizes a 
common region on the virus-specific antibody.

D I S C U S S I O N
Neutralization antigenic sites

Knowledge of the antigenic structure of a vi­
rus is useful in understanding the immune 
response to these agents and in designing new 
vaccination strategies. The use of monoclonal 
antibodies (antibodies of a single specificity 
made by a clone of antibody-producing cells) 
in neutralization assays permits mapping of 
antigenic sites on a virus particle or of the 
amino acid sequences that are recognized by 
neutralizing antibodies.

Each monoclonal antibody binds specifi­
cally to 8 to 12 residues that fit into the anti­
body-combining site. These amino acids are 
either next to one another either in primary 
sequence (linear epitope) or in the folded 

structure of the native protein (nonlinear or 
conformational epitope). In contrast, poly­
clonal antibodies comprise the repertoire 
produced in an animal against the many 
epitopes of an antigen. Antigenic sites may 
be identified by cross-linking a monoclonal 
antibody to the virus and determining 
which protein is the target of that antibody. 
Epitope mapping may also be performed by 
assessing the abilities of monoclonal anti­
bodies to bind synthetic peptides represent­
ing viral protein sequences. When the 
monoclonal antibody recognizes a linear 
epitope, it may react with the protein in im­
munoblot analysis, facilitating direct identi­

fication of the viral protein harboring the 
antigenic site.

An elegant understanding of antigenic 
structures has come from the isolation and 
study of variant viruses that are resistant to 
neutralization with specific monoclonal anti­
bodies (called monoclonal antibody-resistant 
variants). By identifying the amino acid 
change(s) responsible for this phenotype, the 
antibody-binding site can be located and, to­
gether with three-dimensional structural 
data, can provide detailed information on 
the nature of antigenic sites that are recog­
nized by neutralizing antibodies (see the 
figure).

BOX 2.7

Linear epitope

Conformational
epitope

Antigen

Antibody

A B

Antigenic sites defined by antibodies. (A) Locations of neutralization antigenic sites on the capsid of poliovirus type 1. Amino acids that 
change in viral mutants selected for resistance to neutralization by monoclonal antibodies are shown in white on a model of the viral capsid. These 
amino acids are in VP1 (blue), VP2 (green), and VP3 (red) on the surface of the virus particle. Figure courtesy of Jason Roberts, Victorian Infec­
tious Diseases Reference Laboratory, Doherty Institute, Melbourne, Australia. (B) Conformational and linear epitopes bound to antibody mole­
cules. Linear epitopes are made of consecutive amino acids, while conformational epitopes are made of amino acids from different parts of the 
protein.
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Multiple second-antibody molecules bind to the first anti­
body, resulting in an increased signal from the indicator 
compared with that obtained with direct immunostaining. 
Furthermore, a single indicator-coupled second antibody can 
be used in many assays, avoiding the need to purify and cou­
ple an indicator to multiple first antibodies.

In practice, virus-infected cells (unfixed or fixed with ace­
tone, methanol, or paraformaldehyde) are incubated with poly­
clonal or monoclonal antibodies (Box 2.7) directed against viral 
antigen. Excess antibody is washed away, and in direct immu­
nostaining, cells are examined by microscopy. For indirect im­
munostaining, the second antibody is added before examination 
of the cells by microscopy. Commonly used indicators fluoresce 
on exposure to UV light. Filters are placed between the speci­
men and the eyepiece to remove blue and UV light so that the 
field is dark, except for cells to which the antibody has bound, 
which emit light of distinct colors (Fig. 2.12). Today’s optics are 
much better at keeping the wavelengths separated, permitting 
the use of different colors to detect various components in the 
same specimen. Antibodies can also be coupled to molecules 
other than fluorescent indicators, including enzymes such 
as alkaline phosphatase, horseradish peroxidase, and β-
galactosidase, a bacterial enzyme that in a test system converts 
the chromogenic substrate X-Gal (5-bromo-4-chloro-3-indolyl-
β-d-galactopyranoside) to a blue product. In these instances, 
excess antibody is washed away, a suitable chromogenic sub­
strate is added, and the presence of the indicator antibody is 
revealed by the development of a color that can be visualized.

Immunostaining has been applied widely in the research 
laboratory for determining the subcellular localization of cel­

lular and viral proteins (Fig. 2.12), monitoring the synthesis 
of viral proteins, determining the effects of mutation on pro­
tein production, localizing the sites of viral genome replica­
tion in animal hosts, and determining the effect of infection 
on structure of the tissue. It is the basis of the fluorescent-
focus assay.

Immunostaining of viral antigens in smears of clinical 
specimens may be used to diagnose viral infections. For ex­
ample, direct and indirect immunofluorescence assays with 
nasal swabs or washes can detect a variety of viruses, includ­
ing influenza virus and measles virus. Viral proteins or nu­
cleic acids may also be detected in infected animals by 
immunohistochemistry. In this procedure, tissues are embed­
ded in a solid medium such as paraffi n, and thin slices are 
produced using a microtome. Viral antigens can be detected 
within the cells in the sections by direct and indirect immu­
nofluorescence assays.

Enzyme immunoassay. Detection of viral antigens or an­
tiviral antibodies can be accomplished by solid-phase meth­
ods, in which an antiviral antibody or protein is adsorbed to 
a plastic surface (Fig. 2.13A). To detect antibodies to viruses, 
viral protein is first linked to the plastic support, and then the 
specimen is added (Fig. 2.13B). Like other detection methods, 
enzyme immunoassays are used in both experimental and di­
agnostic virology. In the clinical laboratory, enzyme immu­
noassays are used to detect a variety of viruses, including 
rotavirus, herpes simplex virus, and human immunodefi­
ciency viruses. A modification of the enzyme immunoassay 
is the lateral flow immunochromatographic assay, which has 
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Figure 2.12  Direct and indirect methods for antigen detection. (A) The sample (tissue section, smear, or bound to a solid phase) 
is incubated with a virus-specific antibody (Ab). In direct immunostaining, the antibody is linked to an indicator such as fluorescein. In 
indirect immunostaining, a polyclonal antibody, which recognizes several epitopes on the virus-specific antibody, is coupled to the indi­
cator. Mab, monoclonal antibody. (B) Use of immunofluorescence to visualize pseudorabies virus replication in neurons. Superior cervi­
cal ganglion neurons were grown in culture and infected with a recombinant virus that produces green fluorescent protein (GFP) fused to 
the VP26 capsid protein. Neurons were stained with AF568-phalloidin, which stains actin red, and anti-GM130 to stain the Golgi blue. 
GFP-VP26 is visualized by direct fluorescence. Courtesy of L. Enquist, Princeton University.
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been used in rapid antigen detection test kits (Fig. 2.14). The 
lateral flow immunochromatographic assay does not require 
instrumentation and can be read in 5 to 20 min in a physi­
cian’s offi ce or in the field. Commercial rapid antigen detec­
tion assays are currently available for influenza virus, 
respiratory syncytial virus, and rotavirus.

Fluorescent Proteins
The discovery of green fluorescent protein revolutionized 

the study of the cell biology of virus infection. This protein, 
isolated from the jellyfish Aequorea victoria, is a convenient 
reporter for monitoring gene expression, because it is directly 
visible in living cells without the need for fixation, substrates, 
or coenzymes. Mutagenesis of the gene encoding this protein 
has led to the development of new fluorescent probes ranging 
in color from blue to yellow (Fig. 2.15A). Additional fluores­
cent proteins emitting in the red, deep red, cyan, green, yel­
low, and orange spectral regions have been isolated from other 
marine species. Codon optimization for maximum transla­
tion in specific cell types and improved stability and bright­
ness are other modifications that have broadened the utility 
of these proteins.

Fluorescence Microscopy
Fluorescence microscopy allows virologists to study all 

steps of virus reproduction, including cell surface attachment, 

cell entry, traffi cking, replication, assembly, and egress. Sin­
gle virus particle tracking can be achieved by inserting the 
coding sequence for a fluorescent protein into the viral ge­
nome, often fused to the coding region of a viral protein. The 
fusion protein is incorporated into the viral particle, which is 
visible in cells by fluorescence microscopy (Fig. 2.15B). An al­
ternative approach is to attach small-molecule fluorophores to 
viral capsid proteins. Light microscopy has a resolution in the 
range of 200 to 500 nm, whereas most viruses are between 20 
and 400 nm in size and are therefore below the diffraction 
limit. However, when the virus particle emits a high fluores­
cent signal in a low background, it is possible to use a compu­
tational point tracking algorithm to locate the particle with 
greater precision than the diffraction limit of the light micro­
scope. This technique allows single particle tracking with ac­
curacy in the range of low tens of nanometers.

Recent improvements in microscopy technology and 
computational image manipulation have led to unprece­
dented levels of resolution and contrast and an ability to 
reconstruct three-dimensional structures from captured 
images. The first advance was confocal microscopy, which 
utilizes a scanning point of light instead of full-sample illu­
mination. In a conventional light microscope, light can pen­
etrate the specimen only to a fixed depth. In a confocal 
microscope, a small beam of light is focused to multiple nar­
row depths. By capturing multiple two-dimensional images 
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Figure 2.13  Detection of viral antigen or antibodies against viruses by enzyme-linked immunosorbent assay (ELISA). 
(A) To detect viral proteins in serum or clinical samples, antibodies specific for the virus are immobilized on a solid support such as a 
plastic well. The sample is placed in the well, and viral proteins are “captured” by the immobilized antibody. After washing to remove un­
bound proteins, a second antibody against the virus is added, which is linked to an indicator. The second antibody will bind if viral anti­
gen has been captured by the first antibody. Unbound second antibody is removed by another washing, and when the indicator is an 
enzyme, a chromogenic molecule that is converted by the enzyme to an easily detectable product is then added. The enzyme amplifies the 
signal because a single catalytic enzyme molecule can generate many product molecules. Another wash is done to remove unbound sec­
ond antibody. If viral antigen has been captured by the first antibody, the second antibody will bind and the complex will be detected by 
the indicator. (B) To detect antibodies to a virus in a sample, viral antigen is immobilized on a solid support such as a plastic well. The test 
sample is placed in the well, and antiviral IgG antibodies present in the sample will bind the immobilized antigen. After washing to re­
move unbound components in the sample, a second antibody, directed against a general epitope on the first antibody, is added. Unbound 
second antibody is removed by another wash. If antibodies against the virus are present in the specimen, the second antibody will bind to 
them and the complex will be detected via the indicator attached to the second antibody, as described in (A).
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at different depths, it is possible to reconstruct high-resolu­
tion three-dimensional structures, a process known as opti­
cal sectioning.

Superresolution microscopy combines the advantages of 
fluorescent imaging (multicolor labeling and live-cell imag­
ing) while breaking the resolution limit of light microscopy. 
Different formats include single molecule localization mi­
croscopy, in which only a subset of fluorophores are turned 
on during each imaging cycle, thus allowing position deter­
mination with nanometer accuracy. Fluorophore positions 
from a series of images are then used to reconstruct the final 
image. Structured illumination microscopy utilizes stand­
ing waves formed by interference in laser illumination to cre­
ate an excitation field that allows optical sectioning at very 
high resolution. These approaches can achieve resolution be­
low 1 nm, well below the limit of light microscopy. This reso­
lution is achieved by combining sequential acquisition of 
images with random switching of fluorophores on and off. 

From several hundred to thousands of images are collected 
and processed to generate a superresolution data set that can 
resolve cellular ultrastructure.

These superresolution microscopy methods are well suited 
for providing high-resolution images of static sections. Be­
cause these methods acquire images slowly, are phototoxic, 
and require computationally intensive image processing, their 
use for time-lapse imaging of live cells is impractical.

Fluorescence resonance energy transfer (FRET) micros­
copy can be used to examine protein-protein and protein-
DNA or RNA interactions and conformational changes in 
these molecules. FRET solves the problem encountered in 
conventional fluorescence microscopy, which is of insuffi cient 
resolution to determine if molecules interact. The method is 
based on the principle that fluorescent emissions of one wave­
length can excite a second distinct fluorophore at a distance 
of approximately 10 nm. For example, if two proteins are 
thought to interact under certain conditions, one can be la­
beled with a donor fluorophore that will emit light of a cer­
tain wavelength. If the two proteins are farther apart than 
10 nm, only the donor color will be observed. However, if the 
two proteins are in close contact, then fluorescence of the sec­
ond protein, which is linked to an acceptor fluorophore, will 
take place.

Another commonly used fluorescent microscopy tech­
nique in virology is fluorescence recovery after photo­
bleaching (FRAP), a method for determining the kinetics of 
diffusion in cells. A viral or cellular protein is labeled with a 
fluorescent molecule, a portion of the cell is photobleached to 
eliminate fluorescence, and then recovery of fluorescence is 
observed over time. Fluorescence in the bleached area recov­
ers as bleached fluorophore-linked proteins are replaced with 
unbleached molecules from a different part of the cell.

Detection of Viral Nucleic Acids
The detection of viruses in cell cultures is being increasingly 

supplanted by molecular methods such as the polymerase 
chain reaction and high-throughput sequencing, especially 
for discovery of new viruses associated with human diseases. 
These methods can be used to identify viruses that cannot be 
propagated in cell culture, offering new ways to fulfill Koch’s 
postulates (Box 1.4).

Polymerase chain reaction. In this technique, specific ol­
igonucleotides are used to amplify viral DNA sequences from 
infected cells or clinical specimens. Amplification is done in 
cycles, using a thermostable DNA polymerase (Fig. 2.16). Each 
cycle consists of thermal denaturation, primer annealing, and 
extension, carried out by automated cycler machines. The re­
sult is exponential amplification (a 2n-fold increase after n cy­
cles of amplification) of the target sequence that is located 
between the two DNA primers.
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Figure 2.14  Lateral flow immunochromatographic assay. A 
slide or “dipstick” covered with a membrane is used to assay for the 
presence of viral antigens. The clinical specimen is placed on an absor­
bent pad at one end and is drawn across the slide by capillary action. 
Antigens in the sample react with a virus-specific antibody, which is 
linked to an indicator, in this example, colloidal gold. The antigen-
antibody complexes move across the membrane until they are captured 
by a second virus-specific antibody in a test line. If viral antigen is pres­
ent in the sample, an indicator line becomes visible in the test line. Ac­
cumulation of the indicator-containing antibody at the control line 
provides validation that the assay is functioning.
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Clinical laboratories employ PCR assays to detect evidence 
for infection by a single type of virus (singleplex PCR), while 
screening for the presence of hundreds of different viruses can 
be accomplished with multiplex PCR. In contrast to conven­
tional PCR, real-time PCR can be used to quantitate the 
amount of DNA or RNA in a sample. In this procedure, also 
called quantitative PCR, the amplified DNA is detected as the 
reaction progresses, not after it is completed as in conventional 
PCR. The product is detected either by incorporation of a ds­
DNA specific dye or by release of a fluorescence resonance en­

ergy transfer probe via the 5′-to-3′ exonuclease activity of DNA 
polymerase. The number of cycles needed to detect fluores­
cence above background can then be compared between stan­
dard and experimental samples. Quantitative PCR is widely 
used in research and clinical applications for genotyping, gene 
expression analysis, copy number variation assays, and patho­
gen detection. While PCR is often used to detect viral genomes 
in clinical specimens or during experimental research, it is im­
portant to recognize that the nucleic acid detected does not 
necessarily correspond to infectious virus (Box 2.8).

A B

Figure 2.15  Using fluorescent proteins to study virus particles and virus-infected cells. (A) Submandibular ganglia after in­
fection of the salivary gland with three recombinant pseudorabies viruses, each expressing a different color fluorescent protein. Courtesy 
of Lynn Enquist, Princeton University. (B) Single-virus-particle imaging with green fluorescent protein illustrates microtubule-
dependent movement of human immunodeficiency virus type 1 particles in cells. The cells were infected with virus particles that contain 
a fusion of green fluorescent protein with a viral protein. Rhodamine-tubulin was injected into cells to label microtubules (red). Virus 
particles can be seen as green dots (white arrow). Bar, 5 μm. Courtesy of David McDonald, University of Illinois.

3
3
2
1

3
2
1

21

Original DNA
to be replicated

DNA primers

Nucleotides

5’ 3’

3’ 5’

5’ 3’

3’ 5’

5’ 3’

3’ 5’

3’ 5’

5’ 3’

5’ 3’

3’ 5’

Figure 2.16  Polymerase chain reaction. The DNA to be amplified is mixed with nucleotides, thermostable DNA polymerase, and a 
large excess of DNA primers. DNA polymerase initiates synthesis at the primers bound to both strands of denatured DNA, which are then 
copied. The product DNA strands are then separated by heating. Primer annealing, DNA synthesis steps, and DNA duplex denaturation 
steps are repeated multiple times, leading to geometric amplification of a specific DNA.
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High-throughput sequencing. The development of DNA 
sequencing methods in the 1970s revolutionized biology by 
allowing the decoding of viral genes and entire viral ge­
nomes. While powerful, these methods were laborious: in 
1980 it took one year for a single person to determine the nu­
cleotide sequence of the 7,440-nucleotide genome of poliovi­
rus. Today the same result could be achieved in less than one 
hour.

The difference is a consequence of the development of sec­
ond- and third-generation sequencing methods, spurred by 
the desire to sequence larger and larger virus and cell ge­
nomes. These methods were originally called next-generation 
sequencing, because they followed the very first sequencing 
methods. The first of these new methods to be developed, 454 
sequencing, was released in 2005 and could produce 200,000 
reads of 110 base pairs. Other technologies that generated 
larger numbers of sequence reads soon followed (Solexa/
Illumina, SOLiD, and Ion Torrent) which generated larger 
numbers of reads, but the number of bases in each read was 
much shorter. These technologies relied on amplification of the 
target DNA and optical detection of incorporated fluorescent 
nucleotides. Third-generation sequencing methods can not 
only detect single molecules (e.g., amplification is not required) 
but also carry out sequencing in real time. PacBio instruments 

can achieve maximum read lengths of 20 kb, and those from 
Illumina can generate 1.8 terabytes of sequence per run. The 
latter reduces the cost of sequencing a human genome to below 
$1,000, a 10,000-fold reduction in price since 2004, when the 
first human genome was deciphered.

These technologies have not only made sequencing of 
DNA cheaper and faster but also helped create innovative 
experimental approaches to study genome organization, 
function, and evolution. Their use has led to the discovery of 
new viruses and has given birth to the field of metagenom­
ics, the analysis of sequences directly from clinical or envi­
ronmental samples. These sequencing technologies can be 
used to study the virome, the genomes of all viruses in a spe­
cific environment, such as sewage, the human body, or the 
intestinal tract. While these virus detection technologies are 
extremely powerful, the results obtained must be inter­
preted with caution. It is very easy to detect traces of a viral 
contaminant when searching for new agents of human dis­
ease (Box 2.9).

It should be noted that metagenomics is not limited to DNA 
viruses. Nucleic acids extracted from clinical or environmen­
tal samples may be treated with DNase, and the remaining 
RNAs converted to DNA with reverse transcriptase for se­
quencing and identification.

E X P E R I M E N T S
Viral RNA is not infectious virus

A study of sexual transmission of Zika virus 
among mice demonstrates beautifully that vi­
ral nucleic acid detected by polymerase chain 
reaction (PCR) is not the same as infectious 
virus particles.

Male mice were infected with Zika virus 
and then mated with female mice. Efficient 
sexual transmission of the virus from males 
to females was observed. To understand the 
dynamics of sexual transmission, the authors 
measured Zika virus shedding in seminal 
fluid, by PCR to detect viral RNA and by 
plaque assay to detect infectious virus parti­
cles. The results (see figure) show that Zika vi­
rus RNA persisted in semen for up to 60 days, 
far longer than did infectious virus, which 
could not be detected after about three weeks.

There is a lower limit of detection of virus 
via the plaque assay of approximately 10 
plaque forming units/ml. Whether this low 
concentration of infectious particles would 
be suffi cient to transmit the virus is not 
known. However, it seems unlikely that 
these mice are able to transmit virus after a 

few weeks, despite the presence of Zika virus 
RNA in seminal fluid for at least 60 days af­
ter infection.

Recently many papers have been pub­
lished demonstrating that Zika virus and 
Ebolavirus can persist in a variety of human 
fluids for extended periods of time. These 
results have been interpreted with alarm by 
both by scientists and science writers. How­
ever, in most cases detection was by PCR, 
not by plaque assay, and therefore, we do not 
know if infectious virus particles were pres­
ent. Viral RNA would not constitute a threat 
to transmission, while infectious virus 
would.

Many laboratories choose to assay the 
presence of viral genomes by PCR. This is an 
acceptable technique as long as the limita­
tions are understood—it detects nucleic acids, 
not infectious virus.

The lesson from this study is very clear: in 
novel experimental or epidemiological  studies 
it is important to prove that any viral nucleic 
acid detected by PCR represents infectious 

virus. Failing to do so clouds the conclusions 
of the study.

Duggal NK, Ritter JM, Pestorius SE, Zaki SR, Davis 
BS, Chang GJ, Bowen RA, Brault AC. 2017. Fre­
quent Zika virus sexual transmission and prolonged 
viral RNA shedding in an immunodeficient mouse 
model. Cell Rep 18:1751–1760. 
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Detection of Zika virus RNA and infectious 
virus in seminal fluid. Male mice were infected 
with Zika virus. At different times after infec­
tion, viral RNA and infectious virus particles 
were measured in seminal fluid by PCR (blue 
line) and by plaque assay (red line).

BOX 2.8
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Computational biology. The generation of nucleotide se­
quences at an unprecedented rate has spawned a new branch 
of bioinformatics to develop algorithms for assembling se­
quence reads into continuous strings and to determine 
whether they are from a new or previously discovered virus. 
Storing, analyzing, and sharing massive quantities of data 
constitute an immense challenge: the number of bases in 
GenBank, an open-access, annotated collection of all publicly 
available nucleotide sequences produced and maintained by 
the National Center for Biotechnology Information, has dou­
bled every 18 months since 1982. As of June 2019 GenBank 
held 329,835,282,370 bases.

Computational problems must be solved at multiple steps 
during the process of genome sequencing. The initial problem 
is that sequence reads are typically short, and there are many 
of them (e.g., high throughput). These short sequences must 
be overlapped and, if possible, mapped to a genome. Many 
computer programs have been developed to address this prob­
lem. Some carry out alignment of sequence reads to a refer­
ence genome, while others perform this process de novo, i.e., 
in the absence of a reference genome.

When clinical or environmental samples are subjected to 
high-throughput sequencing for pathogen discovery, it is essen­
tial to identify viral sequences in what is typically a mix of host, 

E X P E R I M E N T S
Pathogen de-discovery

High-throughput sequencing of nucleic acids 
has accelerated the pace of virus discovery, 
but at a cost: contaminants are much easier to 
detect.

During a search for the causative agent of 
seronegative hepatitis (disease not caused by 
hepatitis A, B, C, D, or E virus) in Chinese pa­
tients, a new virus with a single-stranded 
DNA genome was discovered in sera by high-
throughput sequencing. Seventy percent of 
90 patient serum samples were positive for vi­
ral DNA by PCR, and sera from 45 healthy 
controls were negative. Furthermore, 84% of 
patients were positive for antibodies against 
the virus. Among healthy controls, 78% were 
antibody positive. The authors concluded that 
this virus was highly prevalent in some pa­
tients with seronegative hepatitis. A second 
independent laboratory identified the same 
virus in sera from patients in the United 
States with non-A-to-E hepatitis, while a 
third group identified the virus in diarrheal 
stool samples from Nigeria.

The first clue that something was amiss 
was the observation that the new virus identi­
fied in all three laboratories shared 99% nu­
cleotide and amino acid identity: this 
similarity would not be expected in virus 
samples from such geographically, tempo­
rally, and clinically diverse samples. Another 
problem was that in the U.S. non-A-to-E hep­
atitis study, all pools of patient sera were pos­
itive for viral sequences. These observations 
suggested the possibility of viral contamina­
tion.

When nucleic acids were repurified from 
the U.S. non-A-to-E hepatitis samples using a 
different method, none were positive for the 

new virus. The presence of the virus was 
traced to the use of column-based purifica­
tion kits manufactured by Qiagen, Inc. (pic­
tured). Nearly the entire viral genome could 
be detected by deep sequencing of sterile wa­
ter that was passed through these columns. 
The nucleic acid purification columns con­
taminated with the new virus were used to 
purify nucleic acid from patient samples. 
These columns, produced by a number of 
manufacturers, are typically an inch in length 
and contain a silica gel membrane that binds 
nucleic acids. The clinical samples are added 
to the column, which is then centrifuged 
briefly to remove liquids (hence the name 
“spin” columns). The nucleic acid adheres to 
the silica gel membrane. Contaminants are 
washed away, and the nucleic acids are then 
released from the silica by the addition of a 
buffer.

Why were the Qiagen spin columns con­
taminated with viral DNA? A search of the 
publicly available environmental metage­
nomic data sets revealed the presence of se­
quences highly related to this virus (87 to 99% 
nucleotide identity). The data sets containing 
these sequences were obtained from seawater 
collected off the Pacific coast of North Amer­
ica and coastal regions of Oregon and Chile. 
The source of contamination could be ex­
plained if the silica in the Qiagen spin col­
umns was produced from ocean-dwelling 
diatoms that were infected with the virus.

In retrospect, it was easy to be fooled into 
believing that the novel virus might be a hu­
man pathogen because it was detected only in 
sick and not healthy patients. Why antibodies 
to the virus were detected in samples from both 

sick and healthy patients remains to be ex­
plained. However, the virus is not likely to be 
associated with any human illness: when non-
Qiagen spin columns were used, the viral se­
quences were not found in any patient sample.

The lesson to be learned from this story is 
clear: high-throughput sequencing is a very 
powerful and sensitive method but must be 
applied with great care. Every step of the vi­
rus discovery process must be carefully con­
trolled, from the water used to the plastic 
reagents. Most importantly, laboratories car­
rying out pathogen discovery must share their 
sequence data, something that took place 
during this study.

Naccache SN, Greninger AL, Lee D, Coffey LL, Phan 
T, Rein-Weston A, Aronsohn A, Hackett J, Jr, Del­
wart EL, Chiu CY. 2013. The perils of pathogen dis­
covery: origin of a novel parvovirus-like hybrid 
genome traced to nucleic acid extraction spin col­
umns. J Virol 87:11966–11977. 

Xu B, Zhi N, Hu G, Wan Z, Zheng X, Liu X, Wong S, 
Kajigaya S, Zhao K, Mao Q, Young NS. 2013. Hy­
brid DNA virus in Chinese patients with seronega­
tive hepatitis discovered by deep sequencing. Proc 
Natl Acad Sci U S A 110:10264–10269. 

BOX 2.9
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bacterial, and fungal sequences. This task relies on alignment of 
sequences to reference viral databases. However, such databases 
are limited because most of the sequences retrieved in metage­
nomic studies are unknown (so-called “dark matter”) and 
therefore cannot be annotated. Consequently, computational 
pipelines have been designed to analyze high-throughput se­
quencing data to search for those likely to be of viral origin.

Some computational pipelines are designed to define the 
abundance and types of viruses in a sample, such as Viral In­
formatics Resource for Metagenome Exploration (VIROME), 
the Viral MetaGenome Annotation Project (VMGAP), and Ba­
sic Local Alignment Search Tool (BLAST). Other virus discov­
ery programs (MePIC, READSCAN, CaPSID, VirusFinder, 
and SRSA) rely on nucleotide sequence alignment and will work 
only for the detection of viruses with high sequence similarity 
to known viruses. PathSeq, SURPI, VirFind, and VirusHunter 
identify viruses by amino acid searches, a computationally de­
manding exercise that is critical for new virus identification. 
VirusSeeker-Virome (VS-Virome) is a computational pipeline 
designed for defining both the type and abundance of known 
and novel viral sequences in metagenomic data sets (Fig. 2.17).

Genome sequences can provide considerable insight into the 
evolutionary relationships among viruses. Such information 
can be used to understand the origin of viruses and how selec­
tion pressures change viral genomes and to assist in epidemio­
logical investigations of viral outbreaks. When few viral genome 
sequences were available, pairwise homologies were often dis­
played in simple tables. As sequence databases increased in size, 
tables of multiple alignments were created, but these were still 
based only on pairwise comparisons. Today, phylogenetic trees 
are used to illustrate the relationships among numerous viruses 
or viral proteins (Box 2.10). Not only are such trees important 
tools for understanding evolutionary relationships, but they 
may allow conclusions to be drawn about biological functions: 
examination of a phylogenetic tree may allow determination of 
how closely or distantly a sequence relates to one of known 
function. Software programs such as AdaPatch, AntiPatch, and 
AntigenicTree have been developed to produce phylogenetic 
trees. However, these approaches do not account for horizontal 
gene transfer, recombination, or the evolutionary relationships 
between viruses and their hosts, which will require unconven­
tional computational methods to resolve.

Algorithms have also been written to apply high-through­
put sequencing methods to a variety of genome-wide analy­
ses, including detection of single-nucleotide polymorphisms 
(SNP), RNA-seq, ChiP-seq, CLIP, and more (see below).

Viral Reproduction: the Burst Concept
A fundamental and important principle is that viruses are re­
produced via the assembly of preformed components into parti­
cles: the parts are first made in cells and then assembled into the 
final product. This simple build-and-assemble strategy is unique 

to all viruses, but the details of how this process transpires are 
astonishingly diverse among members of different virus fami­
lies. There are many ways to build a virus particle, and each one 
tells us something new about virus structure and assembly.

Modern investigations of viral reproduction strategies have 
their origins in the work of Max Delbrück and colleagues, who 
studied the T-even bacteriophages starting in 1937. Delbrück 
believed that these bacteriophages were perfect models for un­
derstanding the basis of heredity. He focused his attention on 
the fact that one bacterial cell usually makes hundreds of prog­
eny virus particles. The yield from one cell is one viral genera­
tion; it was called the burst because the viruses that he studied 
literally burst from the infected cell. Under carefully controlled 
laboratory conditions, most cells make, on average, about the 
same number of bacteriophages per cell. For example, in one of 
Delbrück’s experiments, the average number of bacteriophage 
T4 particles produced from individual single-cell bursts from 
Escherichia coli cells was 150 particles per cell.

Another important implication of the burst is that a cell 
has a finite capacity to produce virus. Multiple parameters 
limit the number of particles produced per cell. These include 
metabolic resources, the number of sites for genome replica­
tion in the cell, the regulation of release of virus particles, and 
host defenses. In general, larger cells (e.g., eukaryotic cells) 
produce more virus particles per cell: yields of 1,000 to 10,000 
virions per eukaryotic cell are not uncommon.

A burst occurs for viruses that kill the cell after infection, 
namely, cytopathic viruses. However, some viruses do not kill 
their host cells, and virus particles are produced as long as the 
cell is alive. Examples include filamentous bacteriophages, 
most retroviruses, and hepatitis viruses.

The One-Step Growth Cycle
The idea that one-step growth analysis can be used to study the 
single-cell reproductive cycle of viruses originated from the 
work on bacteriophages by Emory Ellis and Delbrück. In their 
classic experiment, they added virus particles to a culture of 
rapidly growing E. coli. These particles adsorbed quickly to the 
cells. The infected culture was then diluted, preventing further 
adsorption of unbound particles. This simple dilution step is 
the key to the experiment: it reduces further binding of virus to 
cells and effectively synchronizes the infection. Samples of the 
diluted culture were then taken every few minutes and ana­
lyzed for the number of infectious bacteriophages.

When the results of this experiment were plotted, several 
key observations emerged. The graphs were surprising in that 
they did not resemble the growth curves of bacteria or cul­
tured cells. After a short lag, bacterial cell growth becomes 
exponential (i.e., each progeny cell is capable of dividing into 
two cells) and follows a straight line (Fig. 2.18A). Exponential 
growth continues until the nutrients in the medium are ex­
hausted. In contrast, numbers of new viruses do not increase 
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in a linear fashion from the start of the infection (Fig. 2.18B, 
left). There is an initial lag period in which no infectious vi­
ruses can be detected. This lag period is followed by a rapid 
increase in the number of infectious particles, which then pla­
teaus. The single cycle of virus reproduction produces this 
“burst” of virus progeny. If the experiment is repeated, such 
that only a few cells are initially infected, the graph looks dif­

ferent (Fig. 2.18B, right). Instead of a single cycle, there is a 
stepwise increase in numbers of new viruses with time. Each 
step represents one cycle of virus infection.

Once the nature of the viral propagation cycle was ex­
plored using the one-step growth curve, questions emerged 
about what was happening in the cell before the burst. What 
was the fate of the incoming virus? Did it disappear? How 
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Figure 2.17  Workflow for VS-Virome. Shown is the computational pipeline designed for defining the type and abundance of known 
and novel viral sequences in metagenomic data sets. VS-Virome first pre-processes the sequences (left) to remove adapter sequences 
(these are added to every DNA in the sample, and contain barcoding sequences, primer binding sites, and sequences for immobilizing the 
DNA), joins paired end reads if they overlap, performs quality control on sequences, and identifies low-complexity sequences and host 
sequences before subjecting all the sequences to BLAST (right) to detect viral sequences. Because integrated prophage are found in bacte­
rial genomes, alignment to comprehensive databases could lead to removal of bona fide bacteriophage sequences. Bacteriophage hits are 
therefore placed into a separate output file. Candidate eukaryotic viral sequences are filtered to remove sequences that have high identity 
to bacterial genomes. Remaining reads are then aligned to the more comprehensive GenBank NT and NR databases to identify reads or 
contigs that have greater similarity to nonviral sequences than to viral sequences (i.e., increased likelihood of being a false positive). To 
have a high degree of confidence in viral classification, sequences that have significant hits to both viral and any nonviral reference se­
quence are placed in an “ambiguous” bin. Sequences in the viral bin only have significant alignment to viral sequences.
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were more virus particles produced? These questions were an­
swered by looking inside the infected cell. Instead of sampling 
the diluted culture for virus after various periods of infection, 
researchers prematurely lysed the infected cells as the infection 
proceeded and then assayed for infectious virus. The results 

were extremely informative. Immediately after dilution, there 
was a complete loss, or eclipse, of infectious virus for 10 to 15 min 
(Fig. 2.18B). In other words, input virions disappeared, and no 
new phage particles were produced during this period. It was 
shown later that the loss of infectivity is a consequence of the 

M E T H O D S
How to read a phylogenetic tree

Phylogenetic dendrograms, or trees, provide 
information about the inferred evolutionary 
relationships between viruses. The example 
shown in the figure is a phylogenetic tree for 
sequenced viral isolates from 10 different indi­
viduals. The horizontal dimension of the tree 
represents the degree of genetic change, and 
the scale (0.07) is the number of changes di­
vided by the length of the sequence (in some 
trees this may be expressed as % change). The 
blue circles, called nodes, represent putative 
ancestors of the sampled viruses. Therefore, 
the branches represent chains of infections 
that have led to sampled viruses. The vertical 
distances have no significance.

The tree in the figure is rooted, which means 
that the root of the tree represents the common 
ancestor of all the sampled viruses. As we move 
from the root to the tips, we are moving for­
ward in time, although the unit of time might 
not be known. The numbers next to each node 

represent the measure of support; these are 
computed by a variety of statistical approaches 
including “bootstrapping” and “Bayesian pos­
terior probabilities.” A value close to 1 indicates 
strong evidence that sequences to the right of 
the node cluster together better than any other 
sequences. Often there is no known isolate cor­
responding to the root of the tree; in this case, 
an arbitrary root may be estimated, or the tree 
will be unrooted. In these cases, it can no lon­
ger be assumed that the order of ancestors pro­
ceeds from left to right.

Phylogenetic trees can also be constructed 
by grouping sampled viruses by host of isola­
tion. Such an arrangement sometimes makes 
it possible to identify the animal source of a 
human virus. Circular forms, such as a radial 
format tree, are often displayed when the 
root is unknown.

Trees relating nucleic acid sequences de­
pict the relationships as if sampled and inter­

mediary sequences were on a trajectory to the 
present. This deduction is an oversimplifica­
tion, because any intermediate that was lost 
during evolution will not be represented in 
the tree. In addition, any recombination or 
gene exchange by coinfection with similar vi­
ral genomes will scramble ordered lineages.

A fair question is whether we can predict 
the future trajectory or branches of the tree. 
We can never answer this question for two 
reasons: any given sample may not represent 
the diversity of any given virus population in 
an ecosystem, and we cannot predict the se­
lective pressures that will be imposed.

Hall BG. 2011. Phylogenetic Trees Made Easy: A How-
to Manual, 4th ed. Sinauer Associates, Sunderland, 
MA.

ViralZone. Phylogenetics of animal pathogens: basic 
principles and applications (a tutorial). http://​viral­
zone.​expasy.​org/​e_​learning/​phylogenetics/​content.​
html

BOX 2.10
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release of the genome from the virion, to allow for subsequent 
transcription of viral genes. Particle infectivity is lost during 
this phase because the released genome is not infectious under 
the conditions of the plaque assay. Later, newly assembled in­
fectious particles could be detected inside the cell that had not 
yet been released by cell lysis.

The results of these experiments defined two new terms in 
virology: the eclipse period, the phase in which infectivity is 
lost when virions are disassembled after penetrating cells, and 
the latent period, the time it takes to replicate and assemble 
new virus particles before lysis, ∼20 to 25 min for some E. coli 
bacteriophages.

Synchronous infection, the key to the one-step growth cy­
cle, is usually accomplished by infecting cells with a suffi cient 
number of virus particles to ensure that most of the cells are 
infected rapidly. Exactly how many virus particles must be 
added is described by the multiplicity of infection (Box 2.11).

One-Step Growth Analysis: a Valuable Tool for 
Studying Animal Viruses
One-step growth analysis soon became adapted for studying 
the reproduction of animal viruses. The experiment begins 

with removal of the medium from the cell monolayer and ad­
dition of virus in a small volume to promote rapid adsorption. 
After ∼1 h, unadsorbed inoculum containing virus particles 
is removed, the cells are washed, and fresh medium is added. 
At different times after infection, samples of the cell culture 
supernatant are collected and the virus titer is determined. 
The kinetics of intracellular virus production can be moni­
tored by removing the medium containing extracellular par­
ticles, scraping the cells into fresh medium, and lysing them. 
A cell extract is prepared after removal of cellular debris by 
centrifugation, and the virus titer in the extract is measured.

The results of a one-step growth experiment establish a 
number of important features about viral reproduction. In the 
example shown in Fig. 2.19A, the first 11 h after infection con­
stitute the eclipse period, during which the viral nucleic acid is 
uncoated from its protective shell and no infectious virus can 
be detected inside cells. The small number of infectious parti­
cles detected during this period probably represents adsorbed 
virus that was not uncoated. Beginning at 12 h after adsorption, 
the quantity of intracellular infectious virus particles begins to 
increase, marking the onset of the synthetic phase, during which 
assembly begins. During the latent period, no extracellular virus 
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Bacteria Figure 2.18  Comparison of bacterial and viral reproduction. 
(A) Growth curve for a bacterium. The number of bacteria is plotted as a 
function of time. One bacterium is added to the culture at time zero; after 
a brief lag, the bacterium begins to divide. The number of bacteria dou­
bles every 20 min until nutrients in the medium are depleted and the 
growth rate decreases. The inset illustrates the propagation of bacteria by 
binary fission. (B) One- and two-step growth curves of bacteriophages. 
Growth of a bacteriophage in E. coli under conditions when all cells are 
infected (left) and when only a few cells are infected (right).
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can be detected. At 18 h after adsorption, virions are released 
from cells into the extracellular medium. Ultimately, virus 
numbers plateau as the cells become metabolically and struc­
turally incapable of supporting additional reproduction.

The yield of infectious virus per cell can be calculated from 
the data collected during a one-step growth experiment. This 
value varies widely among different viruses and with different 
virus-host cell combinations. For many viruses, increasing the 
multiplicity of infection above a certain point does not increase 
the yield: cells have a finite capacity to produce new virus par­
ticles. In fact, infecting at a very high multiplicity of infection 
can cause premature cell lysis and decrease virus yields.

The kinetics of the one-step infectious cycle can vary 
dramatically among viruses. For example, enveloped viruses 
that mature by budding from the plasma membrane, as dis­
cussed in Chapter 13, generally become infectious only as they 
leave the cell, and therefore, little intracellular infectious virus 
can be detected (Fig. 2.19B). The curve shown in Fig. 2.19A 
illustrates the pattern observed for a DNA virus with the long 
latent and synthetic phases typical of many DNA viruses, 
some retroviruses, and reovirus. For small RNA viruses, the 
entire growth curve is complete within 6 to 8 h, and the latent 
and synthetic phases are correspondingly shorter.

One-step growth curve analysis can provide quantitative 
information about different virus-host systems. It is fre­
quently employed to study mutant viruses to determine what 
parts of the infectious cycle are affected by a particular ge­

netic lesion. It is also valuable for studying the multiplication 
of a new virus or viral reproduction in a new virus-host cell 
combination.

When cells are infected at a low multiplicity of infection, 
several cycles of viral reproduction may occur (Fig. 2.18B). 
Growth curves established under these conditions can also 
provide useful information. When infection is carried out at 
a high multiplicity, a mutation may fail to have an obvious 
effect on viral reproduction. The defect may only become ev­
ident following a low-multiplicity infection. Because the ef­
fect of a mutation in each cycle is multiplied, a small effect 
can be amplified after several cycles. Defects in the ability of 
viruses to spread from cell to cell may also be revealed when 
multiple cycles of reproduction occur.

Global Analysis
The study of replication cycles of many viruses with one-step 
growth analysis has allowed a reductionist approach to un­
derstanding and defining the steps of virus attachment, en­
try, replication, and assembly. In contrast, new experimental 
and computational tools permit global analysis of viral, cel­
lular, and host responses to infection. Global analyses apply a 
dizzying array of different high-throughput technologies to 
measure system-wide changes in DNA, RNA, proteins, and 
metabolites during virus infection of cells, tissues, or entire 
organisms. Data obtained from high-throughput measurements 
are integrated and analyzed using mathematical algorithms 

D I S C U S S I O N
Multiplicity of infection (MOI)

Infection depends on the random collision of 
cells and virus particles. When susceptible 
cells are mixed with a suspension of virus 
particles, some cells are uninfected and other 
cells receive one, two, three, etc., particles. 
The distribution of virus particles per cell is 
best described by the Poisson distribution:

P(k) = e−mmk/k!

In this equation, P(k) is the fraction of cells 
infected by k virus particles. The multiplicity 
of infection, m, is calculated from the propor­
tion of uninfected cells, P(0), which can be 
determined experimentally. If k is made 0 in 
the above equation, then

P(0) = e−m and m = −1n P(0)

The fraction of cells receiving 0, 1, and >1 virus 
particle in a culture of 106 cells infected with 
an MOI of 10 can be determined as follows.

The fraction of cells that receive 0 parti­
cles is

P(0) = e−10 = 4.5 × 10−5

and in a culture of 106 cells, this equals 45 un­
infected cells.

The fraction of cells that receive 1 particle is

P(1) = 10 × 4.5 × 10−5 = 4.5 × 10−4

and in a culture of 106 cells, 450 cells receive 1 
particle.

The fraction of cells that receive >1 parti­
cle is

P(>1) = 1 − e−m(m + 1) = 0.9995

and in a culture of 106 cells, 999,500 cells re­
ceive >1 particle. [The value in this equation is 
obtained by subtracting from 1 (the sum of all 
probabilities for any value of k) the probabili­
ties P(0) and P(1).]

The fraction of cells receiving 0, 1, and >1 
virus particle in a culture of 106 cells infected 
with an MOI of 0.001 is

P(0) = 99.99%
P(1) = 0.0999% (for 106 cells, 104 are in­

fected)
P(>1) = 10−6

The MOI required to infect 99% of the 
cells in a cell culture dish is

P(0) = 1% = 0.01
m = −1n (0.01) = 4.6 PFU per cell.

BOX 2.11
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to generate models that are predictive of the system. For exam­
ple, virus infections of different animals are characterized by 
the induction of distinct sets of cytokine genes, a property that 
can be correlated with different pathogenic outcomes. When 
a model has been developed, it can be further refined by the 
use of viral mutants or targeted inhibition of host genes or 
pathways. Global analysis is therefore a holistic, host-directed 
approach that complements traditional methods for studying 
viruses.

Examples of global analyses include genome-wide transcrip­
tional profiling to study the host response to infection. Intro­
duction of the 1918 strain of influenza virus into mice leads to a 
rapidly fatal disease characterized by sustained induction of 

proinflammatory cytokine and chemokine genes. Understand­
ing the gene expression signature that correlates with lethality 
is one goal of these studies. Global analysis can also predict sig­
natures of vaccine effi cacy. In one study, transcriptional profil­
ing of peripheral blood mononuclear cells from vaccinated 
subjects revealed that the yellow fever virus vaccine induces the 
expression of genes encoding members of the complement sys­
tem and stress response proteins. This pattern accurately pre­
dicts CD8+ T cell and antibody responses that are thought to 
mediate protection from infection with yellow fever virus. A 
separate signature that accurately predicts neutralizing anti­
body synthesis during infection was also identified.

Some of the methods used in global analysis are described 
below.

DNA Microarrays
An early staple of global analyses, this method enables the study 
of the gene expression profile of a cell in response to virus infec­
tion (Chapter 14) and can also be used to discover new viruses. 
In this method, millions of unique viral DNA sequences fixed 
to glass or silicon wafers are incubated with sequences comple­
mentary to DNAs or RNAs, which have been amplified from 
clinical and environmental samples by PCR. Binding is usually 
detected by using fluorescent molecules incorporated into am­
plified nucleic acids. Microarrays have been largely supplanted 
by high-throughput sequencing, which allows identification of 
transcripts and their quantification in an unbiased manner, 
e.g., without prior assumption of what genes are involved.

In RNAseq, RNAs extracted from cells or tissues are con­
verted by reverse transcription to complementary DNAs, which 
are then subjected to high-throughput DNA sequencing. The 
results provide insight into sequences and quantity of RNAs in 
a cell at a given time under specific conditions. It allows detec­
tion and quantification of transcripts that are not represented 
on microarrays. Information on transcriptional activity is pro­
vided by native elongating transcript sequencing (NET-seq), 
in which immunoprecipitation of RNA polymerase is followed 
by high-throughput sequencing of the 3′ ends of the associated 
RNAs. A method to study the association of RNAs with ribo­
somes is ribo-seq, in which polysomes are treated with RNases 
and the 20- to 30-nucleotide ribosome-protected fragments are 
sequenced. The information provides insight into translational 
control of gene expression and the mechanism of protein syn­
thesis and allows annotation of translated sequences.

A number of methods yield global views of protein-nucleic 
acid interactions at unprecedented levels of resolution. 
Chromatin-immunoprecipitation sequencing (ChiP-seq) 
can localize protein-DNA interactions with single-nucleotide 
precision (Fig. 2.20). In this method, protein-DNA complexes 
are immunoprecipitated with antibodies to DNA binding 
proteins, such as transcription proteins, histones, or even 
specific methyl groups on histones. The DNAs are then sub­
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Figure 2.19  One-step growth curves of animal viruses. (A) 
Growth of a nonenveloped virus, adenovirus type 5. The inset illus­
trates the concept that viruses multiply by assembly of preformed com­
ponents into particles. (B) Growth of an enveloped virus, Western 
equine encephalitis virus, a member of the Togaviridae. This virus ac­
quires infectivity after maturation at the plasma membrane, and there­
fore, little intracellular virus can be detected. The small quantities 
observed at each time point probably represent released virus contami­
nating the cell extract.
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Figure 2.20  Chromatin immunoprecipitation and DNA sequenc
ing, ChiP-seq. This technique is used to identify the precise binding sites of 
proteins on DNA. DNA is cross-linked to proteins by treating cells with 
formaldehyde, followed by sonication to shear DNA to 200 to 1,000 bp. 
Beads coated with antibody to the DNA binding protein of interest are added 
and precipitated. The protein is removed and DNA purified and subjected to 
high-throughput sequencing to identify protein binding sites on the DNA.

Nucleus

Nucleus

Cross-link protein to DNA

Unlink protein; purify DNA

Sequencing

Map to genome

ATGCCTGGACCGTG

Shear DNA strands
by sonicating

Add bead-attached antibodies
to immunoprecipitate
target protein

Cell
lysate

Cell
lysate

Precipitate

jected to high-throughput sequencing to identify the sites on 
DNA to which these proteins bind. An early variant called 
ChiP on chip employed microarrays to identify protein 
binding sites on DNA.

Many protocols have been devised for genome-wide analy­
sis of RNA-protein interactions that are based on cross-link­
ing immunoprecipitation (CLIP). In CLIP-seq, RNA-protein 
complexes are cross-linked in cells in culture with UV light. 
Cells are lysed and proteins of interest are immunoprecipitated. 
Proteins are removed by digestion with protease, DNA is syn­
thesized from the previously bound RNA with reverse tran­
scriptase, and the product is subjected to high-throughput 
sequence analysis. Interaction sites are identified by mapping 
the nucleic acid sequence reads to the transcriptome. A modi­
fication of this technique is called photoactivatable ribonu­
cleoside-enhanced cross-linking and immunoprecipitation, 
PAR-CLIP. In this method, photoreactive ribonucleoside ana­
logs such as 4-thiouridine are incorporated into RNA tran­
scripts in living cells. Irradiation with UV light induces 
effi cient cross-linking of RNAs containing these analogs to 
interacting proteins. Immunoprecipitation and sequencing 
are then carried out as in other CLIP methods.

Other genome-wide mapping analyses that can be per­
formed include identifying the binding sites for long noncod­
ing RNAs (lncRNA) on chromatin using capture hybridization 
analysis of RNA targets (CHART). In this method, biotin-
linked oligonucleotides that are complementary to the target 
RNA are designed. These are added to reversibly cross-linked 
chromatin extracts, and the target RNA is purified with strep­
tavidin beads, which bind with high affi nity to biotin. The se­
quences of the RNA targets identify the genomic binding sites 
of endogenous RNAs. A related method is chromatin isolation 
by RNA purification (ChIRP), in which tiled oligonucleotides 
labeled with biotin are used to retrieve specific lncRNA bound 
to protein and DNAs.

How DNA is organized in virus particles and in the cell 
nucleus is being studied using chromosome conformation 
capture technology, abbreviated as 3C, 4C, 5C, and Hi-C, 
which differ in scope. For example, 3C identifies interactions 
between a single pair of genomic loci. Chromosome confor­
mation capture on chip (4C) studies the interaction of one ge­
nomic locus and all other genomic loci, while chromosome 
conformation capture carbon copy (5C) detects interactions 
between all restriction fragments in a given region. In HiC, 
high-throughput sequencing is used to identify the restriction 
fragments studied. These methods begin with cross-linking of 
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cell genomes with formaldehyde and digestion with restriction 
endonucleases, followed by random ligation under conditions 
where joining of cross-linked fragments is favored over those 
that are not. PCR is then used to amplify ligated junctions and 
identify interacting loci. The open or closed state of chromatin 
can be measured by DNaseI-seq (DNaseI hypersensitive sites 
sequencing) and FAIRE-seq (formaldehyde-assisted isolation 
of regulatory elements). These protocols are based on the use of 
formaldehyde to cross-link DNA: this reaction is more effi cient 
in nucleosome-rich regions than in nucleosome-poor areas. 
The non-cross-linked DNA, typically from open chromatin, is 
then purified and its sequence is determined. The two proto­
cols differ in that FAIRE-seq does not require permeabiliza­
tion of cells or the isolation of nuclei. The methylation state of 
DNA can be assessed using bisulfite sequencing. Treatment 
of DNA with bisulfite converts C to U but does not affect 
5-methylated cytosines. A variety of sequencing methods that 
can use this change to provide single-nucleotide resolution in­
formation about DNA methylation have been developed. As 
might be expected, interpreting the growing sets of data on 
chromatin structure has required the development of new 
statistical and computational approaches.

Mass Spectrometry
Mass spectrometry (MS) is a technique that can identify the 
chemical constituents of complex and simple mixtures. It has 
emerged as a powerful tool for detecting and quantifying 
thousands of proteins in biological samples, including vi­
ruses and virus-infected cells.

A mass spectrometer ionizes the chemical constituents of 
a mixture and then sorts the ions based on their mass-to-
charge ratio. Identification of the components is done by 
comparison with the patterns generated by known materials.

The total protein content of a cell or a virus particle is 
called the proteome. Human cells have been estimated to 
contain from 500,000 to 3,000,000 proteins per cubic mi­
crometer, encoded by ∼20,000 open reading frames, and their 
products are further diversified by transcriptional, posttran­
scriptional, translational, and posttranslational regulation. 
The cell proteome may be further altered during virus infec­
tion. The proteome of virus particles is far less complex, but 
the very largest viruses can still contain hundreds of proteins. 
Mass spectrometry can be used to identify proteins and their 
concentrations in cells and in virus particles and also to reveal 
protein localization, protein-protein interactions, and post­
translational modifications in infected and uninfected cells.

Mass spectrometry may be combined with biochemical 
and genomic techniques to provide global views of viral re­
production cycles. For example, changes in proteins secreted 
by host cells upon virus infection can be readily character­
ized by performing mass spectrometry on supernatants from 
infected cells. Another application is to identify protein-

protein interactions in virus-infected cells: a promiscuous 
biotinylating enzyme can be directed to a subcellular com­
partment, where it biotinylates adjacent molecules. These can 
be purified by attachment to streptavidin-containing beads 
and identified by mass spectrometry. Integration of mass 
spectrometry with some of the methods described above for 
genome analysis can be used to identify proteins that partici­
pate in the regulation of gene expression.

At one time the mass spectrometer was a very expensive in­
strument restricted to chemistry laboratories. Recent advances 
in the instrumentation, including cost reduction, as well as 
sample preparation and computational biology have propelled 
this technology into the virology research laboratory.

Protein-Protein Interactions
A major goal of virology research is to understand how protein-
protein interactions modulate reproduction cycles and patho­
genesis. Consequently, multiple experimental approaches have 
been devised to identify the entire set of interactions among vi­
ral proteins and between viral and cell proteins. The yeast two-
hybrid screen, a complementation assay which was designed 
to discover protein-protein interactions, has been adapted to 
high-throughput applications. In this assay, a transcriptional 
regulatory protein is split into two fragments, the DNA-bind­
ing domain and the activating domain. The coding sequences 
of two different proteins are fused with the two domains. If the 
two proteins interact, when the fusion proteins are produced in 
cells, transcriptional activation (leading to the transcription 
of a reporter gene) will take place. For high-throughput ap­
plications, libraries of protein-coding DNAs are screened 
against a single viral protein or all viral proteins. This method 
was used to describe the virus-host interactome of two her­
pesviruses.

Other approaches to defining interactomes include coimmu­
noprecipitation, affi nity purification of tagged proteins (Fig. 2.21), 
and labeling of cell proteins with chemical cross-linkers (used to 
identify plant proteins that interact with plant virus proteins), 
followed by mass spectrometry.

While these methods allow definition of virus-cell inter­
actomes, they are not unambiguous. For at least one virus, 
interactomes determined in different laboratories are very di­
verse. Most importantly, the observation of a protein-protein 
interaction does not confirm biological relevance: the roles of 
such interactions in viral reproduction must be determined 
by other means (Box 2.12).

Single-Cell Virology
Much of virology research is carried out by using populations 
of cells in culture or in animals. However, as discovered by 
virologists in the 1950s, individual cells of the same type can 
behave very differently with respect to susceptibility and per­
missiveness to infection and the kinetics of virus production. 
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As early efforts to study virus infections in single cells were 
hampered by technical diffi culties, the field failed to prog­
ress. This situation has changed with the development of flow 
cytometry and microfluidics and the adaptation of high-
throughput methods, such as genome sequencing and mass 
spectrometry, to single cells.

Initially, micropipettes were used to aspirate a single cell 
at a time from a population, using a microscope. This labor-
intensive method was supplanted by fluorescence-activated 
cell sorting to allow isolation of up to millions of cells in a few 
hours, according to size, morphology, or synthesis of specific 
proteins. More recently, automated microfluidic devices have 

been developed to allow automated capture of single cells us­
ing integrated fluidic circuits. Infection, cell lysis, reverse 
transcription, and amplification are all performed in these 
systems before high-throughput sequencing.

The study of virus infections in single cells is expected to 
provide information that explains why some cells are not in­
fected, why the kinetics of viral reproduction may be so differ­
ent, and how genomes change in a single cell. An example is the 
study of poliovirus infection of single cells, using a microfluid­
ics platform installed on a fluorescent microscope (Fig. 2.22). 
This approach revealed observations otherwise masked in pop­
ulation-based studies, including the unique and independent 
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contribution of viral and cell parameters to reproduction kinet­
ics, the wide variation in reproduction start times, and the find­
ing that reproduction begins later and with greater speed in 
single cells than in populations. A study of influenza virus in­
fection of single cells revealed a wide variation in the yield, from 
1 to 970 PFU per cell. Furthermore, the amounts of viral RNAs 
within individual cells varied by three orders of magnitude.

Infection of single cells with vesicular stomatitis virus 
identified 496 mutations that arose in 24 hours during ge­
nome replication within 90 cells. The rates of mutation varied 
among individual cells, and this high value represents an av­
erage for all of the cells. In addition, preexisting viral genetic 
diversity was used to track infection in single cells. These in­
vestigations revealed that even though viruses were added at 
a low multiplicity of infection, most cells had acquired more 
than one virus particle. The results suggested that virus par­
ticles have a tendency to stick to one another, raising further 
challenges to determining multiplicities of infection.

Single-cell studies have demonstrated that measurements 
of virus reproduction in populations of cells do not represent 
the diversity that exists among individual cells. Conse­

quently, they will likely become a complementary tool to the 
one-step growth experiment for studying virus infection.

Perspectives
One-step growth analysis, while simple, remains a powerful 
tool for studying virus reproduction. When cells are in­
fected at a high multiplicity of infection, suffi cient viral nu­
cleic acid or protein can be isolated to allow a study of their 
production during the infectious cycle. The ability to syn­
chronize infection is the key to this approach. Many of the 
experimental results discussed in subsequent chapters of 
this book were obtained using such one-step growth analy­
sis. The power of this approach is such that it reports on all 
stages of the reproduction cycle in a simple and quantitative 
fashion. With modest expenditure of time and reagents, vi­
rologists can deduce a great deal about viral translation, ge­
nome replication, and assembly. It has long been assumed 
from such one-step growth analyses that the same steps of 
the viral reproduction cycle occur at the same time in every 
infected cell. However, results from analyses of single in­
fected cells demonstrate that the same steps can take place 

W A R N I N G
Determining a role for cellular proteins in viral reproduction  
can be quite diffi cult

Understanding the roles of both viral and cel­
lular proteins at various stages of viral repro­
duction is essential for elucidating molecular 
mechanisms and for developing strategies for 
blocking pathogenic infections. As viral ge­
nomes have a limited set of genes, the viral 
proteins or genetic elements that are essential 
at each step can be deduced by introducing 
mutations and observing phenotypes. Identi­
fying critical cellular genes begins with the 
identification of cellular proteins that are in­
cluded in virus particles and/or bind to viral 
proteins (in vitro or in cells).

Once candidates are identified, the contri­
bution of the cellular protein to viral repro­
duction may be evaluated by observing the 
effects of

•	� specific small-molecule inhibitors of 
the protein’s function (inhibitory drugs)

•	� synthesis of an altered protein, known 
to have a dominant negative effect on its 
normal function

•	� treatment with small RNAs that induce 
mRNA degradation (see Chapter 10) 
and reduce the concentration of the cel­
lular protein

•	� reproduction in cells in which the can­
didate gene has been mutated or deleted

Even after applying the multiple ap­
proaches and methods described above, iden­
tifying relevant cellular proteins and 
evaluating their roles in viral reproduction is 
seldom easy. The problems encountered in­
clude the following.

•	� More than one protein may provide the 
required function (redundancy).

•	� The function of the protein might be es­
sential to the cell, and mutation of the 
gene that encodes it (or inhibition of 
protein production) could be lethal.

•	� Only small quantities of the protein 
might be required, and reducing its ac­
tivity with an inhibitor, or its concen­
tration may be insuffi cient to induce a 
defect in viral reproduction.

•	� The cellular protein might provide a 
slight enhancement to viral reproduc­
tion that could be diffi cult to detect but 
may be physiologically significant.

•	� Synthesis of an altered cellular gene or 
overexpression of a normal cellular 

gene may produce changes that affect 
virus reproduction for reasons that are 
irrelevant to the natural infection (arti­
facts).

Given these diffi culties, it is not surprising 
that the literature in this area is sometimes 
contradictory and the results can be contro­
versial.

BOX 2.12

GOOD LUCK
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ing of viruses and infected cells to greater depths and at un­
precedented speed. An astounding array of technologies, 
including high-throughput sequencing, proteomics, and 
single-cell approaches, have been developed. These methods 
have already led to significant discoveries about viral evolu­
tion, reproduction, and pathogenesis. We are truly in a re­
markable era, when few experimental questions are beyond 
the reach of the techniques that are currently available.

at vastly different times in individual cells in the popula­
tion. We now understand that results from population-
based studies of viral reproduction comprise an average of 
events occurring in individual cells. One-step growth ana­
lyses with single cells have the potential of unraveling the 
viral and cellular basis for such individual heterogeneity.

From the humble beginnings of the one-step growth 
curve, many new methods have propelled our understand­
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Figure 2.22.  Single-cell virology. (A) A microfluidic device with 6,400 wells is fitted with four separate sample inlets (green) and 
pneumatic control lines (red) that permit each well to be sealed and isolated. A small part of the device is magnified at the top, showing an 
array of 24 wells, and four wells are further magnified to the left. (B) The device can be used to measure real-time fluorescence in cells in­
fected with a virus encoding a fluorescent reporter. The production of fluorescence is shown in the graph and illustrated in the views of 
single cells in individual cells above. There is a lag in the detection of fluorescence in an infected cell (ti), followed by virus reproduction 
(tj) and a decline in fluorescence caused by cell lysis (tk). Reprinted from Guo F et al. 2017. Cell Rep 21:1692–1704, with permission.
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STUDY QUESTIONS

	� 1.	� Which of the following statements is not correct?
�a.	 �The infectious cycle and virus reproduction are 

synonymous
�b.	 �A susceptible cell has a functional receptor for a 

given virus
�c.	 �A cell that is resistant to infection has the viral re­

ceptor but the virus cannot be reproduced in it
�d.	 �Virus can be reproduced in a permissive cell
�e.	 �A susceptible and permissive cell is the only cell in 

which a virus can enter and be reproduced
	� 2.	� Which of the following statements about cytopathic 

effects (CPE) is correct?
�a.	 �Some viruses may not produce cytopathic effects 

in certain cells
�b.	 �Syncytium formation is a type of CPE
�c.	 �Rounding up and detachment of cultured cells is a 

type of CPE
�d.	 �Formation of a viral plaque depends upon CPE
�e.	 �All of the above

	� 3.	� Which of the following assays determines the number 
of infectious viral particles?
�a.	 �ELISA
�b.	 �Hemagglutination assay
�c.	 �Plaque assay
�d.	 �High-throughput sequencing
�e.	 �Polymerase chain reaction

	� 4.	� If one million infectious virus particles are added to a 
culture dish of one million cells, which of the follow­
ing will happen:
�a.	 �Each cell will receive one virus particle because the 

MOI is 1
�b.	 �None of the cells will receive any virus particles
�c.	 �37% of the cells are uninfected
�d.	 �Only one infectious cycle will take place
�e.	 �None of the above

	� 5.	� When doing a plaque assay, what is the purpose of 
adding a semisolid agar overlay on the monolayer of 
infected cells?
�a.	 �To stabilize progeny virions
�b.	 �To ensure that cells remain susceptible and permis­

sive
�c.	 �To act as a pH indicator
�d.	 �To keep cells adherent to the plate during incubation
�e.	 �To restrict viral diffusion after lysis of infected 

cells
	� 6.	� In the particle-to-PFU ratio, “particle” can best be de­

scribed as:
�a.	 �One of the proteins which makes up the virion
�b.	 �A virus which may or may not be infectious
�c.	 �A virus which is infectious
�d.	 �A virus which is not infectious
�e.	 �Elementary or composite

	� 7.	� The plaque assay plate below was made from a dilution 
of 10–6 and 0.1 ml of the dilution was plated on the cell 
monolayer. What is the titer in PFU/ml?

	� 8.	� Explain why no infectious viruses are observed in the 
cell culture medium during the latent phase of a one-
step growth curve.

	� 9.	� You infect a plate of one million cells at an MOI of 100. 
The particle-to-PFU ratio for this virus is 1,000. How 
many total virus particles did you add to the cells?



Molecular Biology
3	 Genomes and Genetics
4	 Structure
5	 Attachment and Entry
6	 Synthesis of RNA from RNA Templates
7	 Synthesis of RNA from DNA Templates
8	 Processing
9	 Replication of DNA Genomes
10	 Reverse Transcription and Integration
11	 Protein Synthesis
12	 Intracellular Trafficking
13	 Assembly, Release, and Maturation
14	 The Infected Cell

P A R T  I I



Genomes and Genetics3

Introduction

Genome Principles and the  
Baltimore System

Structure and Complexity of Viral 
Genomes

DNA Genomes
RNA Genomes

What Do Viral Genomes Look  
Like?

Coding Strategies

What Can Viral Sequences Tell Us?

The “Big and Small” of Viral 
Genomes: Does Size Matter?

The Origin of Viral Genomes

Genetic Analysis of Viruses
Classical Genetic Methods
Engineering Mutations into Viral 

Genomes
Engineering Viral Genomes: Viral Vectors

Perspectives

References

Study Questions

LINKS FOR CHAPTER 3

Virocentricity with Eugene Koonin
http://​bit.​ly/​Virology_​Twiv275

CRISPR-Cas immune systems
http://​microbe.​tv/​twim/​twim184



63

     Introduction 
 Earth abounds with un count able num bers of vi ruses of great 
di ver sity. However, be cause tax on o mists have de vi sed meth­
ods of clas si fy ing vi ruses, the num ber of iden ti fi  able groups 
is man age able (Chapter 1). One of the con tri bu tions of mo lec­
u lar bi  ol ogy has been a de tailed anal y sis of the ge netic ma te­
rial of rep re sen ta tives of ma jor vi rus fam i lies. From these 
stud ies emerged the prin ci ple that the  vi ral ge nome  is the nu­
cleic ac id­based re pos i tory of the in for ma tion needed to 
build, re pro duce, and trans mit a vi rus ( Box 3.1 ). Th ese an a ly­
ses also re vealed that the thou sands of dis tinct vi ruses de fi ned 
by clas si cal tax o nomic meth ods can be or ga nized into seven 
groups, based on the struc tures of their ge nomes. 

  Genome Principles and the 
Bal ti more System 
 A uni ver sal func tion of vi ral ge nomes is to spec ify pro teins. 
However, none of these ge nomes en code the com plete ma­
chin ery needed to carry out  pro tein syn the sis. Consequently, 
one im por tant prin ci ple is that all  vi ral ge nomes must be cop­
ied to pro duce mes sen ger RNAs (mRNAs) that can be read by 
host ri bo somes. Literally, all  vi ruses are par a sites of their host 
cells’ trans la tion sys tem. 

 A sec ond prin ci ple is that there is unity in di ver si ty: evo lu­
tion has led to the for ma tion of only seven ma jor types of vi­
ral ge nome. Th e Bal ti more clas si fi  ca tion sys tem in te grates 
these two prin ci ples to con struct an el e gant mo lec u lar al go­
rithm for vi rol o gists ( Fig. 3.1 ). When the be wil der ing ar ray of 
vi ruses is clas si fi ed by this sys tem, we fi nd seven path ways to 
mRNA. Th e value of the Bal ti more sys tem is that by know ing 
only the na ture of the vi ral ge nome, one can de duce the ba sic 
steps that must take place to pro duce mRNA. Perhaps more 

prag mat i cally, the sys tem sim pli fi es com pre hen sion of the ex­
traor di nary re pro duc tion cy cles of vi rus es. 

  Th e Bal ti more sys tem omits the sec ond uni ver sal func tion 
of vi ral ge nomes, to serve as a tem plate for syn the sis of prog­
eny ge nomes. Nevertheless, there is also a fi  nite num ber of 
nu cleic ac id­copying strat e gies, each with unique primer, 
tem plate, and ter mi na tion re quire ments. We shall com bine 
this prin ci ple with that em bod ied in the Bal ti more sys tem to 
de fi ne seven strat e gies based on mRNA syn the sis  and  ge­
nome rep li ca tion. Th e Bal ti more sys tem has stood the test of 
time: de spite the dis cov ery of mul ti tudes of vi ral ge nome se­
quences, they all  fall into one of the seven clas ses. 

 Replication and mRNA syn the sis pres ent no ob vi ous chal­
lenges for most vi ruses with DNA ge nomes, as all  cells use 
DNA­based mech a nisms. In con trast, an i mal cells pos sess no 
known sys tems to copy vi ral RNA tem plates and to pro duce 
mRNA from them. For RNA vi ruses to prop a gate, their RNA 
ge nomes must, by defi   ni tion, en code a nu cleic acid po ly mer ase. 

 Structure and Complexity 
of Viral Genomes 
 Despite the sim plic ity of ex pres sion strat e gies, the com po si tion 
and struc tures of vi ral ge nomes are far more var ied than those 
seen in the en tire ar chaeal, bac te rial, or eu kary otic do mains. 
Nearly ev ery pos si ble method for en cod ing in for ma tion in nu­
cleic acid can be found in vi ruses. Viral ge nomes can be 

   •     DNA or RNA 
  •     DNA with short seg ments of RNA 
  •     DNA or RNA with co va lently at tached pro tein 
  •     sin gle­stranded (+) strand, ( − ) strand, or ambisense 

( Box 3.2 ) 
  •     dou ble strand ed 
  •     lin e ar 
  •     cir cu lar 
  •     seg ment ed 
  •     gapped  

 P R I N C I P L E S    Genomes and Ge net ics   
Th e ge nomes of vi ruses range from the ex traor di narily small 
( < 2 kb) to the ex traor di narily large ( > 2,500 kbp); the di ver­
sity in size likely pro vi des ad van tages in the niches in which 
par tic u lar vi ruses ex ist. 

Viral ge nomes spec ify some, but never all , of the pro teins 
needed to com plete the vi ral re pro duc tive cy cle. 

Th at only seven vi ral ge nome rep li ca tion strat e gies ex ist for 
all  known vi ruses im plies unity in vi ral di ver si ty. 

Some ge nomes can en ter the re pro duc tion cy cle upon en­
try into a tar get cell, whereas oth ers re quire prior re pair 
or syn the sis of vi ral gene prod ucts be fore rep li ca tion can 
pro ceed. 

 Although the de tails of rep li ca tion dif  er, all  vi ruses with 
RNA ge nomes must en code ei ther an RNA­dependent 
RNA po ly mer ase to syn the size RNA from an RNA tem plate 
or a re verse tran scrip tase to con vert vi ral RNA to DNA. 

 Th e in for ma tion en coded in vi ral ge nomes is op ti mized by a 
va ri ety of mech a nisms; the smaller the ge nome, the greater 
the com pres sion of ge netic in for ma tion. 

 Th e ge nome se quence of a vi rus is at best a bi o log i cal “parts list” 
and tells us lit tle about how the vi rus in ter acts with its host. 

 Technical ad vances al low ing the in tro duc tion of mu ta tions 
into any vi ral gene or ge nome se quence are re spon si ble for 
much of what we know about vi rus es. 



64	 Chapter 3

BOX 3.1

B A C K G R O U N D
What information is encoded in a viral 
genome?

Gene products and regulatory signals required for

•	� replication of the genome
•	� effi cient expression of the genome
•	� assembly and packaging of the genome
•	� regulation and timing of the reproduction cycle
•	� modulation of host defenses
•	� spread to other cells and hosts

Information not contained in viral genomes:

•	� genes encoding a complete protein synthesis machine (e.g., no ri­
bosomal RNA and no ribosomal or translation proteins)

•	� genes encoding proteins of membrane biosynthesis
•	� telomeres (to maintain genomes) or centromeres (to ensure 

segregation of genomes)
•	� this list becomes shorter with each new edition of this text­

book!

– DNA+ RNA

+ mRNA

± DNA

+ DNA

– RNA

± RNA– RNA+ RNA

± DNA

III

V

I

II

IV
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VII

Figure 3.1  The Baltimore classification. All viruses must produce 
mRNA that can be translated by cellular ribosomes. This classification 
system traces the pathways from viral genomes to mRNA for the seven 
classes of viral genomes.

T E R M I N O L O G Y
Important conventions: plus (+) and minus (−) 
strands

mRNA is defined as the positive (+) strand, because it can be trans­
lated. A strand of DNA of the equivalent polarity is also designated 
as a (+) strand; i.e., if it were mRNA, it would be translated into 
protein.

The RNA or DNA complement of the (+) strand is called the (−) 
strand. The (−) strand cannot be translated; it must first be copied 
to make the (+) strand. Ambisense RNA contains both (+) and (−) 
sequences.

A color key for nucleic acids, proteins, membranes, cells, and 
more is located in the front of this book.

BOX 3.2

DNA Genomes
The strategy of having DNA as a viral genome appears at first 
glance to be the ultimate in genetic effi ciency: the host genetic 
system is based on DNA, so viral genome replication and ex­
pression could simply emulate the host system. While the rep­
lication of viral and cellular DNA genomes is fundamentally 
similar, the mechanistic details are varied because viral ge­
nomes are structurally diverse.

Double-Stranded DNA (dsDNA) (Fig. 3.2)
There are 38 families of viruses with dsDNA genomes. 

Those that include vertebrate viruses are the Adenoviridae, 
Alloherpesviridae, Asfarviridae, Herpesviridae, Papillomaviri-
dae, Polyomaviridae, Iridoviridae, and Poxviridae. These ge­
nomes may be linear or circular. Genome replication and 
mRNA synthesis are accomplished by host or viral DNA-
dependent DNA and RNA polymerases.

Gapped DNA (Fig. 3.3)
Members of two virus families, Caulimoviridae and He-

padnaviridae, have a gapped DNA genome. The Hepadnaviri-
dae include viruses that infect vertebrates. As the gapped 
DNA genome is partially double stranded, the gaps must be 
filled to produce perfect duplexes. This repair process must 
precede mRNA synthesis because the host RNA polymerase 
can transcribe only fully dsDNA. The unusual gapped DNA 
genome is produced from an RNA template by a virus-encoded 
enzyme, reverse transcriptase.

Single-Stranded DNA (ssDNA) (Fig. 3.4)
Thirteen families of viruses containing ssDNA genomes 

have been recognized; the families Anelloviridae, Circoviri-

The seven strategies for expression and replication of vi­
ral genomes are illustrated in Fig. 3.2 to 3.8. In some cases, 
genomes can enter the replication cycle directly, but in oth­
ers, genomes must first be repaired, and viral gene prod­
ucts that participate in the replication cycle must first be 
synthesized. Examples of specific viruses in each class are 
provided.
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Figure 3.2  Structure and expression of viral double-stranded DNA genomes. (A) Synthesis of genomes, mRNA (shown as green 
line in yellow box), and protein (shown as brown line). The icon represents a polyomavirus particle. (B to E) Genome configurations. Ori, 
origin of replication; ITR, inverted terminal repeat; TP, terminal protein; L, long region; S, short region; UL and US, long and short unique 
regions; IRL, internal repeat sequence, long region; IRS, internal repeat sequence, short region; TRL, terminal repeat sequence, long region; 
TRS, terminal repeat sequence, short region; OriL, origin of replication of the long region; OriS, origin of replication of the short region.
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Figure 3.3  Structure and expression of viral gapped, circular, double-stranded DNA genomes. (A) Synthesis of genome, 
mRNA, and protein. (B) Configuration of the hepadnavirus genome.

dae, Genomoviridae, and Parvoviridae include viruses that 
infect vertebrates. ssDNA must be copied into mRNA before 
proteins can be produced. However, RNA can be made only 
from a dsDNA template, whatever the sense of the ssDNA. 
Consequently, DNA synthesis must precede mRNA produc­
tion in the replication cycles of these viruses. All synthesis of 
viral DNA is catalyzed by cellular DNA polymerases.

RNA Genomes
Cells have no RNA-dependent RNA polymerases that can rep­
licate the genomes of RNA viruses or make mRNA from RNA 

templates (Box 3.3). One solution to this problem is that RNA 
virus genomes encode RNA-dependent RNA polymerases that 
produce RNA from RNA templates. The other solution, exem­
plified by retrovirus genomes, is reverse transcription of the 
genome to dsDNA, which can be transcribed by host RNA 
polymerase.

dsRNA (Fig. 3.5)
There are twelve families of viruses with linear dsRNA 

genomes. The number of dsRNA segments in the virus par­
ticle may be 1 (Totiviridae, Hypoviridae, and Endornaviridae, 
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A   ssDNA genome
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Figure 3.4  Structure and expression of viral single-stranded DNA genomes. (A) Synthesis of genomes, mRNA, and protein. 
(B and C) Genome configurations.
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 RNA

L1 L2 L3

M1 M2 M3

S1 S2 S4

 RNA
3'
5' c 3'

5'

3'
5'3'

5' c 3'
5'3'

5' c

3'
5'3'

5' c 3'
5'3'

5' c 3'
5'3'

5' c

S3

3'
5'3'

5' c

3'
5'3'

5' c

3'
5' c 3'

5' 3'
5' c 3'

5'

Figure 3.5  Structure and expression of viral double-stranded RNA genomes. (A) Synthesis of genomes, mRNA, and protein. 
(B) Genome configuration.

B A C K G R O U N D
RNA synthesis in cells

There are no known host cell enzymes that 
can copy the genomes of RNA viruses. How­
ever, at least one enzyme, RNA polymerase 
II, can copy an RNA template. The 1.7-kb cir­
cular, ssRNA genome of hepatitis delta satel­
lite virus is copied by RNA polymerase II to 
form multimeric RNAs (see the figure). How 
RNA polymerase II, an enzyme that pro­
duces pre-mRNAs from DNA templates, is 
reprogrammed to copy a circular RNA tem­
plate is not known.

BOX 3.3

(–) strand
genome RNA

Hepatitis delta satellite (−) strand genome RNA is copied by RNA polymerase II at 
the indicated position. The polymerase passes the poly(A) signal (purple box) and the 
self-cleavage domain (red circle). For more information, see Fig. 6.25. Redrawn from Tay­
lor JM. 1999. Curr Top Microbiol Immunol 239:107–122, with permission.
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Figure 3.6  Structure and expression of viral single-stranded 
(+) RNA genomes. (A) Synthesis of genomes, mRNA, and protein. (B) 
Genome configurations. UTR, untranslated region; VPg, virion protein, 
genome linked.

A    ss (+) RNA with DNA intermediate

B    Retroviridae (7–11 kb)
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Figure 3.7  Structure and expression of viral single-stranded (+) RNA genomes with a DNA intermediate. (A) Synthesis 
of genomes, mRNA, and protein. (B) Genome configuration.

brates, plants, and vertebrates). While dsRNA contains a (+) 
strand, it cannot be translated to synthesize viral proteins as 
part of a duplex. The (−) strand of the genomic dsRNA is first 
copied into mRNAs by a viral RNA-dependent RNA poly­
merase. Newly synthesized mRNAs are encapsidated and 
then copied to produce dsRNAs.

(+) Strand RNA (Fig. 3.6)
There are more different types of (+) strand RNA viruses 

than any other, and 38 families have been recognized [not 
counting (+) strand RNA viruses with DNA intermediates]. 
These genomes are linear and may be single molecules (non­
segmented) or segmented, depending on the family. The fam­
ilies Arteriviridae, Astroviridae, Caliciviridae, Coronaviridae, 
Flaviviridae, Hepeviridae, Nodaviridae, Picornaviridae, and 
Togaviridae include viruses that infect vertebrates. (+) strand 
RNA genomes usually can be translated directly into protein 
by host ribosomes. The genome is replicated in two steps. The 
(+) strand genome is first copied into a full-length (−) strand, 
and the (−) strand is then copied into full-length (+) strand 
genomes. In some cases, a subgenomic mRNA is produced.

(+) Strand RNA with a DNA Intermediate (Fig. 3.7)
Members of four virus families are (+) strand RNA viruses 

with a DNA intermediate; those viruses within Retroviridae 
infect vertebrates. In contrast to other (+) strand RNA viruses, 
the (+) strand RNA genome of retroviruses is converted to a 
dsDNA intermediate by viral RNA-dependent DNA polymer­
ase (reverse transcriptase). Following integration into host 
DNA, the viral DNA then serves as the template for viral 
mRNA and genome RNA synthesis by cellular enzymes.

(−) Strand RNA (Fig. 3.8)
Viruses with (−) strand RNA genomes are found in 19 

families. These genomes are linear and may be single molecules 

viruses of fungi, protozoa, and plants); 2 (Partitiviridae, 
Birnaviridae, and Megabirnaviridae, viruses of fungi, 
plants, insects, fish, and chickens); 3 (Cystoviridae, viruses of 
Pseudomonas bacteria); 4 (Chrysoviridae, viruses of fungi); 
or 10 to 12 (Reoviridae, viruses of protozoa, fungi, inverte­
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Figure 3.8  Structure and expression of viral single-stranded (−) RNA genomes. (A) Synthesis of genomes, mRNA, and pro­
tein. The icon represents an orthomyxovirus particle. (B and C) Genome configurations.

(nonsegmented; some viruses with this configuration have 
been classified in the order Mononegavirales) or segmented. 
Viruses of this type that can infect vertebrates include mem­
bers of the Arenaviridae, Bornaviridae, Filoviridae, Hanta-
viridae, Orthomyxoviridae, Paramyxoviridae, Pneumoviridae, 
and Rhabdoviridae families. Unlike (+) strand RNA, (−) 
strand RNA genomes cannot be translated directly into pro­
tein but must be first copied to make (+) strand mRNA. 
There are no enzymes in the cell that can make mRNAs from 
the RNA genomes of (−) strand RNA viruses. These virus par­
ticles therefore contain virus-encoded RNA-dependent RNA 
polymerases. The genome is also the template for the synthe­
sis of full-length (+) strands, which, in turn, are copied to pro­
duce (−) strand genomes.

The genomes of certain (−) strand RNA viruses (e.g., mem­
bers of the Arenaviridae and Bunyaviridae) are ambisense: 
they contain both (+) and (−) strand information on a single 
strand of RNA (Fig. 3.8C). The (+) sense information in the 
genome is translated upon entry of the viral RNA into cells. 
Replication of the RNA genome yields additional (+) sense se­
quences, which are then translated.

What Do Viral Genomes Look Like?
Some small RNA and DNA genomes enter cells from virus 
particles as naked molecules of nucleic acid, whereas others 
are always associated with specialized nucleic acid-binding 

proteins or enzymes. A fundamental difference between the 
genomes of viruses and those of their hosts is that although 
viral genomes are often covered with proteins, they are usu­
ally not bound by histones in the virus particle (polyomaviral 
and papillomaviral genomes are exceptions). However, it is 
likely that all viral DNAs become coated with histones shortly 
after they enter the nucleus.

While viral genomes are all nucleic acids, they should not 
be thought of as one-dimensional structures. Virology text­
books (this one included) often draw genomes as straight, 
one-dimensional lines, but this notation is for illustrative pur­
poses only; physical reality is certain to be dramatically dif­
ferent. Genomes have the potential to adopt amazing 
secondary and tertiary structures in which nucleotides may 
engage in long-distance interactions (Fig. 3.9).

The sequences and structures near the ends of viral ge­
nomes are often indispensable for replication. For example, the 
DNA sequences at the ends of parvovirus genomes form T-
shaped structures that are required for priming during DNA 
synthesis. Proteins covalently attached to 5′ ends, inverted and 
tandem repeats, and bound tRNAs may also participate in the 
replication of RNA and DNA genomes. Secondary RNA 
structures may facilitate translation (the internal ribosome 
entry site [IRES] of picornavirus genomes) and genome pack­
aging (the structured packaging signal of retroviral genomes, 
[Fig. 3.9]).
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Figure 3.9  Genome structures in cartoons and in real life. (A) Linear representation of a picornavirus RNA genome. UTR, un­
translated region. (B) Long-distance RNA-RNA interactions in a tombusvirus RNA genome. The 4,252-nucleotide viral genome is shown 
with secondary RNA structures at the 5′ and 3′ ends. Sequences that base-pair are shown in blue (required for RNA frameshifting) and 
red (required to bring ribosomes from the 3′ end to the 5′ end). Courtesy of Anne Simon, University of Maryland. (C) Schematic represen­
tation of RNA secondary-structure elements in the human immunodeficiency virus type 1 5′ leader, including the core packaging signal. 
(D) NMR structure of the RNA shown in C, without elements colored black. Courtesy of Paul Bieniasz, Rockefeller University.

Coding Strategies
The compact genome of most viruses renders the “one gene, 
one mRNA” dogma inaccurate. Extraordinary tactics for in­
formation retrieval, such as the production of multiple subge­
nomic mRNAs, alternative mRNA splicing, RNA editing, and 
nested transcription units (Fig. 3.10), allow the production of 
multiple proteins from a single viral genome. Further ex­
pansion of the coding capacity of the viral genome is achieved 
by posttranscriptional mechanisms, such as polyprotein 

synthesis, leaky scanning, suppression of termination, and 
ribosomal frameshifting. In general, the smaller the genome, 
the greater the compression of genetic information.

What Can Viral Sequences Tell Us?
Knowledge about the physical nature of genomes and coding 
strategies was first obtained by the study of the nucleic acids 
of viruses. Indeed, DNA sequencing technology was per­
fected on viral genomes. The first genome of any kind to be 
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sequenced was that of the Escherichia coli bacteriophage 
MS2, a linear ssRNA of 3,569 nucleotides. dsDNA genomes 
of larger viruses, such as herpesviruses and poxviruses (vac­
cinia virus), were sequenced completely by the 1990s. Since 
then, high-throughput sequencing has revolutionized the bi­
ological sciences, allowing rapid determination of genome 
sequences from clinical and environmental samples. Organ- 
and tissue-specific viromes of many organisms have been 
determined. In one study, over 186 host species representing 
the phylogenetic diversity of vertebrates, including lancelets 
(chordates, but considered invertebrates), jawless fish, carti­
laginous fish, ray-finned fish, amphibians, and reptiles, all 
ancestral to birds and mammals, were sampled. RNA was ex­
tracted from multiple organs and subjected to high-through­
put sequencing. Among 806 billion bases that were read, 214 
new viral genomes were identified. The results show that in 
vertebrates other than birds and mammals, RNA viruses are 
more numerous and diverse than suspected. Every viral fam­
ily or genus of bird and mammal viruses is also represented 
in viruses of amphibians, reptiles, or fish. Arenaviruses, filo­
viruses, and hantaviruses were found for the first time in 
aquatic vertebrates. The genomes of some fish viruses have now 
expanded so that their phylogenetic diversity is larger than in 
mammalian viruses. New relatives of influenza viruses were 
found in hagfish, amphibians, and ray-finned fish. As of this 
writing, the complete sequences of >8,000 different viral ge­
nomes have been determined. Published viral genome se­
quences can be found at http://​www.​ncbi.​nlm.​nih.​gov/​genome​
/viruses/​.

The utility of viral genome sequences extends well beyond 
building a catalog of viruses. These sequences are the pri­
mary basis for classification and also provide information on 
the origin and evolution of viruses. In outbreaks or epidem­
ics of viral disease, even partial genome sequences can pro­
vide information about the identity of the infecting virus and 
its spread in different populations. New viral nucleic acid se­
quences can be associated with disease and characterized 
even in the absence of standard virological techniques (Vol­
ume II, Chapter 10). For example, human herpesvirus 8 was 
identified by comparing sequences present in diseased and 
nondiseased tissues, and a novel member of the parvovirus 
family was identified as the cause of unexpected deaths of 
laboratory mice in Australia and the United States.

Despite their utility, genome sequences cannot provide a 
complete understanding of how viruses reproduce. The ge­
nome sequence of a virus is at best a biological “parts list”: it 
provides some information about the intrinsic properties of a 
virus (for example, predicted sequences of viral proteins and 
particle composition), but says little or nothing about how the 
virus interacts with cells, hosts, and populations. This limita­
tion is best illustrated by the results of environmental metage­
nomic analyses, which reveal that the number of viruses 

around us (especially in the sea) is astronomical. Most are un­
characterized and, because their hosts are also unknown, 
cannot be investigated. A reductionist study of individual 
components in isolation provides few answers. Although the 
reductionist approach is often the simplest experimentally, it 
is also important to understand how the genome behaves 
among others (population biology) and how the genome 
changes with time (evolution). Nevertheless, reductionism has 
provided much-needed detailed information for tractable 
virus-host systems. These systems allow genetic and biochem­
ical analyses and provide models of infection in vivo and in 
cells in culture. Unfortunately, viruses and hosts that are diffi ­
cult or impossible to manipulate in the laboratory remain un­
derstudied or ignored.

The “Big and Small” of Viral  
Genomes: Does Size Matter?
The question “does genome size matter” is diffi cult to answer 
considering the three orders of magnitude in genome length 
that separate the largest and the smallest viral genomes. The 
two largest viral genomes known are those of Pandoravirus 
salinus (2.4 million bases of dsDNA) and Pandoravirus dulcis 
(1.9 million bases of dsDNA), encoding 2,541 and 1,487 open 
reading frames, respectively. The largest RNA virus genomes 
are far behind (Box 3.4). At the other end are anelloviruses, 
with a 1,759-base ssDNA genome encoding two proteins (Fig. 
3.3B), and viroids, circular, single-stranded RNA molecules of 
246 to 401 nucleotides that encode no protein (Volume II, 
Chapter 13). Anelloviruses include agriculturally important 
pathogens of chickens and pigs and torque teno (TT) virus, 
which infects >90% of humans with no known consequence. 
Viroids cause economically important diseases of crop plants.

All viruses with genome sizes spanning the range from the 
biggest to the smallest are successful as they continue to repro­
duce and spread within their hosts. Despite detailed analyses, 
there is no evidence that one size is more advantageous than 
another. All viral genomes have evolved under relentless selec­
tion, so extremes of size must provide particular advantages. 
One feature distinguishing large genomes from smaller ones is 
the presence of many genes that encode proteins for viral ge­
nome replication, nucleic acid metabolism, and countering 
host defense systems. When mimiviruses were first discov­
ered, the surprise was that their genomes encoded components 
of the protein synthesis system, such as tRNAs and aminoacyl-
tRNA synthetases. Tupanviruses, isolated from soda lakes in 
Brazil and deep ocean sediments, encode all 20 aminoacyl-
tRNA synthetases, 70 tRNAs, multiple translation proteins, 
and more. Only the ribosome is lacking. Why would large vi­
ral genomes carry these genes when they are available in their 
cellular hosts? Perhaps by producing a large part of the trans­
lational machinery, viral mRNAs can be more effi ciently 
translated. This explanation is consistent with the finding that 

http://www.ncbi.nlm.nih.gov/genome/viruses/
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the codon and amino acid usage of tupanvirus is different 
from that of the amoeba that it infects.

Another intriguing set of genes belongs to tetraselmis 
virus 1, which infects green algae. These hosts, found in nutri­
ent-rich marine and fresh waters, are photosynthetic. The 
viral genome encodes pyruvate formate-lyase and pyruvate 
formate-lyase-activating enzyme, which are key members of 
cellular anaerobic respiration pathways and allow energy pro­
duction when no oxygen is available. Green algae may use this 
system in waters depleted of oxygen by exuberant algal 
growth. If this process occurs in cells, why does the viral ge­
nome carry some of the genes involved? The answer is not 
known, but it is possible that the extra metabolic demands 
placed on cells during virus replication—especially at night—
require additional fermentation enzymes for energy produc­
tion. The presence of these genes suggests that tetraselmis 
virus 1 can change host metabolism, perhaps facilitating its 
reproduction.

These large viruses therefore have suffi cient coding capac­
ity to escape some restrictions imposed by host cell biochem­
istry. The smallest genome of a free-living cell is predicted to 
comprise <300 genes (based on bacterial genome sequences). 
Remarkably, this number is smaller than the genetic content 
of large viral DNA genomes. Nevertheless, the big viruses are 
not cells: their reproduction absolutely requires the cellular 

translation machinery, as well as host cell systems to make 
membranes and generate energy.

The parameters that limit the size of viral genomes are 
largely unknown. There are cellular DNA and RNA molecules 
that are much longer than those found in virus particles. Con­
sequently, the rate of nucleic acid synthesis is not likely to be 
limiting. Nor does the capsid volume appear to limit genome size: 
the icosahedral shell of Mimivirus, which houses a 1.2 million-
base-pair DNA genome, is constructed mainly of a single major 
capsid protein. For larger genomes, the solution is helical sym­
metry, which can in principle accommodate very large ge­
nomes. The Pandoraviruses, with the largest known DNA viral 
genomes (2,500 kbp), are housed in decidedly nonisometric 
ovoid particles 1 μm in length and 0.5 μm in diameter.

There is no reason to believe that the upper limit in viral 
particle and genome size has been discovered. The core com­
partment of a mimivirus particle is larger than needed to ac­
commodate the 1,200-kbp DNA genome. A particle of this size 
could, in principle, house a genome of 6 million bp if the DNA 
were packed at the same density as in polyomaviruses. Indeed, 
if the genome were packed into the particle at the density 
reached in some bacteriophages, it could be >12 million bp, the 
size of that of the smallest free-living unicellular eukaryote.

In cells, DNAs are much longer than RNA molecules. RNA 
is less stable than DNA, but in the cell, much of the RNA is used 

BOX 3.4
E X P E R I M E N T S
Planaria and mollusks yield the biggest RNA genomes

In the past 20 years the development of high-
throughput nucleic acid sequencing methods 
has rapidly increased the pace of virus discov­
ery. Yet in that time, while the largest DNA 
genomes have increased nearly ten times, the 
largest known RNA viral genome has only in­
creased in size by ten percent. This situation 
has now changed with the discovery of new 
RNA viruses of planarians and mollusks.

Until very recently, the biggest RNA virus 
genome known was 33.5 kb (ball python ni­
dovirus), which is much larger than the aver­
age sized RNA virus genome of 10 kb. The 
reason for the difference is that RNA poly­
merases make errors, and most do not have 
proofreading capabilities. Nidovirus genomes 
encode a proofreading exoribonuclease which 
improves replication fidelity and presumably 
allows for larger genomes. Even with a proof­
reading enzyme, the biggest RNA virus ge­
nome is much smaller than the minimal 
cellular DNA genome, which is 200 kb. The 
results of two new studies show that we can 

find larger virus RNAs, suggesting that we 
have not yet reached the size limit of RNA ge­
nomes.

A close study of the  transcriptome of a 
planarian revealed a new nidovirus, planar­
ian secretory cell nidovirus, with an RNA ge­
nome of 41,103 nucleotides. This viral genome 
is unusual because it encodes a single, long 
open reading frame of 13,556 amino acids—
the longest viral open reading frame (ORF) 
discovered so far. All the other known nido­
viruses encode multiple open reading frames. 
Phylogenetic analysis of known nidoviruses 
suggests that the planarian virus arose from 
viruses with multiple ORFs, after which their 
single ORF expanded in size.

The other nidovirus with a large RNA ge­
nome was discovered by searching all the 
available RNA sequences of the mollusk Aply-
sia californica. With a simple nervous system 
of 20,000 neurons, this mollusk has been 
studied as a model system in many laborato­
ries. Aplysia californica nido-like virus has 

an RNA genome of 35,906 nucleotides with 
ORFs that encode two polyproteins.

From the perspective of genome size, the 
discovery of these nidovirus genomes suggests 
that viruses with even larger RNAs remain to 
be discovered. In both cases the viruses were 
identified from sequences that had been de­
posited in public databases, although in both 
cases, infectious viruses were not reported. 
Nevertheless, many organisms have not yet 
had their genomes sequenced and it is likely 
that many RNA viruses remain to be discov­
ered. Declaring an upper limit on RNA ge­
nome size does not seem reasonable if we have 
not sampled every species.

Saberi A, Gulyaeva AA, Brubacher JL, Newmark PA, 
Gorbalenya AE. 2018. A planarian nidovirus ex­
pands the limits of RNA genome size. PLoS Pathog 
14:e1007314.

Debat HJ. 2018. Expanding the size limit of RNA vi­
ruses: evidence of a novel divergent nidovirus in Cali­
fornia sea hare, with a ∼39.5 kb virus genome. bioRxiv 
307678.
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for the synthesis of proteins and therefore need not exceed the 
size needed to specify the largest polypeptide. However, this 
constraint does not apply to viral genomes. Yet the largest viral 
single-molecule RNA genomes, the 41-kb (+) strand RNAs of 
the nidoviruses (Box 3.4), are dwarfed by the largest (2,500-
kbp) DNA virus genomes. Susceptibility of RNA to chemical 
and nuclease attack might limit the size of viral RNA genomes. 
However, the most likely explanation is that there are few 
known enzymes that can correct errors introduced during 
RNA synthesis. An exonuclease encoded in the coronavirus ge­
nome is one exception: its presence could explain the large size 
of these RNAs. DNA polymerases can eliminate errors during 
polymerization, a process known as proofreading, and remain­
ing errors can also be corrected after DNA synthesis is com­
plete. The average error frequencies for RNA genomes are about 
1 misincorporation in 104 or 105 nucleotides polymerized. In an 
RNA viral genome of 10 kb, a mutation frequency of 1 in 104 
would produce about 1 mutation in every replicated genome. 
Hence, very long viral RNA genomes, perhaps longer than 40 
kb, would sustain too many mutations that would be lethal. 
Even the 7.5-kb genome of poliovirus exists at the edge of infec­
tivity: treatment of the virus with the RNA mutagen ribavirin 
causes a >99% loss in a single round of replication.

When new viral genomes are discovered, often many of the 
putative genes are previously unknown. For example, >93% of 
the >2,500 genes of Pandoravirus salinus resemble nothing 
known, and 453 of the 663 predicted open reading frames of 
tetraselmis virus 1 show no sequence similarity to known 
proteins. The implication of these findings is clear: our explo­
ration of global genome sequences is far from complete, and 
viruses with larger genomes might yet be discovered.

The Origin of Viral Genomes
The absence of bona fide viral fossils, i.e., ancient material 
from which viral nucleic acids can be recovered, might ap­
pear to make the origin of viral genomes an impenetrable 
mystery. The oldest viruses recovered from environmental 
samples, the 30,000-year-old Pithovirus sibericum and Mol­
livirus sibericum, isolated from Late Pleistocene Siberian 
permafrost, are simply too rare and too young to provide 
much information on viral evolution. However, the discovery 
of fragments of viral nucleic acids integrated into host ge­
nomes, coupled with the advances in determining genome 
sequences of viruses and their hosts, has provided an im­
proved understanding of the evolutionary history of viruses, 
a topic discussed in depth in Volume II, Chapter 10.

How viruses with DNA or RNA genomes arose is a compel­
ling question. A predominant hypothesis is that RNA viruses 
are relics of the “RNA world,” a period populated only by RNA 
molecules that catalyzed their own replication in the absence 
of proteins. During this time, billions of years ago, cellular life 
could have evolved from RNA, and the earliest cellular organ­

isms might have had RNA genomes. Viruses with RNA ge­
nomes might have evolved during this time. Later, DNA 
replaced RNA as cellular genomes, perhaps through the action 
of reverse transcriptases. With the emergence of DNA ge­
nomes probably came the evolution of DNA viruses. However, 
those with RNA genomes were and remain evolutionarily 
competitive, and hence they continue to survive to this day.

Analysis of sequences of more than 4,000 RNA-dependent 
RNA polymerases is consistent with the hypothesis that the 
first RNA viruses to emerge after the evolution of translation 
were those with (+) strand RNA genomes. The last common 
ancestor of these viruses encoded only an RNA-dependent 
RNA polymerase and a single capsid protein. Double-stranded 
RNA viruses evolved from (+) strand RNA viruses on at least 
two different occasions, and (−) strand RNA viruses evolved 
from dsRNA viruses. The emergence of viruses with the latter 
genome types was likely facilitated by the capture of genes such 
as those encoding RNA helicases, to allow for the production 
of larger genomes.

Single-stranded DNA viruses of eukaryotes appear to have 
evolved from genes contributed from both bacterial plasmids 
and (+) strand RNA viruses. Different dsDNA viruses origi­
nated from bacteriophages at least twice. The larger eukaryotic 
DNA viruses form a monophyletic group based on analysis of 
40 genes that derive from a last common ancestor. These vi­
ruses appear to have emerged from smaller DNA viruses by 
the capture of multiple eukaryotic and bacterial genes, such as 
those encoding translation system components.

There is no evidence that viruses are monophyletic, i.e., de­
scended from a common ancestor: there is no single gene 
shared by all viruses. Nevertheless, viruses with different ge­
nomes and replication strategies do share a small set of viral 
hallmark genes that encode icosahedral capsid proteins, nu­
cleic acid polymerases, helicases, integrases, and other en­
zymes. For example, as discussed above, the RNA-dependent 
RNA polymerase is the only viral hallmark protein conserved 
in RNA viruses. Examination of the sequences of viral capsid 
proteins reveals at least 20 distinct varieties that were derived 
from unrelated genes in ancestral cells on multiple occasions. 
The emerging evidence therefore suggests that viral replica­
tion enzymes arose from precellular self-replicating genetic 
elements, while capsid protein genes were captured from un­
related genes in cellular hosts.

The compositions of the eukaryotic and bacterial viromes 
differ substantially (Chapter 1, Fig. 1.13). In bacteria, most 
known viruses possess dsDNA genomes; fewer viruses have 
ssDNA genomes, and there is a very limited number of vi­
ruses with RNA genomes. In eukaryotes, most of the vi­
rome diversity is accounted for by RNA viruses, but ssDNA 
and dsDNA viruses are common (Chapter 1, Fig. 1.13). The 
reasons for this difference are unclear, but one possibility 
is  that the formation of the eukaryotic nucleus erected a 
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E X P E R I M E N T S
Origin of segmented RNA virus genomes

Segmented genomes are plentiful in the RNA 
virus world. They are found in virus particles 
from different families and can be double 
stranded (Reoviridae) or single stranded, with 
(+) (Closteroviridae) or (−) (Orthomyxoviridae) 
polarity. Some experimental findings suggest 
that monopartite viral genomes emerged first 
and then later fragmented to form segmented 
genomes.

Insight into how such segmented genomes 
may have been formed comes from studies 
with the picornavirus foot-and-mouth dis­
ease virus. The genome of this virus is a single 
molecule of (+) strand RNA. Serial passage of 
the virus in baby hamster kidney cells led to 
the emergence of genomes with two different 
large deletions (417 and 999 nucleotides) in 
the coding region. Neither mutant genome is 
infectious, but when they are introduced to­
gether into cells, an infectious virus popula­
tion is produced. This population comprises a 
mixture of each of the two mutant genomes 
packaged separately into virus particles. In­
fection is successful because of complementa­
tion: when a host cell is infected with both 
particles, each genome provides the proteins 
missing in the other.

Further study of the deleted viral genomes 
revealed the presence of point mutations in 
other regions of the genome. These mutations 
had accumulated before the deletions ap­
peared and increased the fitness of the deleted 
genome compared with the wild-type ge­
nome.

These results show how monopartite viral 
RNAs may be divided, possibly a pathway to a 
segmented genome. It is interesting that the 

point mutations that gave the RNAs a fitness 
advantage over the standard RNA arose be­
fore fragmentation occurred, implying that 
the changes needed to occur in a specific se­
quence. The authors of the study conclude: 
“Thus, exploration of sequence space by a vi­
ral genome (in this case an unsegmented 
RNA) can reach a point of the space in which 
a totally different genome structure (in this 
case, a segmented RNA) is favored over the 
form that performed the exploration.” While 
the fragmentation of the foot-and-mouth dis­
ease virus genome may represent a step on the 
path to segmentation, its relevance to what 
occurs in nature is unclear, because the re­
sults were obtained in cells in culture.

A compelling picture of the genesis of a 
segmented RNA genome comes from the dis­
covery of a new tick-borne virus in China, 
Jingmen tick virus. The genome of this virus 
comprises four segments of (+) strand RNA. 
Two of the RNA segments have no known se­
quence homologs, while the other two are re­
lated to sequences of flaviviruses. The RNA 
genome of flaviviruses is not segmented: it is a 
single strand of (+) sense RNA. The proteins 
encoded by RNA segments 1 and 3 are non­
structural proteins that are clearly related to 
the flavivirus NS5 and NS3 proteins.

The genome structure of this virus sug­
gests that at some point in the past a flavivi­
rus genome fragmented to produce the RNA 
segments encoding the NS3- and NS5-like 
proteins. This fragmentation might have ini­
tially taken place as shown for foot-and-mouth 
disease virus in cells in culture, by fixing of 
deletion mutations that complemented one 

another. Next, coinfection of this segmented 
flavivirus with another unidentified virus could 
have produced the precursor of Jingmen tick 
virus.

The results provide new clues about the or­
igins of segmented RNA viruses.

Moreno E, Ojosnegros S, García-Arriaza J, Escarmís 
C, Domingo E, Perales C. 2014. Exploration of se­
quence space as the basis of viral RNA genome seg­
mentation. Proc Natl Acad Sci U S A 111:6678–6683.

Qin XC, Shi M, Tian JH, Lin XD, Gao DY, He JR, 
Wang JB, Li CX, Kang YJ, Yu B, Zhou DJ, Xu J, Ply-
usnin A, Holmes EC, Zhang YZ. 2014. A tick-borne 
segmented RNA virus contains genome segments de­
rived from unsegmented viral ancestors. Proc Natl 
Acad Sci U S A 111:6744–6749.
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RNA genome of JMTV virus. The viral genome 
comprises four segments of single-stranded, (+) 
sense RNA. Proteins encoded by each RNA are in­
dicated. RNA segments 1 and 3 encode flavivirus-
like proteins.

barrier for DNA virus reproduction. On the other hand, the 
eukaryotic cytoplasm with its extensive membranous sys­
tem might have been a hospitable location for RNA virus 
replication.

Viral genomes display a greater diversity of genome com­
position, structure, and reproduction than any organism. Un­
derstanding the function of such diversity is an intriguing 
goal. As viral genomes are survivors of constant selective 
pressure, all configurations must provide benefits. One possi­
bility is that different genome configurations allow unique 
mechanisms for control of gene expression. These mecha­
nisms include synthesis of a polyprotein from (+) strand RNA 
genomes or production of subgenomic mRNAs from (−) 

strand RNA genomes (see Chapter 6). There is some evidence 
that segmented RNA genomes might have arisen from 
monopartite genomes, perhaps to allow regulation of the pro­
duction of individual proteins (Box 3.5). Segmentation proba­
bly did not emerge to increase genome size, as the largest RNA 
genomes are monopartite.

Genetic Analysis of Viruses
The application of genetic methods to study the structure and 
function of animal viral genes and proteins began with devel­
opment of the plaque assay by Renato Dulbecco in 1952. This 
assay permitted the preparation of clonal stocks of virus, the 
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measurement of virus titers, and a convenient system for 
studying viruses with conditional lethal mutations. Although 
a limited repertoire of classical genetic methods was available, 
the mutants that were isolated (Box 3.6) were invaluable in 
elucidating many aspects of infectious cycles and cell trans­
formation. Contemporary methods of genetic analysis based 
on recombinant DNA technology confer an essentially un­
limited scope for genetic manipulation; in principle, any viral 
gene of interest can be mutated, and the precise nature of the 
mutation can be predetermined by the investigator. Much of 
the large body of information about viruses and their repro­
duction that we now possess can be attributed to the power of 
these methods.

Classical Genetic Methods

Mapping Mutations
Before the advent of recombinant DNA technology, it was 

extremely diffi cult for investigators to determine the loca­
tions of mutations in viral genomes. The marker rescue tech­
nique (described in “Introducing Mutations into the Viral 
Genome” below) was a solution to this problem, but before 
it was developed, other, less satisfactory approaches were 
exploited.

Recombination mapping can be applied to both DNA and 
RNA viruses. Recombination results in genetic exchange 
between genomes within the infected cell. The frequency of 
recombination between two mutations in a linear genome 
increases with the physical distance separating them. In 

practice, cells are coinfected with two mutants, and the fre­
quency of recombination is calculated by dividing the titer 
of phenotypically wild-type virus (Box 3.7) obtained under 
restrictive conditions (e.g., high temperature) by the titer 
measured under permissive conditions (e.g., low tempera­
ture). The recombination frequency between pairs of mu­
tants is determined, allowing the mutations to be placed on 
a contiguous map. Although a location can be assigned for 
each mutation relative to others, this approach does not re­
sult in a physical map of the actual location of the base change 
in the genome.

In the case of RNA viruses with segmented genomes, the 
technique of reassortment allows the assignment of muta­
tions to specific genome segments. When cells are coinfected 
with both mutant and wild-type viruses, the progeny includes 
reassortants that inherit RNA segments from either parent. 
The origins of the RNA segments can be deduced from their 
migration patterns during gel electrophoresis (Fig. 3.11) or 
by nucleic acid hybridization. By analyzing a panel of such 
reassortants, the segment responsible for the phenotype can 
be identified.

Functional Analysis
Complementation describes the ability of gene prod­

ucts from two different mutant viruses to interact func­
tionally in the same cell, permitting viral reproduction. It 
can be distinguished from recombination or reassortment 
by examining the progeny produced by coinfected cells. True 
complementation yields only the two parental mutants, 

M E T H O D S
Spontaneous and induced mutations

In the early days of experimental virology, mu­
tant viruses could be isolated only by screening 
stocks for interesting phenotypes, for none of 
the tools that we now take for granted, such as 
restriction endonucleases, effi cient DNA se­
quencing methods, and molecular cloning 
procedures, were developed until the mid to 
late 1970s. RNA virus stocks usually contain a 
high proportion of mutants, and it is only a 
matter of devising the appropriate selection 
conditions (e.g., high or low temperature or 
exposure to drugs that inhibit viral reproduc­
tion) to select mutants with the desired pheno­
type from the total population. For example, 
the live attenuated poliovirus vaccine strains 
developed by Albert Sabin are mutants that 
were selected from a virulent virus stock (Vol­
ume II, Fig. 7.11).

The low spontaneous mutation rate of DNA 
viruses necessitated random mutagenesis by 
exposure to a chemical mutagen. Mutagens 
such as nitrous acid, hydroxylamine, and alkyl­
ating agents chemically modify the nucleic acid 
in preparations of virus particles, resulting in 
changes in base-pairing during subsequent ge­
nome replication. Base analogs, intercalating 
agents, or UV light are applied to the infected 
cell to cause changes in the viral genome dur­
ing replication. Such agents introduce muta­
tions more or less at random. Some mutations 
are lethal under all conditions, while others 
have no effect and are said to be silent.

To facilitate identification of mutants, the 
population must be screened for a phenotype 
that can be identified easily in a plaque assay. 
One such phenotype is temperature-sensitive 

viability of the virus. Virus mutants with this 
phenotype reproduce well at low temperatures, 
but poorly or not at all at high temperatures. 
The permissive and nonpermissive tempera­
tures are typically 33 and 39°C, respectively, 
for viruses that replicate in mammalian cells. 
Other commonly sought phenotypes are 
changes in plaque size or morphology, drug re­
sistance, antibody resistance, and host range 
(that is, loss of the ability to reproduce in cer­
tain hosts or host cells).

BOX 3.6
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Figure 3.11  Reassortment of influenza virus RNA segments. (A) Progeny viruses of cells that are coinfected with two influenza 
virus strains, L and M, include both parents and viruses that derive RNA segments from them. Recombinant R3 has inherited segment 2 
from the L strain and the remaining seven segments from the M strain. (B) 32P-labeled influenza virus RNAs were fractionated in a poly­
acrylamide gel and detected by autoradiography. Migration differences of parental viral RNAs (M and L) permitted identification of the 
origin of RNA segments in the progeny virus R3. Panel B reprinted from Racaniello VR, Palese P. 1979. J Virol 29:361–373.

T E R M I N O L O G Y
What is wild type?

Terminology can be confusing. Virologists 
often use terms such as “strains,” “variants,” 
and “mutants” to designate a virus that dif­
fers in some heritable way from a parental or 
wild-type virus. In conventional usage, the 
wild type is defined as the original (often 
laboratory-adapted) virus from which mu­
tants are selected and which is used as the 
basis for comparison. A wild-type virus may 
not be identical to a virus isolated from na­
ture. In fact, the genome of a wild-type virus 
may include numerous mutations accumu­
lated during propagation in the laboratory. 
For example, the genome of the first isolate 

of poliovirus obtained in 1909 undoubtedly is 
very different from that of the virus we call 
wild type today. We distinguish carefully be­
tween laboratory wild types and new virus 
isolates from the natural host. The latter are 
called field isolates or clinical isolates.

The field of viral taxonomy has its own 
naming conventions which can cause some 
confusion. Viruses are classified into orders, 
families, subfamilies, genera, and species. 
These names are always italicized and start 
with a capital letter (e.g., Picornaviridae). To 
ensure clarity, the names of viruses (like polio­
virus) should be written differently from the 

names of species (which are constructs that as­
sist in the cataloging of viruses). A species 
name is written in italics with the first word 
beginning with a capital letter (other words 
should be capitalized if they are proper nouns). 
For example, the causative agents of poliomy­
elitis, poliovirus types 1, 2, and 3, are members 
of the species Enterovirus C. A virus name 
should never be italicized, even when it in­
cludes the name of a host species or genus, and 
should be written in lowercase: for example, 
Sida ciliaris golden mosaic virus. A good exer­
cise would be to see how often we have acci­
dentally violated these rules in this textbook.

BOX 3.7

while wild-type genomes result from recombination or re­
assortment. If the mutations being tested are in separate 
genes, each virus is able to supply a functional gene prod­
uct, allowing both viruses to be reproduced. If the two vi­
ruses carry mutations in the same gene, no reproduction 

will occur. In this way, the members of collections of mu­
tants obtained by chemical mutagenesis were initially or­
ganized into complementation groups defining separate 
viral functions. In principle, there can be as many comple­
mentation groups as genes.



	 Genomes and Genetics	 77

Engineering Mutations into Viral Genomes

Infectious DNA Clones
Recombinant DNA techniques have made it possible to in­

troduce any kind of mutation anywhere in the genome of 
most animal viruses, whether that genome comprises DNA 
or RNA. The quintessential tool in virology today is the in
fectious DNA clone, a dsDNA copy of the viral genome that 
is carried on a bacterial vector such as a plasmid. Infectious 
DNA clones, or in vitro transcripts derived from them, can be 
introduced into cultured cells by transfection (Box 3.8) to re­
cover infectious virus. This approach is a modern validation 
of the Hershey-Chase experiment described in Chapter 1. 
The availability of site-specific bacterial restriction endonu­
cleases, DNA ligases, and an array of methods for mutagene­
sis has made it possible to manipulate these infectious clones 
at will. Infectious DNA clones also provide a stable reposi­
tory of the viral genome, a particularly important advantage 
for vaccine strains. As oligonucleotide synthesis has become 
more effi cient and less costly, the assembly of viral DNA ge­
nomes up to 212 kbp has become possible (Box 3.9).

DNA viruses. Current genetic methods for the study of 
most viruses with DNA genomes are based on the infectivity 
of viral DNA. When deproteinized viral DNA molecules are 
introduced into permissive cells by transfection, they gener­
ally initiate a complete infectious cycle, although the infec­
tivity (number of plaques per microgram of DNA) may be 
low. For example, the infectivity of deproteinized human ad­
enoviral DNA is between 10 and 100 PFU per μg. When the 
genome is isolated by procedures that do not degrade the co­
valently attached terminal protein, infectivity is increased 
by 2 orders of magnitude, probably because this protein fa­
cilitates the assembly of initiation complexes on the viral or­
igins of replication.

The complete genomes of polyomaviruses, papillomavi­
ruses, and adenoviruses can be cloned in plasmid vectors, and 
such DNA is infectious under appropriate conditions. The DNA 
genomes of herpesviruses and poxviruses are too large to insert 
into conventional bacterial plasmid vectors, but they can be 
cloned into vectors that accept larger insertions (e.g., cosmids 
and bacterial artificial chromosomes). The plasmids containing 
such cloned herpesvirus genomes are infectious. In contrast, 
poxvirus DNA is not infectious, because the viral promoters 
cannot be recognized by cellular DNA-dependent RNA poly­
merase. Poxvirus DNA is infectious when early functions (viral 
DNA-dependent RNA polymerase and transcription proteins) 
are provided by complementation with a helper virus.

RNA viruses. (i) (+) strand RNA viruses. The genomic 
RNA of retroviruses is copied into dsDNA by reverse transcrip­
tase early during infection, a process described in Chapter 10. 
Such DNA is infectious when introduced into cells, as are 
molecularly cloned forms inserted into bacterial plasmids.

Infectious DNA clones have been constructed for many 
(+) strand RNA viruses. An example is the introduction of a 
plasmid containing cloned poliovirus DNA into cultured 
mammalian cells, which leads to the production of progeny 
virus (Fig. 3.12A). The mechanism by which cloned poliovi­
rus DNA initiates infection is not known, but it has been sug­
gested that the DNA enters the nucleus, where it is transcribed 
by cellular DNA-dependent RNA polymerase from cryptic, 
promoter-like sequences on the plasmid. The resulting (+) 
strand RNA transcripts initiate an infectious cycle. During 
genome replication, the extra terminal nucleotide sequences 
transcribed from the vector must be removed or ignored, be­
cause the virus particles that are produced contain RNA with 
the authentic 5′ and 3′ termini.

By incorporating promoters for bacteriophage T7 DNA-
dependent RNA polymerase in plasmids containing poliovirus 

T E R M I N O L O G Y
DNA-mediated transformation and transfection

The introduction of foreign DNA into cells is 
called DNA-mediated transformation to dis­
tinguish it from the oncogenic transforma­
tion of cells caused by tumor viruses and other 
insults. The term “transfection” (transformation-
infection) was coined to describe the produc­
tion of infectious virus after transformation of 
cells by viral DNA, first demonstrated with 
bacteriophage lambda. Unfortunately, the term 
“transfection” is now routinely used to describe 
the introduction of any DNA or RNA into cells. 

In this textbook, we use the correct nomencla­
ture: the term “transfection” is restricted to the 

introduction of viral DNA or RNA into cells 
with the goal of obtaining virus reproduction.

BOX 3.8

Transfection
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DNA, full-length (+) strand RNA transcripts can be synthe­
sized in vitro. The specific infectivity of such RNA transcripts 
resembles that of genomic RNA (106 PFU per μg), which is 
higher than that of cloned DNA (103 PFU per μg).

(ii) (−) strand RNA viruses. Genomic RNA of (−) strand 
RNA viruses is not infectious, because it can be neither trans­
lated nor copied into (+) strand RNA by host cell RNA poly­
merases (Chapter 6). Two different experimental approaches 
have been used to develop infectious DNA clones of these vi­
ral genomes (Fig. 3.12B and C).

The recovery of influenza virus from cloned DNA is 
achieved using an expression system in which cloned DNA 
copies of the eight RNA segments of the viral genome are in­
serted between two cellular promoters, so that complemen­
tary RNA strands can be synthesized (Fig. 3.12B). When all 
eight plasmids carrying DNA for each viral RNA segment are 
introduced into cells, infectious influenza virus is produced.

When the full-length (−) strand RNA of viruses with a 
nonsegmented genome, such as vesicular stomatitis virus (a 
rhabdovirus), is introduced into cells containing plasmids 
that produce viral proteins required for production of 
mRNA, no infectious virus is recovered. Lack of infectivity 
is thought to be a consequence of the hybridization of full-
length (−) strand RNA with (+) strand mRNAs produced 
from plasmids encoding viral proteins. Such hybridization 
might interfere with association of the (−) strand RNA with 
the N protein, which is required for copying by the viral 
RNA-dependent RNA polymerase. In contrast, when a full-
length (+) strand RNA is transfected into cells that have been 
engineered to synthesize the vesicular stomatitis virus nu­
cleocapsid protein, phosphoprotein, and polymerase, the (+) 
strand RNA is copied into (−) strand RNAs. These RNAs ini­

tiate an infectious cycle, leading to the production of new 
virus particles.

dsRNA viruses. Genomic RNA of dsRNA viruses is not 
infectious because ribosomes cannot access the (+) strand in 
the duplex. The recovery of reovirus from cloned DNA is 
achieved by an expression system in which cloned DNA cop­
ies of the 10 RNA segments of the viral genome are inserted 
under the control of a promoter for bacteriophage T7 RNA 
polymerase (Fig. 3.12D). When all 10 plasmids carrying DNA 
for each viral dsRNA segment are introduced into cells, in­
fectious reovirus is produced.

Types of Mutation
Recombinant DNA techniques allow the introduction of 

many kinds of mutation at any desired site in cloned DNA 
(Box 3.10). Deletion mutations can be used to remove an 
entire gene to assess its role in reproduction, to produce 
truncated gene products, or to assess the functions of spe­
cific segments of a coding sequence. Noncoding regions can 
be deleted to identify and characterize regulatory sequences 
such as promoters. Insertion mutations can be made by the 
addition of any desired sequences and may be used to pro­
duce fusion proteins. Substitution mutations, which can 
correspond to one or more nucleotides, are often made in 
coding or noncoding regions. Included in the former class 
are nonsense mutations, in which a termination codon is 
introduced, and missense mutations, in which a single nu­
cleotide or a codon is changed, resulting in the synthesis of 
a protein with a single amino acid substitution. The intro­
duction of a termination codon is frequently exploited to 
truncate a membrane protein so that it is secreted or to 
eliminate the synthesis of a protein without changing the 

M E T H O D S
Synthesis of infectious horsepox virus from  
chemically synthesized DNA

Although smallpox has been eradicated, vacci­
nation against the disease is still carried out in 
certain populations, e.g., the military. The 
modern smallpox vaccine, which has some un­
desirable side effects, shares common ancestry 
with horsepox virus. However, horsepox virus 
is extinct, so the necessary experiments to de­
termine if it has a better safety profile could not 
be done. Might the 212,000-bp horsepox ds­
DNA genome sequence, available in public da­
tabases since 1993, be of use?

To rescue horsepox virus from DNA, ten 
large DNA fragments from 10 to 30 kb were 

synthesized by a commercial facility (at a cost 
of $150,000). The DNAs were transfected into 
cells that were also infected with a related pox­
virus, Shope fibroma virus. The latter is needed 
to provide proteins necessary for transcription 
of the viral DNA, which contains promoters 
that are not recognized by the cellular machin­
ery. The medium from the transfected cells was 
subjected to plaque assay, and single plaques 
were shown to contain horsepox virus, as de­
termined by viral genome sequencing. The res­
cued horsepox virus protected immunized mice 
against a lethal challenge with vaccinia virus.

This work is the first complete synthesis of 
a poxvirus using synthetic biology methodol­
ogy. Some argued that the work enabled the 
rescue of smallpox virus. However, these con­
cerns are spurious, as no new methods were 
developed by this work. The infectivity of 
DNA copies of viral genomes had been known 
for many years when this work was under­
taken.

Noyce RS, Lederman S, Evans DH. 2018. Construc­
tion of an infectious horsepox virus vaccine from 
chemically synthesized DNA fragments. PLoS One 
13:e0188453.

BOX 3.9
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size of the viral genome or mRNA. Substitutions are used 
to assess the roles of specific nucleotides in regulatory 
sequences or of amino acids in protein function, such as 
polymerase activity or binding of a viral protein to a cell 
receptor.

Introducing Mutations into the Viral Genome
Mutations can be introduced into a viral genome when it 

is cloned in its entirety. Mutagenesis is usually carried out on 
cloned subfragments, which are then substituted into full-
length cloned DNA. This step can now be bypassed by using 
CRISPR/Cas9 to introduce mutations into complete DNA 
copies of viral genomes. Viruses are then recovered by intro­
duction of the mutagenized DNA into cultured cells by trans­
fection. This approach has been applied to cloned DNA copies 
of RNA and DNA viral genomes.

Introduction of mutagenized viral nucleic acid into cul­
tured cells by transfection may have a variety of outcomes, 
ranging from no effect to a complete block of viral reproduc­
tion. Whether the introduced mutation is responsible for an 
observed phenotype deserves careful scrutiny (Box 3.10).

Reversion Analysis
The phenotypes caused by mutation can revert in one of 

two ways: by change of the mutation to the wild-type se­
quence or by acquisition of a mutation at a second site, either 
in the same gene or a different gene. Phenotypic reversion 
caused by second-site mutation is known as suppression, or 
pseudoreversion, to distinguish it from reversion at the orig­
inal site of mutation. Reversion has been studied since the be­
ginnings of classical genetic analysis. In the modern era of 
genetics, cloning and sequencing techniques can be used to 
demonstrate suppression and to identify the nature of the 
suppressor mutation (see below). The identification of sup­
pressor mutations is a powerful tool for studying protein-
protein and protein-nucleic acid interactions. Some mutations 
complement changes made at several sites, whereas allele-
specific suppressor mutations complement only a specific 
change. The allele specificity of second-site mutations pro­
vides evidence for physical interactions among proteins and 
nucleic acids.

Phenotypic revertants can be isolated either by propagat­
ing the mutant virus under restrictive conditions or, in the 

T E R M I N O L O G Y
Operations on nucleic acids and proteins

A mutation is a change in DNA or RNA com­
prising base changes and nucleotide addi­
tions, deletions, and rearrangements. When 
mutations occur in open reading frames, they 
can be manifested as changes in the synthe­

sized proteins. For example, one or more base 
changes in a specific codon may produce a 
single amino acid substitution, a truncated 
protein, or no protein. The terms “mutation” 
and “deletion” are often used incorrectly or 

ambiguously to describe alterations in pro­
teins. In this textbook, these terms are used to 
describe genetic changes and the terms 
“amino acid substitution” and “truncation” to 
describe protein alterations.

BOX 3.10

D I S C U S S I O N
Is the observed phenotype due to the mutation?

In genetic analysis of viruses, mutations are 
made in vitro by a variety of techniques, all of 
which can introduce unintended changes. Er­
rors can be introduced during cloning, PCR, 
or sequencing and when the viral DNA or 
plasmid DNA is introduced into the cell.

With these potential problems in mind, 
how can it be concluded that a phenotype arises 
from the planned mutation? Here are some 
possible solutions.

•	� Test several independent DNA clones 
for the phenotype.

•	� Repeat the plasmid construction. It is 
unlikely that an unlinked mutation 
with the same phenotype would occur 
twice.

•	� Look for marker rescue. Replace the 
mutation and all adjacent DNA with 
parental DNA. If the mutation indeed 
causes the phenotype, the wild-type 
phenotype should be restored in the 
rescued virus.

•	� Allow synthesis of the wild-type pro­
tein in the mutant background. If the 

wild-type phenotype is restored (com­
plemented), then the probability is 
high that the phenotype arises from 
the mutation. The merit of this method 
over marker rescue is that the latter 
shows only that unlinked mutations 
are probably not the cause of the phe­
notype.

Each of these approaches has limitations, 
and it is therefore prudent to use more than 
one.

BOX 3.11
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“guide,” identifying the target mRNA by base-pairing to spe­
cific sequences within it prior to cleavage of the mRNA or 
inhibition of its translation.

To determine the role of a viral gene in the reproduction cy­
cle, siRNA targeting the mRNA is introduced into cells. Re­
duced protein levels are verified (e.g., by immunoblot analysis) 
and the effect on virus reproduction is determined. The same 
approach is used to evaluate the role of cell proteins such as re­
ceptors or antiviral proteins.

In another application of this technology, libraries of 
thousands of siRNAs directed at all cellular mRNAs or a spe­
cific subset can be introduced into cells to identify genes that 
stimulate or block viral reproduction. The siRNAs are pro­
duced from lentiviral vectors as short hairpin RNAs (shRNAs) 
that are processed into dsRNAs that are then targeted to 
mRNAs by RISC. In one approach, cells are infected with 
pools of shRNA-containing lentivirus vectors (Fig. 3.13). The 
cells are placed under selection and infected with virus to 
identify changes in reproduction caused by the integrated 
vector. If necessary, pools of vectors that have an effect on 
virus reproduction can be further subdivided and rescreened. 
Enriched shRNAs are detected by high-throughput sequenc­
ing and bioinformatic programs that quantitate the number 
of reads per shRNA compared with the starting population. 
The likelihood that knockdown of a specific mRNA is a valid 
result increases as the number of enriched orthologous shRNAs 
for the targeted gene increases. In other words, a gene targeted 
by three different shRNAs established by sequencing data is 
more likely to be a true positive than a gene targeted by only 
one. Another approach, arrayed RNAi screening, uses transfec­
tion of siRNAs into cells grown in a multiwell format (Fig. 3.13). 
As a record is kept of which siRNAs are added to each well, 
targeted genes can be readily identified after their effect on 
virus infection has been ascertained.

No matter which method is used to identify genes that af­
fect viral reproduction, the most convincing confirmation of 
the result is restoration of the phenotype by expression of a 
gene containing a mutation that makes the mRNA resistant 
to silencing.

Targeted Gene Editing with CRISPR-Cas9
Bacteria and archaea possess an endogenous system of de­

fense in which short single-stranded guide RNAs (sgRNAs) 
are used to target and destroy invading DNA (Volume II, 
Chapter 3, Box 3.9). One embodiment of this defense, the 
CRISPR-Cas9 (clustered regularly interspersed short palin­
dromic repeat [CRISPR]-associated nuclease 9) system, has 
been adapted for effective and effi cient targeting gene disrup­
tions and mutations in any genome. The specificity depends 
on the ability of the sgRNAs to hybridize to the correct DNA 
sequence within the chromosome. Once annealed, the endo­
nuclease Cas9 catalyzes formation of a double-strand break, 

case of mutants exhibiting phenotypes (e.g., small plaques), 
by searching for wild-type properties. Chemical mutagenesis 
may be required to produce revertants of DNA viruses but is 
not necessary for RNA viruses, which spawn mutants at a 
higher frequency. Nucleotide sequence analysis is then used 
to determine if the original mutation is still present in the ge­
nome of the revertant. The presence of the original mutation 
indicates that reversion has occurred by second-site muta­
tion. The suppressor mutation is identified by nucleotide se­
quence analysis. The final step is introduction of the suspected 
suppressor mutation into the genome of the original mutant 
virus to confirm its effect. Several specific examples of sup­
pressor analysis are provided below.

Some mutations within the origin of replication (Ori) of 
simian virus 40 reduce viral DNA replication and induce the 
formation of small plaques (see Chapter 9 for more informa­
tion on the Ori). Pseudorevertants of Ori mutants were isolated 
by random mutagenesis of mutant viral DNA followed by in­
troduction into cultured cells and screening for viruses that 
form large plaques. The second-site mutations that suppressed 
the replication defects were localized to a specific region 
within the gene for large T antigen. These results indicated 
that a specific domain of large T antigen interacts with the 
Ori sequence during viral genome replication.

The 5′ untranslated region of the poliovirus genome con­
tains elaborate RNA secondary-structural features, which 
are important for RNA replication and translation, as dis­
cussed in Chapters 6 and 11, respectively. Disruption of such 
features by substitution of a short nucleotide sequence pro­
duces a virus that replicates poorly and readily gives rise to 
pseudorevertants that reproduce more effi ciently. Nucleotide 
sequence analysis of the genomes of two pseudorevertants re­
vealed base changes that restore the disrupted secondary 
structure. These results confirm that the RNA secondary 
structure is important for the biological activity of this un­
translated region.

RNA Interference (RNAi)
RNA interference (Chapter 8) has become a powerful and 

widely used tool because it enables targeted loss of gene func­
tion. In such analyses, duplexes of 21-nucleotide RNA mole­
cules, called small interfering RNAs (siRNAs), which are 
complementary to small regions of the mRNA, are synthe­
sized chemically or by transcription reactions. siRNAs or 
plasmids or viral vectors that encode them are then intro­
duced into cultured cells by transformation or infection. The 
small molecules then block the production of specific proteins 
by inducing sequence-specific mRNA degradation or inhibi­
tion of translation. Duplex siRNAs are unwound from one 5′ 
end, and one strand becomes tightly associated with a mem­
ber of the argonaute (Ago) family of proteins in the RNA-in­
duced silencing complex, RISC. The small RNA acts as a 
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In each screen, the cell gene that is disrupted is identified by nucleotide sequencing.
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which is then repaired, creating frameshifting insertion/dele­
tion mutations within the gene. One advantage of using 
CRISPR-Cas9 methodology to modify cell genomes is that 
the method can be applied to any cell type. Like siRNAs, 
CRISPR-Cas9 can be used to affect individual mRNAs or to 
carry out genome-wide screens to identify cell genes that 
stimulate or block viral reproduction (Fig. 3.13). As with 
RNAi screens, the most convincing confirmation of the re­
sult is restoration of the phenotype by expression of a gene 
containing a mutation that makes it resistant to Cas9, via 
changes in the sgRNA target sequence.

While the experimental use of RNAi can lead to reduced 
protein production, genomic manipulation by CRISPR-Cas9 
has advantages of complete depletion of the protein through 
the production of a homozygous null genotype and fewer off-
target effects. With CRISPR-Cas9, the expression of a gene 
can be permanently extinguished. In contrast, the shRNA-
expressing provirus must continually silence the product of 
ongoing transcription.

Haploid Cell Screening
Haploid cell lines have been used to identify genes re­

quired for viral reproduction. These cells, which have only 
one copy of each chromosome, are infected with retroviruses 
under conditions where one integration event occurs per cell. 
The disruption of individual genes that are essential for viral 
replication can be identified by the isolation of cells resistant 
to infection (Fig. 3.13). Surviving cells are expanded and the 
site of proviral integration is determined by PCR and high-
throughput sequencing. This approach has been used to iden­
tify receptors for viruses, including ebolavirus, Lassa virus, 
and hantavirus, and genes required for receptor modification 
and endosomal traffi cking.

While powerful, a drawback of this approach is that only a 
few haploid cell lines are available, and not all viruses can in­
fect these cells.

Engineering Viral Genomes: Viral Vectors
Naked DNA can be introduced into cultured animal cells as 
complexes with calcium phosphate or lipid-based reagents or 
directly by electroporation. Such DNA can direct synthesis of 
its gene products transiently or stably from integrated or epi­
somal copies. Introduction of DNA into cells is a routine 
method in virological research and is also employed for certain 
clinical applications, such as the production of a therapeutic 
protein or a vaccine or the engineering of primary cells, pro­
genitor cells, and stem cells for subsequent introduction into 
patients. However, this approach is not suitable for all applica­
tions. In some cases, gene delivery by viral vector is preferred. 
Viral vectors have also found widespread use in the research 
laboratory, including applications in which the delivery of a 
gene to specific cells, or at high effi ciency, is desired. The use of 

viral vectors for gene therapy, the delivery of a gene to patients 
who either lack the gene or carry defective versions of it, or to 
destroy tumors typically employs viral vectors, not naked 
DNA (see Volume II, Chapter 9). In one application, DNA in­
cluding the gene is introduced and expressed in cells obtained 
from the patient. After infusion into patients, the cells can be­
come permanently established. If the primary cells to be used 
are limiting in a culture (e.g., stem cells), it is not practical to 
select and amplify the rare cells that receive naked DNA. Re­
combinant viruses carrying foreign genes can infect a greater 
percentage of cells and thus facilitate generation of the desired 
population. A complete understanding of the structure and 
function of viral vectors requires knowledge of viral genome 
replication, a topic discussed in subsequent chapters for se­
lected viruses and summarized in the Appendix.

Design requirements for viral vectors include the use of an 
appropriate promoter, maintenance of genome size within 
the packaging limit of the particle, and elimination of viral 
virulence, the capacity of the virus to cause disease. Expres­
sion of foreign genes from viral vectors may be controlled by 
homologous or heterologous promoters and enhancers cho­
sen to support effi cient or cell-type-specific transcription, de­
pending on the goals of the experiment. Such genes can be 
built directly into the viral genome or introduced by recom­
bination in cells, as described above (see “Engineering Muta­
tions into Viral Genomes”). The viral vector genome generally 
carries deletions and sometimes additional mutations. Dele­
tion of some viral sequences is often required to overcome 
the limitations on the size of viral genomes that can be pack­
aged in virus particles.

When viral vectors are designed for therapeutic purposes, 
it is essential to prevent their reproduction as well as destruc­
tion of target host cells. The deletions necessary to accommo­
date a foreign gene may contribute to such disabling of the 
vector. For example, the E1A protein-coding sequences that 
are always deleted from adenovirus vectors are necessary for 
effi cient transcription of viral early genes; in their absence, 
viral yields from cells in culture are reduced by about 3 to 6 
orders of magnitude (depending on the cell type). Removal of 
E1A-coding sequences from adenovirus vectors is therefore 
doubly beneficial, although it is not suffi cient to ensure that 
the vector cannot reproduce or induce damage in a host ani­
mal. Adenovirus-associated virus vectors are not lytic, obvi­
ating the need for such manipulations. As discussed in detail 
in Volume II, Chapter 9, production of virus vectors that do 
not cause disease can be more diffi cult to achieve.

A summary of viral vectors is presented in Table 3.1, and 
examples are discussed below.

DNA Virus Vectors
One goal of gene therapy is to introduce genes into termi­

nally differentiated cells. Such cells normally do not divide, 



Table 3.1  Some viral vectors

Virus Insert size Integration
Duration of 
expression Advantages Potential disadvantages

Adeno-associated 
virus

∼5 kb No Long Nonpathogenic, episomal, 
infects nondividing and dividing 
cells, broad tropism, low 
immunogenicity

Small transgene capacity, helper 
virus needed for vector 
production

Adenovirus ∼8–38 kb No Short Broad tropism, effi cient gene 
delivery, infects nondividing and 
dividing cells, large cargo 
capacity

Transient, immunogenic, high 
levels of preexisting immunity

Baculovirus No known 
upper limit

No Short High levels of protein synthesis, 
recombinant viruses easily made, 
more than one protein can be 
made in same cells

Insect cells typically used, no 
replication in mammalian cells, 
human type protein glycosylation 
not 100% effi cient, paucimannose 
structures present

Gammaretrovirus 
(murine leukemia 
virus)

8 kb Yes Short Stable integration, broad tropism 
possible via pseudotyping, low 
immunogenicity, low preexisting 
immunity

Risk of insertional mutagenesis, 
poor infection of nondividing 
cells, faulty reverse transcription

Herpes simplex virus ∼50 kb No Long in central 
nervous 
system, short 
elsewhere

Infects nondividing cells, large 
capacity, broad tropism, latency

Virulence, persistence in neurons, 
high levels of preexisting 
immunity, may recombine with 
genomes in latently infected cells

Lentivirus 9 kb Yes Long Stable integration, transduces 
nondividing and dividing cells

Potential insertional mutagenesis; 
none detected in clinical trials

Rhabdovirus ∼4.5 kb No Short High-level expression, rapid cell 
killing, broad tropism, lack of 
preexisting immunity

Virulence, highly cytopathic, 
neurotropism, immunogenic

Vaccinia virus ∼30 kb No Short Wide host range, ease of 
isolation, large capacity, 
high-level expression, low 
preexisting immunity

Transient, immunogenic

5'
3'

Ori

TP

ITR

ITR
3'
5'

Ori

Packaging sequences
1 100

Ori

200 300 400

ITR E1A

Ad5

500 bp

Packaging sequences

Vector DNA

Vector DNA + Helper Ad
Only vector DNA
packaged

Transgene

Helper Ad

1 100

Ori

200 300 400

ITR ITR

Ad5

500 bp

Cre + E1 producing cells

Figure 3.14  Adenovirus vectors. High-capacity adenovirus “gutless” vectors contain only the origin-of-replication-containing in­
verted terminal repeats (ITR), the packaging signal (blue arrows), the viral E4 transcription unit (red arrow), and the transgene with its 
promoter. Additional DNA flanking the foreign gene must be inserted to allow packaging of the viral genome (not shown). A helper virus 
(bottom) is required to package the recombinant vector genome. Two loxP sites for cleavage by the Cre recombinase have been introduced 
into the adenoviral helper genome (red arrowheads). Infection of cells that produce Cre leads to excision of sequences flanked by the loxP 
sites so that the helper genome is not packaged.
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and they cannot be propagated in culture. Moreover, the or­
gans they comprise cannot be populated with cells infected 
by viruses ex vivo. DNA virus vectors have been developed to 
overcome some of these problems.

Adenovirus vectors were originally developed for the treat­
ment of cystic fibrosis because of the tropism of the virus for 
the respiratory epithelium. Adenovirus can infect terminally 
differentiated cells, but only transient gene expression is 
achieved, as infected cells are lysed. Yields of particles are 
high and these viruses can infect many replicating and non­
replicating cell types. In the earliest vectors that were de­
signed, foreign genes were inserted into the E1 and/or E3 
regions. As these vectors had limited capacity, genomes with 
minimal adenovirus sequences have been designed (Fig. 3.14). 
This strategy allows up to 38 kb of foreign sequence to be in­
troduced into the vector. In addition, elimination of most vi­
ral genes reduces cytotoxicity and the host immune response 
to viral proteins, simplifying multiple immunizations. Con­
siderable efforts have been made to modify the adenovirus 
capsid to target the vectors to different cell types. For example, 
the fiber protein, which mediates adenovirus binding to cells, 
has been altered by insertion of ligands that bind particular 
cell surface receptors. Such alterations could increase the cell 
specificity of adenovirus attachment and the effi ciency of 
gene transfer, thereby decreasing the dose of virus that need 
be administered.

Adenovirus-associated virus has attracted much attention 
as a vector for gene therapy. This virus requires a helper virus 
for replication; in its absence the genome remains episomal 
and persists, in some cases with high levels of expression, in 
many different tissues. There has been increasing interest in 
these vectors to target therapeutic genes to smooth muscle 
and other differentiated tissues, which are highly susceptible 
and support sustained high-level expression of foreign genes. 
Although the first-generation adenovirus-associated virus 
vectors were limited in the size of inserts that could be trans­
ferred, other systems have been developed to overcome the 
limited genetic capacity (Fig. 3.15). The cell specificity of 
adenovirus-associated virus vectors has been altered by in­
serting receptor-specific ligands into the capsid. In addition, 
many new viral serotypes that vary in their tropism and 
ability to trigger immune responses have been identified or 
generated.

Vaccinia virus and other animal poxvirus vectors offer the 
advantages of a wide host range, a genome that accepts very 
large fragments, high expression of foreign genes, and rela­
tive ease of preparation. Foreign DNA is usually inserted into 
the viral genome by homologous recombination, using an ap­
proach similar to that described for marker transfer. Because 
of the relatively low pathogenicity of the virus, poxvirus re­
combinants have been considered candidates for human and 
animal vaccines.
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Figure 3.15  Adeno-associated virus vectors. (A) Map of the ge­
nome of wild-type adeno-associated virus. The viral DNA is single 
stranded and flanked by two inverted terminal repeats (ITR); it encodes 
capsid (blue) and nonstructural (orange) proteins. (B) In one type of vec­
tor, the viral genes are replaced with the transgene (pink) and its pro­
moter (yellow) and a poly(A) addition signal (green). These DNAs are 
introduced into cells that have been engineered to produce capsid pro­
teins, and the vector genome is encapsidated into virus particles. A limi­
tation of this vector structure is that only 4.1 to 4.9 kb of foreign DNA can 
be packaged effi ciently. Ad, adenovirus; rAAV, recombinant adenovirus-
associated virus.

Baculoviruses, which infect arthropods, have large circu­
lar dsDNA genomes. These viruses have been modified to be­
come versatile and powerful vectors for the production of 
proteins for research and clinical use. The general approach is 
to replace the viral polyhedron gene with the gene of interest. 
Recombinant viruses are produced in E. coli using a bacmid 
vector that harbors the baculovirus genome. The gene to be 
introduced is inserted into the baculovirus genome by re­
combination. Strong viral promoters are used to obtain high 
levels of protein production. Recombinant baculoviruses are 
obtained after transfection of bacmids into insect cells and 
have been used for protein production for research purposes 
and for large-scale synthesis for commercial uses. Examples 
include the influenza virus vaccine FluBlok, which consists of 
the viral HA proteins produced in insect cells via a baculovi­
rus vector, and porcine circovirus 2 vaccine for the preven­
tion of fatal disease in swine.


