




STATISTICS FOR HEALTH CARE MANAGEMENT

AND ADMINISTRATION





STATISTICS FOR HEALTH
CARE MANAGEMENT AND

ADMINISTRATION
WORKING WITH EXCEL

Fourth Edition

David A. Rosenthal
John F. Kros



Copyright © 2023 by John Wiley & Sons, Inc. All rights reserved.

Published by John Wiley & Sons, Inc., Hoboken, New Jersey.
Published simultaneously in Canada.

No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any
form or by any means, electronic, mechanical, photocopying, recording, scanning, or otherwise,
except as permitted under Section 107 or 108 of the 1976 United States Copyright Act, without
either the prior written permission of the Publisher, or authorization through payment of the
appropriate per-copy fee to the Copyright Clearance Center, Inc., 222 Rosewood Drive, Danvers,
MA 01923, (978) 750-8400, fax (978) 750-4470, or on the web at www.copyright.com. Requests to
the Publisher for permission should be addressed to the Permissions Department, John Wiley &
Sons, Inc., 111 River Street, Hoboken, NJ 07030, (201) 748-6011, fax (201) 748-6008, or online at
http://www.wiley.com/go/permission.

Trademarks: Wiley and the Wiley logo are trademarks or registered trademarks of John Wiley &
Sons, Inc. and/or its affiliates in the United States and other countries and may not be used
without written permission. All other trademarks are the property of their respective owners.
John Wiley & Sons, Inc. is not associated with any product or vendor mentioned in this book.

Limit of Liability/Disclaimer of Warranty: While the publisher and author have used their best
efforts in preparing this book, they make no representations or warranties with respect to the
accuracy or completeness of the contents of this book and specifically disclaim any implied
warranties of merchantability or fitness for a particular purpose. No warranty may be created or
extended by sales representatives or written sales materials. The advice and strategies contained
herein may not be suitable for your situation. You should consult with a professional where
appropriate. Further, readers should be aware that websites listed in this work may have changed
or disappeared between when this work was written and when it is read. Neither the publisher nor
authors shall be liable for any loss of profit or any other commercial damages, including but not
limited to special, incidental, consequential, or other damages.

For general information on our other products and services or for technical support, please
contact our Customer Care Department within the United States at (800) 762-2974, outside the
United States at (317) 572-3993 or fax (317) 572-4002.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in
print may not be available in electronic formats. For more information about Wiley products, visit
our web site at www.wiley.com.

Library of Congress Cataloging-in-Publication Data applied for:

Paperback ISBN: 9781119901679

Cover image: © Table in Economic Writings (vol. 2) by William Petty (1899), djvu p. 121
Author Photos: Courtesy of the Authors
Cover design: Wiley

http://www.wiley.com


CONTENTS

Preface • • • • • • • • • • • • • • • • • • • • • • • • xiii
Introducing Excel • • • • • • • • • • • • • • • • • • xiii
So How Did We Get to Here? • • • • • • • • • • • • • • xiii
Intended Level of the Textbook • • • • • • • • • • • • • xiv
Textbook Organization • • • • • • • • • • • • • • • • xiv
Leading by Example(s) • • • • • • • • • • • • • • • • • xv

Acknowledgments • • • • • • • • • • • • • • • • • • • xvii
The Authors • • • • • • • • • • • • • • • • • • • • • • xix
About the Companion Website • • • • • • • • • • • • • • xxi

Part 1 1

Chapter 1 Statistics and Excel • • • • • • • • • • • • • • • • 3

1.1 How This Book Differs from Other Statistics Texts • • • • • 3
1.2 Statistical Applications in Health Policy and Health

Administration • • • • • • • • • • • • • • • • • • • 4
Exercises for Section 1.2 • • • • • • • • • • • • • • • 14

1.3 What Is the ‘‘Big Picture’’? • • • • • • • • • • • • • • 15
1.4 Some Initial Definitions • • • • • • • • • • • • • • • 16

Exercises for Section 1.4 • • • • • • • • • • • • • • • 26
1.5 Five Statistical Tests • • • • • • • • • • • • • • • • 28

Exercises for Section 1.5 • • • • • • • • • • • • • • • 30

Chapter 2 Excel as a Statistical Tool • • • • • • • • • • • • • 33

2.1 The Basics • • • • • • • • • • • • • • • • • • • • 33
Exercises for Section 2.1 • • • • • • • • • • • • • • • 35

2.2 Working and Moving Around in a Spreadsheet • • • • • • 36
Exercises for Section 2.2 • • • • • • • • • • • • • • • 41

2.3 Excel Functions • • • • • • • • • • • • • • • • • • 41
Exercises for Section 2.3 • • • • • • • • • • • • • • • 46

2.4 The =IF() Function • • • • • • • • • • • • • • • • 47
Exercises for Section 2.4 • • • • • • • • • • • • • • • 50

2.5 Excel Graphs • • • • • • • • • • • • • • • • • • • 51
Exercises for Section 2.5 • • • • • • • • • • • • • • • 56



vi CONTENTS

2.6 Sorting a String of Data • • • • • • • • • • • • • • • 57
Exercise for Section 2.6 • • • • • • • • • • • • • • • 60

2.7 The Data Analysis Pack • • • • • • • • • • • • • • • 61
2.8 Functions That Give Results in More than One Cell • • • • 63

Exercises for Section 2.8 • • • • • • • • • • • • • • • 66
2.9 The Dollar Sign ($) Convention for Cell References • • • • 67

Chapter 3 Data Acquisition: Sampling and Data Preparation • • • 71

3.1 The Nature of Data • • • • • • • • • • • • • • • • • 71
Exercises for Section 3.1 • • • • • • • • • • • • • • • 78

3.2 Sampling • • • • • • • • • • • • • • • • • • • • • 79
Exercises for Section 3.2 • • • • • • • • • • • • • • • 93

3.3 Data Access and Preparation • • • • • • • • • • • • • 94
Exercises for Section 3.3 • • • • • • • • • • • • • • 107

3.4 Missing Data • • • • • • • • • • • • • • • • • • • 108

Chapter 4 Data Display: Descriptive Presentation,
Excel Graphing Capability • • • • • • • • • • • • 111

4.1 Creating, Displaying, and Understanding Frequency
Distributions • • • • • • • • • • • • • • • • • • • 111
Exercises for Section 4.1 • • • • • • • • • • • • • • 129

4.2 Using the Pivot Table to Generate Frequencies of
Categorical Variables • • • • • • • • • • • • • • • • 131
Exercises for Section 4.2 • • • • • • • • • • • • • • 135

4.3 A Logical Extension of the Pivot Table: Two Variables • • • 135
Exercises for Section 4.3 • • • • • • • • • • • • • • 140

Chapter 5 Basic Concepts of Probability • • • • • • • • • • • 141

5.1 Some Initial Concepts and Definitions • • • • • • • • • 141
Exercises for Section 5.1 • • • • • • • • • • • • • • 150

5.2 Marginal Probabilities, Joint Probabilities,
and Conditional Probabilities • • • • • • • • • • • • 150
Exercises for Section 5.2 • • • • • • • • • • • • • • 160

5.3 Binomial Probability • • • • • • • • • • • • • • • • 161
Exercises for Section 5.3 • • • • • • • • • • • • • • 171

5.4 The Poisson Distribution • • • • • • • • • • • • • • 173
Exercises for Section 5.4 • • • • • • • • • • • • • • 178

5.5 The Normal Distribution • • • • • • • • • • • • • • 178



CONTENTS vii

Chapter 6 Measures of Central Tendency and Dispersion:
Data Distributions • • • • • • • • • • • • • • • 183

6.1 Measures of Central Tendency and Dispersion • • • • • • 183
Exercises for Section 6.1 • • • • • • • • • • • • • • 196

6.2 The Distribution of Frequencies • • • • • • • • • • • 197
Exercises for Section 6.2 • • • • • • • • • • • • • • 208

6.3 The Sampling Distribution of the Mean • • • • • • • • 209
Exercises for Section 6.3 • • • • • • • • • • • • • • 219

6.4 Mean and Standard Deviation of a Discrete Numerical
Variable • • • • • • • • • • • • • • • • • • • • • 220
Exercises for Section 6.4 • • • • • • • • • • • • • • 222

6.5 The Distribution of a Proportion • • • • • • • • • • • 222
Exercises for Section 6.5 • • • • • • • • • • • • • • 227

6.6 The t Distribution • • • • • • • • • • • • • • • • • 227
Exercises for Section 6.6 • • • • • • • • • • • • • • 232

Part 2 235

Chapter 7 Confidence Limits and Hypothesis Testing • • • • • • 237

7.1 What Is a Confidence Interval? • • • • • • • • • • • • 237
Exercises for Section 7.1 • • • • • • • • • • • • • • 243

7.2 Calculating Confidence Limits for Multiple Samples • • • 244
Exercises for Section 7.2 • • • • • • • • • • • • • • 246

7.3 What Is Hypothesis Testing? • • • • • • • • • • • • • 247
Exercises for Section 7.3 • • • • • • • • • • • • • • 249

7.4 Type I and Type II Errors • • • • • • • • • • • • • • 250
Exercises for Section 7.4 • • • • • • • • • • • • • • 266

7.5 Selecting Sample Sizes • • • • • • • • • • • • • • • 267
Exercises for Section 7.5 • • • • • • • • • • • • • • 269

Chapter 8 Statistical Tests for Categorical Data • • • • • • • • 271

8.1 Independence of Two Variables • • • • • • • • • • • 271
Exercises for Section 8.1 • • • • • • • • • • • • • • 282

8.2 Examples of Chi-Square Analyses • • • • • • • • • • • 283
Exercises for Section 8.2 • • • • • • • • • • • • • • 289

8.3 Small Expected Values in Cells • • • • • • • • • • • • 290
Exercises for Section 8.3 • • • • • • • • • • • • • • 292



viii CONTENTS

Chapter 9 t Tests for Related and Unrelated Data • • • • • • • 295

9.1 What Is a t Test? • • • • • • • • • • • • • • • • • 295
Exercises for Section 9.1 • • • • • • • • • • • • • • 302

9.2 A t Test for Comparing Two Groups • • • • • • • • • 303
Exercises for Section 9.2 • • • • • • • • • • • • • • 316

9.3 A t Test for Related Data • • • • • • • • • • • • • • 318
Exercises for Section 9.3 • • • • • • • • • • • • • • 321

Chapter 10 Analysis of Variance • • • • • • • • • • • • • • • 323

10.1 One-Way Analysis of Variance • • • • • • • • • • • • 323
Exercises for Section 10.1 • • • • • • • • • • • • • • 339

10.2 ANOVA for Repeated Measures • • • • • • • • • • • 340
Exercises for Section 10.2 • • • • • • • • • • • • • • 348

10.3 Factorial Analysis of Variance • • • • • • • • • • • • 349
Exercises for Section 10.3 • • • • • • • • • • • • • • 362

Chapter 11 Simple Linear Regression • • • • • • • • • • • • • 365

11.1 Meaning and Calculation of Linear Regression • • • • • • 365
Exercises for Section 11.1 • • • • • • • • • • • • • • 373

11.2 Testing the Hypothesis of Independence • • • • • • • • 374
Exercises for Section 11.2 • • • • • • • • • • • • • • 380

11.3 The Excel Regression Add-In • • • • • • • • • • • • 381
Exercises for Section 11.3 • • • • • • • • • • • • • • 388

11.4 The Importance of Examining the Scatterplot • • • • • • 388
11.5 The Relationship between Regression and the t Test • • • 391

Exercises for Section 11.5 • • • • • • • • • • • • • • 392

Chapter 12 Multiple Regression: Concepts and Calculation • • • • 395

12.1 Introduction • • • • • • • • • • • • • • • • • • • 395
Exercises for Section 12.1 • • • • • • • • • • • • • • 406

Chapter 13 Extensions of Multiple Regression • • • • • • • • • 409

13.1 Dummy Variables in Multiple Regression • • • • • • • • 409
Exercises for Section 13.1 • • • • • • • • • • • • • • 420

13.2 The Best Regression Model • • • • • • • • • • • • • 421
Exercises for Section 13.2 • • • • • • • • • • • • • • 431

13.3 Correlation and Multicolinearity • • • • • • • • • • • 432
Exercises for Section 13.3 • • • • • • • • • • • • • • 435

13.4 Nonlinear Relationships • • • • • • • • • • • • • • 435
Exercises for Section 13.4 • • • • • • • • • • • • • • 447



CONTENTS ix

Chapter 14 Analysis with a Dichotomous Categorical
Dependent Variable • • • • • • • • • • • • • • • 449

14.1 Introduction to the Dichotomous Dependent Variable • • • 450
14.2 An Example with a Dichotomous Dependent Variable:

Traditional Treatments • • • • • • • • • • • • • • • 451
Exercises for Section 14.2 • • • • • • • • • • • • • • 462

14.3 Logit for Estimating Dichotomous Dependent Variables • • 463
Exercises for Section 14.3 • • • • • • • • • • • • • • 475

14.4 A Comparison of Ordinary Least Squares, Weighted
Least Squares, and Logit • • • • • • • • • • • • • • 476
Exercises for Section 14.4 • • • • • • • • • • • • • • 480

Appendix A Multiple Regression and Matrices • • • • • • • • • 481

An Introduction to Matrix Math • • • • • • • • • • • • • • 481
Addition and Subtraction of Matrices • • • • • • • • • • • • 482
Multiplication of Matrices • • • • • • • • • • • • • • • • 483
Matrix Multiplication and Scalars • • • • • • • • • • • • • 484
Finding the Determinant of a Matrix • • • • • • • • • • • • 484
Matrix Capabilities of Excel • • • • • • • • • • • • • • • • 486
Explanation of Excel Output Displayed with Scientific Notation • • 489
Using the b Coefficients to Generate Regression Results • • • • • 490
Calculation of All Multiple Regression Results • • • • • • • • 491
Exercises for Appendix A • • • • • • • • • • • • • • • • • 494

References • • • • • • • • • • • • • • • • • • • • • • 497
Glossary • • • • • • • • • • • • • • • • • • • • • • • 499
Index • • • • • • • • • • • • • • • • • • • • • • • • • 513





David dedicates this edition to all those who have been called to a career

in health care, and who serve others each day with passion, patience, and

a commitment to excellence.

—David

John dedicates this edition to his entire family (grandmothers,

grandfathers, mother, father, sisters, brother, wife, and children), who

have always supported him in all he does, inspired him to always strive for

excellence, and loved him all these years.

—John





PREFACE

The study and use of statistics have come a long way since the advent of
computers. Particularly, computers have reduced both the effort and the
time involved in the statistical analysis of data. But this ease of use has been
accompanied by some difficulties. As computers became more and more
proficient at carrying out statistical operations of increasing complexity,
the actual operations—and what they actually meant and did—became
more and more distant from the user. It became possible to do a wide
variety of statistical operations with a few lines or words of commands to
the computer. But the average student, even the average serious user of
statistics, found the increasingly complex operations increasingly difficult
to access and understand.

Introducing Excel

Sometime in the late 1980s, Microsoft Excel became available, and with it
came the ability to carry out a wide range of statistical operations—and to
understand the operations that were being carried out—in a spreadsheet
format. John’s first introduction to Excel was a revelation. It came during
his MBA studies and continued through his doctoral studies and even in
his first industry job. In fact, John quickly became somewhat indispensable
in that first industry job for the plain fact that he was the most proficient
of his peers at Excel. Through the years he found himself using Excel to
complete all kinds of tasks (since he was too stubborn to learn to program
properly). He discovered that Excel was not only a powerful statistical tool
but also, more important, a powerful learning tool. When he began to teach
the introductory course in business decision modeling to MBA students,
Excel seemed to him to be the obvious medium for the course.

So How Did We Get to Here?

At the time John started using Excel in his teaching, there were a few
textbooks devoted to statistics using Excel. However, none fit his needs
very well, so he wrote Spreadsheet Modeling for Business Decision Modeling.
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That was about the time John met David. David had earned his doctorate
in technology management and had worked in the health care industry for
more than 10 years (which ensures that the health care–specific examples
and scenarios used in this book are appropriate). He discovered the power of
Excel’s statistical analysis functionality by using it to calculate the multiple
regression and correlation analysis required for his doctoral dissertation.

Through his friend, Scott Bankard, John learned that the author of a
successful text in the use of Excel to solve statistical problems in health
care administration was looking for someone to revise that text. In turn,
John and David became the coauthors of the revised text.

Intended Level of the Textbook

The original text was designed as an introductory statistics text for students
at the advanced undergraduate level or for a first course in statistics at
the master’s degree level. It was intended to stand alone as the book for
the only course a student might have in statistics. The same is true for the
revised text, which includes some enhancements and updates that provide
a good foundation for more advanced courses as well. Furthermore, since
the book relies on Excel for all the calculations of the statistical applications,
it was also designed to provide a statistical reference for people working in
the health field who may have access to Excel but not to other dedicated
statistical software. This is valuable in that a copy of Excel resides on
the PC of almost every health care professional. Further, no additional
appropriations would have to be made for proprietary software and there
would be no wait for the “stat folks.”

Textbook Organization

The revised edition of the text has been updated for use with the latest ver-
sion of Microsoft Office Excel. It provides succinct instruction in the most
commonly used techniques and shows how these tools can be implemented
using the most current version of Excel for Windows. The revised text
also focuses on developing both algebraic and spreadsheet modeling skills.
Algebraic formulation and spreadsheets are juxtaposed to help develop
conceptual thinking skills. Step-by-step instructions in Excel and numer-
ous annotated screenshots make examples easy to follow and understand.
Emphasis is placed on the model formulation and interpretation rather
than on computer code or algorithms.

The book is organized into two major parts: Part 1, Chapters 1
through 6, presents Excel as a statistical tool and discusses hypothesis test-
ing. Part 1 introduces the use of statistics in health policy and health



PREFACE xv

administration–related fields, Excel as a statistical tool, data preparation
and the data display capabilities of Excel, and probability, the foundation of
statistical analysis. For students and other users of the book truly familiar
with Excel, much of the material in Chapter 2, Chapter 3, and Chapter 4,
particularly, could be covered very quickly.

Part 2, which includes Chapters 7 through 14, is devoted to the
subject of hypothesis testing, the basic function of statistical analysis.
Chapter 7 provides a general introduction to the concept of hypothesis
testing. Each subsequent chapter provides a description of the major
hypothesis testing tool for a specific type of data. Chapter 8 discusses
the use of the chi-square statistic for assessing data for which both the
independent and dependent variables are categorical. Chapter 9, on t tests,
discusses the use of the t test for assessing data in which the independent
variable is a two-level categorical variable and the dependent variable is
a numerical variable. Chapter 10 is devoted to analysis of variance, which
provides an analytical tool for a multilevel categorical independent variable
and a numerical dependent variable. Chapters 11 through 13 are devoted to
several aspects of regression analysis, which deals with numerical variables
both as independent and dependent variables. Finally, Chapter 14 deals
with numerical independent variables and dependent variables that are
categorical and take on only two levels and introduces the use of Logit.

Leading by Example(s)

Each chapter of the book is structured around examples demonstrated
extensively with the use of Excel displays. The chapters are divided into
sections, most of which include step-by-step discussions of how statistical
problems are solved using Excel, including the Excel formulae. Each section
in a chapter is followed by exercises that address the material covered in that
section. Most of these exercises include the replication of examples from
that section. The purpose is to provide students an immediate reference
with which to compare their work and determine whether they are able to
correctly carry out the procedure involved. Additional exercises are pro-
vided on the same subjects for further practice and to reinforce the learning
gained from the section. Data for all the exercises are included on the web
at www.wiley.com/go/kros4e, and may be accessed by file references given
in the examples themselves. Additional materials, such as videos, podcasts,
and readings, can be found at www.josseybasspublichealth.com.

A supplemental package available to instructors includes all answers
to the section exercises. In addition, the supplemental package will contain
exam questions with answers and selected Excel spreadsheets that can be
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used for class presentations, along with suggestions for presenting these
materials in a classroom. However, the book can be effectively used for
teaching without the additional supplemental material.

Users who would like to provide feedback, suggestions, corrections,
examples of applications, or whatever else can e-mail me at krosj@ecu.edu.

Please feel free to contact me and provide any comments you feel are
appropriate.

mailto:krosj@ecu.edu
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CHAPTER 1

STATISTICS AND EXCEL

LEARNING OBJECTIVES

• Understand how this book differs from
other statistics texts

• Understand how knowledge of
statistics may be beneficial to health
policy or health administration
professionals

• Understand the “big picture” with
regard to the use of statistics for
health policy and administration

• Understand the definitions of the
following terms:

• Populations and samples

• Random and nonrandom samples

• Types of random samples

• Variables, independent and
dependent

• Identify the five separate statistical
tests: chi-square test, the t test,
analysis of variance (ANOVA),
regression analysis, and Logit

The statistics on sanity are that one out of every
four Americans is suffering from some form of mental
illness. Think of your three best friends. If they’re okay,
then it’s you.

—Rita Mae Brown

Statistics is a subject that for many people is pure tedium.
For others, it is more likely to be anathema. Still others
find statistics interesting, even stimulating, but they are
usually in the minority in any group.

This book is premised on the recognition that in
the health care industry, as indeed among people in any
industry or discipline, there are at least these three different
views of statistics, and that any statistics class is likely to
be made up more of the first two groups than the last
one. This book provides an introduction to statistics in
health policy and administration that is relevant, useful,
challenging, and informative.

1.1 How This Book Differs from Other
Statistics Texts

The primary difference between this statistics text and
most others is that this text uses Microsoft Excel as the tool
for carrying out statistical operations and understanding
statistical concepts as they relate to health policy and health
administration issues. This is not to say that no other statis-
tics texts use Excel. Levine, Stephan, Szabat (2013) have
produced a very usable text, Statistics for Managers Using
Microsoft Excel. But their book focuses almost exclusively
on non–health-related topics. We agree that the closer
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the applications of statistics are to students’ real-life interests and expe-
riences, the more effective students will be in understanding and using
statistics. Consequently, this book focuses its examples entirely on subjects
that should be immediately familiar to people in the health care industry.

Excel, which most people know as a spreadsheet program for creating
budgets, comparing budgeted and expended amounts, and generally fulfill-
ing accounting needs, is also a very powerful statistical tool. Books that do
not use Excel for teaching statistics generally leave the question of how to
carry out the actual statistical operations in the hands of the student or the
instructor. It is often assumed that relatively simple calculations, such as
means, standard deviations, and t tests, will be carried out on paper or with
a calculator. For more complicated calculations, the assumption is usually
that a dedicated statistical package, such as SAS, SPSS, STATA, or SYSTAT,
will be used. There are at least two problems with this approach that we
hope to overcome in this book. First, calculations done on paper, or even
those done with a calculator, can make even simple statistical operations
overly tedious and prone to errors in arithmetic. Second, because dedicated
statistical packages are designed for use rather than for teaching, they often
obscure the actual process of calculating the statistical results, thereby
hindering students’ understanding of both how the statistic is calculated
and what the statistic means.

In general, this is not true of Excel. It is true that when using this book,
a certain amount of time must be devoted to the understanding of how to
use Excel as a statistical tool. But once that has been done, Excel makes
the process of carrying out the statistical procedures under consideration
relatively clear and transparent. The student should end up with a better
understanding of what the statistic means, through an understanding of
how it is calculated, and not simply come away with the ability to get a result
by entering a few commands into a statistical package. This is not to say that
Excel cannot be used to eliminate many of the steps needed to get particular
statistical results. A number of statistical tests and procedures are available
as add-ins to Excel. However, using Excel as a relatively powerful—yet
transparent—calculator can lead to a much clearer understanding of what
a statistic means and how it may be used.

1.2 Statistical Applications in Health Policy
and Health Administration

When teaching statistics to health policy and health administration stu-
dents, we often encounter the same question: “All these statistics are fine,
but how do they apply to anything I am concerned with?” The question
not only is a reasonable one, but also points directly to one of the most



STATISTICAL APPLICATIONS IN HEALTH POLICY AND HEALTH ADMINISTRATION 5

important and difficult challenges for a statistics teacher, a statistics class,
or a statistics text. How can it be demonstrated that these statistics have
any real relevance to anything that the average person working in the health
care industry ever needs to know or do?

To work toward a better understanding of why and when the knowledge
of statistics may be useful to someone working in health policy or health
administration, we’ve selected six examples of situations in which statistical
applications can play a role. All six of these examples were inspired by real
problems faced by students in statistics classes, and they represent real
statistical challenges that students have faced and hoped to solve. In
virtually every case, the person who presented the problem recognized it as
one that could probably be dealt with using some statistical tool. But also
in every case, the solution to the problem was not obvious in the absence
of some understanding of statistics. Although these case examples are not
likely to resonate with every reader, perhaps they will give many readers a
little better insight into why knowledge of statistics can be useful.

Documentation of Medicare Reimbursement Claims
The Pentad Home Health Agency provides home health services in five
counties of an eastern state. The agency must be certain that its Medicare
reimbursement claims are appropriately and correctly documented in order
to ensure that Medicare will process these claims and issue benefits in a
timely manner. All physician orders, including medications, home visits for
physical therapy, home visits of skilled nursing staff, and any other orders
for service, must be correctly documented on a Form CMS-485. Poorly
or otherwise inadequately prepared documentation can lead to rejection
or delay in processing of the claim for reimbursement by the Centers for
Medicare and Medicaid Services (CMS).

Pentad serves about 800 clients in the five-county region. In order to
assure themselves that all records are properly documented, the adminis-
tration runs a chart audit of 1 in 10 charts each quarter. The audit seeks to
determine (1) whether all orders indicated in the chart have been carried
out and (2) if the orders have been correctly documented in the Form
CMS-485. Orders that have not been carried out, or orders incorrectly
documented, lead to follow-up training and intervention to address these
issues and ensure that the orders and documentation are properly prepared
going forward.

Historically, the chart audit has been done by selecting each tenth chart,
commencing at the beginning or at the end of the chart list. Typically, the
chart audit determines that the majority of charts, usually 85 to 95 percent,
have been correctly documented. But there are occasionally areas, such
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as in skilled nursing care, where the percentage of correct documentation
may fall below that level. When this happens, the administration initiates
appropriate corrective action.

Sampling, Data Display, and Probability
One of the questions of the audit has been the selection of the sample.
Because the list of clients changes relatively slowly, the selection of every
tenth chart often results in the same charts being selected for audit from
one quarter to the next. That being the case, a different strategy for chart
selection is desirable. It has been suggested by statisticians that using a
strictly random sample of the charts might be a better way to select them
for quarterly review, as this selection would have a lesser likelihood of
resulting in a review of the same charts from quarter to quarter. But how
does one go about drawing a strictly random sample from any population?
Or, for that matter, what does “strictly random” actually mean and why is it
important beyond the likelihood that the same files may not be picked from
quarter to quarter? These questions are addressed by statistics, specifically
the statistics associated with sample selection and data collection.

Another question related to the audit concerns when to initiate cor-
rective action. Suppose a sample of 1 in 10 records is drawn (for 800
clients that would be 80 records) and it is discovered that 20 of the records
have been incorrectly documented. Twenty of 80 records incorrectly doc-
umented would mean that only 75 percent of the records were correctly
documented. This would suggest that an intervention should be initiated to
correct the documentation problem. But it was a sample of the 800 records
that was examined, not the entire 800. Suppose that the 20 incorrectly
documented records were, by the luck of the draw, so to speak, the only
incorrectly documented records in the entire 800. That would mean that
only 2.5 percent of the cases were incorrectly documented.

If the required corrective action were an expensive five-day workshop
on correct documentation, the agency might not want to incur that expense
when 97.5 percent of all cases are correctly documented. But how would
the agency know from a sample what proportion of the total 800 cases
might be incorrectly documented, and how would they know the likelihood
that fewer than, say, 85 percent of all cases were correctly documented if
75 percent of a sample were correctly documented? This, again, is a subject
of statistics.

Emergency Trauma Color Code
The emergency department (ED) of a university hospital was the site of
difficulties arising from poor response time to serious trauma. Guidelines
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indicate that a trauma surgeon must attend for a certain level of trauma
severity within 20 minutes and that other trauma, still severe but less so,
should be attended by a trauma nurse within a comparable time. In general,
it had been found that the response time for the ED in the university
hospital was more or less the same for all levels of severity of trauma—too
long for severe cases and often quicker than necessary, given competing
priorities, for less severe cases.

The ED director knew that when a trauma case was en route to
the hospital, the ambulance attendants called the ED to advise that an
emergency was on its way. Part of the problem as perceived by the director
of the ED was that the call-in did not differentiate the trauma according
to severity. The ED director decided to institute a system whereby the
ambulance attendants would assign a code red to the most severe trauma
cases, a code yellow to less severe trauma cases, and no color code to
the least severe trauma cases. The color code of the trauma would be
made known to the ED as the patient was being transported to the facility.
The intent of this coding was to ensure that the most severe traumas were
attended within the 20-minute window. This in turn was expected to reduce
the overall time from admission to the ED to discharge of the patient to
the appropriate hospital department. (All trauma cases at the red or yellow
level of severity are transferred from the ED to a hospital department.)

Descriptive Statistics, Confidence Limits,
and Categorical Data
A major concern of the director of the ED was whether the new system
actually reduced the overall time between admission to the ED, treatment of
the patient in the ED, and discharge to the appropriate hospital department.
The director of the ED had considerable information about each ED
admission going back a period of several months before the implementation
of the new color-coding system and six months of experience with the
system after it was implemented. This information includes the precise
time that each trauma patient was admitted to the ED and the time that
the patient was discharged to the appropriate hospital department.

The information also includes the severity of the trauma at admission
to the ED on a scale of 0 to 75, as well as information related to gender,
age, and whether the admission occurred before or after the color-coding
system was implemented. The ED director also has information about the
color code assigned after the system was initiated that can generally be
equated to the severity score assigned at admission to the ED. Trauma
scoring 20 or more on the scale would be assigned code red; below 20, code
yellow; and not on the scale, no color.
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Inferential Statistics, Analysis of Variance, and Regression
The question the ED director wishes to address is how she can use her data
to determine whether the color-coding system has reduced the time that
trauma victims spend in the ED before being discharged to the appropriate
hospital department. At the simplest level, this is a question that can be
addressed by using a statistic called the t test for comparing two different
groups. At a more complex level, the ED director can address the question
of whether any difference in waiting time in the ED can be seen as at
all related to changes in severity levels of patients before or after the
color-coding scheme was introduced. She can also examine whether other
changes in the nature of the patients who arrived as trauma victims before
and after the introduction of the color-coding scheme might be the cause
of possible differences in waiting time. These questions can be addressed
by using regression analysis.

Two Caveats of Statistics: Establishing a Significant
Difference and Causality
Two caveats regarding the use of statistics apply directly to this example.
The first is that no statistical analysis may be needed at all if the waiting
time after the initiation of the color-coding scheme is clearly shorter than
the waiting time before. Suppose, for example, that the average waiting
time before the color-coding scheme was three hours from admission to
the ED to discharge to hospital department, and that after the initiation
of the scheme, the average waiting time was 45 minutes. In this scenario,
no statistical significance tests would be required to show that the color-
coding scheme was associated with a clear improvement in waiting time.
Furthermore, it is likely that the color-coding scheme would not only
become a permanent part of the ED armamentarium of the university
hospital but also be adopted widely by other hospitals.

However, suppose that after the initiation of the color-coding scheme
the average waiting time in the ED was reduced from 3 hours to
2 hours and 50 minutes. A statistical test (probably the t test) would
show whether 170 minutes of waiting was actually less, statistically, than
180 minutes. Although such a small difference may seem to have little
practical significance, it may represent a statistically significant difference.
In such a case, the administrator would have to decide whether to retain
an intervention (the color-coding scheme) that had a statistical, but not a
practical, effect.

The second caveat to the use of statistics is the importance of under-
standing that a statistical test cannot establish causality. It might be possible,
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statistically, to show that the color-coding scheme was associated with a
statistical reduction in waiting time. But in the absence of a more rigorous
study design, it is not possible to say that the color-coding scheme actually
caused the reduction in waiting time. In a setting such as this, where
measurements are taken before and after some intervention (in this case,
the color-coding scheme), a number of factors other than the color-coding
scheme might have accounted for an improvement in waiting time.

The very recognition of the problem and consequent concern by ED
physicians and nurses may have had more effect on waiting time than
the color-coding scheme itself. But this is not a question that statistics,
per se, can resolve. Such questions may be resolved in whole or in part
by the nature of a study design. A double-blind, random clinical trial, for
example, is a very powerful design for resolving the question of causality.
But, in general, statistical analysis alone cannot determine whether an
observed result has occurred because of a particular intervention. All that
statistical analysis can do is establish whether two events (in this case, the
color-coding scheme and the improvement in waiting time) are or are not
independent of each other. This notion of independence will come up many
more times, and, in many ways, it is the focus of much of this book.

Length of Stay, Readmission Rates, and Cost per Case
in a Hospital Alliance
The ever-increasing costs of providing hospital services have sparked a keen
interest on the part of hospital administrators in practical mechanisms that
can account for—and control or mitigate—those costs. The administrators
for the Sea Coast Alliance, a system of eight hospitals, want to be able to use
the previous case data to provide guidance on how to control costs. Because
Sea Coast is associated with eight hospitals, it has a substantial volume
of case data that the administrators believe can be useful in achieving
their goal.

There are, in particular, three measures of hospital performance related
to costs that need to be evaluated in this case: length of stay (LOS),
readmission rates, and cost per case. One of the initial questions is whether
there are real differences among the eight hospitals in these three cost-
related measures of hospital performance. The question of what is a real
difference is, of course, paramount. If the average LOS in one of Sea Coast’s
hospitals is five days for all hospital stays over the past year while the average
LOS for another Sea Coast hospital is six days, is this a real difference? Given
certain assumptions about what the average LOS for a year in these two
hospitals represents, this is a question that can be answered with statistics.
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Establishing a Statistical Difference between Two Groups
Using t Tests and Analysis of Variance
If the interest is in comparing two hospitals with each other, the statistic
that could be used would be a t test. In general, though, the real interest
would be in deciding if there was any difference among all eight hospitals,
taken simultaneously. This question can be examined in a couple different
ways. One would be to use analysis of variance (ANOVA). Another would
be to use multiple regression. If by using any of these statistical techniques
it is determined that LOS is different from hospital to hospital, efforts could
be directed toward determining whether lessons could be learned from the
better performers about how to control costs that might be applied to the
poorer performers. The same approach could be applied to understanding
readmission rates and cost per case.

One particular focus of the Sea Coast administrators is diagnostic-
related groupings (DRG) that have especially high costs. In addition to
looking at the performance across the eight hospitals on high-cost DRGs,
Sea Coast would like to be able to examine the question of whether
individual physicians seemed to stand out in LOS, readmission rates, or
cost per case. Identification of individual physicians who have unusually
high LOS, readmission rates, or cost per case can allow Sea Coast to engage
in selective educational efforts toward reduced costs. But an important
question in looking at individual physician differences is whether what
may appear to be unusually high values for LOS, readmission rates, or cost
per case actually are unusual. Again, this question can be answered with
statistics. In particular, predicted values for LOS, readmission rates, and
cost per case can be determined by using regression analysis.

Establishing a Statistical Difference between Two Groups
Using Regression
Regression can also be used to assess whether the differences that may
exist across hospitals or across individual physicians could be attributed to
differences in the mix of cases or patients whom the hospitals accept or
the physicians see. Such differences may be attributable statistically to
such characteristics of patients as sex, age, and payer, which may differ
across the eight hospitals or the numerous physicians. There might also
be differences across cases related to severity or diagnoses. If these were
differentially distributed among hospitals or physicians, they could account
for visible differences. All of these questions can be addressed (although
not necessarily answered in full) by using multiple regression analysis.
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At the Carteret Falls regional hospital, the emergency department has
instituted a major change in how physicians are contracted to provide
services and consequently how services are billed in the ED. Prior to
January 1 of a recent year, emergency department physicians were employed
by the regional hospital, and the hospital billed for their services. Beginning
January 1, the physicians became private contractors working within the
emergency department, essentially working on their own time and billing for
that time directly. Bills are submitted to Medicare under five different coding
levels that correspond to the level of reimbursement Medicare provides.
The higher the coding level, the more Medicare actually reimburses for
the service.

The practice manager for the physicians is concerned that she will
begin to see the billing level creep upward as physicians begin billing for
their own services. As the distinction between levels is frequently a matter
of judgment, the practice manager is concerned that physicians may begin,
even unconsciously, upgrading the level of the coding because it is directly
tied to their reimbursement. The question the practice manager faces is
how to decide if the physicians are upgrading their codes, consciously or
not, after the initiation of the new system. If they are, the practice needs
to take steps, either to ensure that the coding remains constant before and
after the change in billing, or to have very good justification for CMS as to
why it should be different.

Establishing a Difference Using Statistical Tests
The first problem is to determine if the billing levels have changed from
before the change in billing to after the change. But it is simply not enough
to say that there is a change, if one is seen to have occurred. It is critical
to be able to say that this change is or is not a change that would have
been expected, given the pattern of billing in the past. In other words, is
any change seen as large enough to be deemed a real change and not just
a chance occurrence? If a change has occurred, and if it is large enough to
be viewed as a real change, then the second problem arises: determining
whether anything in the nature of the ED cases before and after the billing
change might account for the difference and thus be the explanation of the
difference that will satisfy the Medicare administration.

Both of these problems can be examined by using statistics. In regard
to the first problem, a difference between the distribution of billings across
the five categories before and after the change in billing source can be
assessed by using the chi-square statistic. Or, because the amount of a bill
is constant within the five categories, it is also possible to compare the two
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groups, before and after, using the t test. The second problem, of whether
any difference can be attributed to changed characteristics of the cases seen
in the ED, can be assessed by using regression—when the cost of the bills
before and after is the measure of change.

A Study of the Effectiveness of Breast Cancer Education
A resident at a local hospital has been asked by the senior physician to
develop a pilot study on the effectiveness of two alternative approaches to
breast cancer education, both aimed at women coming to a women’s health
center. The first alternative is the distribution of a brochure on breast
cancer to the women when they arrive at the clinic. The second alternative
is time specifically allocated during a clinic visit wherein the physician
spends 5 to 10 minutes with each woman, giving direct information and
answering questions on the same topics covered in the brochure.

The resident recognizes that a study can be designed in which one group
of women would receive the brochure and a second group would participate
in a session with a physician. She also believes that a questionnaire can
be developed to measure the knowledge women have about breast cancer
before the distribution of the brochure or session with the physician
and after either event, to assess any difference in knowledge. She also is
concerned about possibly needing a control group of women to determine
whether either method of information dissemination is better than no
intervention at all. And perhaps she is interested in whether the brochure
and discussion with the physician together would be better than either
alternative singly.

Although she has been asked to design a pilot study only, the student-
resident wishes to be as careful and as thoughtful as possible in developing
her study. She might consider a number of different alternatives. One would
be a simple t test of the difference between a group of women who received
the brochure and a group of women who participated in the sessions with a
physician. The measurement for this comparison could be the knowledge
assessment administered either after the distribution of the brochure or
after the physician encounter.

Using Analysis of Variance versus t Tests
But the resident may very well be dissatisfied with the simple t test. One
problem is that she wants to include a control group of women who
received no intervention at all. She may also wish to include another group
of women—those who received the brochure and spoke to a physician.
Again, the effect of any intervention (or of none) could be measured using
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her previously developed knowledge assessment, administered after the
fact. This assessment could be carried out using a one-way analysis of
variance.

Again, however, the resident may not be entirely satisfied with either
the t test or the one-way analysis of variance. She might wish to be sure
that in her comparison she is not simply measuring a difference between
women that existed prior to the receipt of the brochures or the physician
sessions. To ensure this, she might wish to measure women’s knowledge
both before and after the interventions, at both times using her knowledge
assessment questionnaire. This assessment could be carried out using a
two-way analysis of variance.

Regardless of whether the resident decides to go with a t test, a one-
way ANOVA, or a two-way ANOVA, one of the more important aspects
of the study will be to randomly allocate women to the experimental or
control group. When measuring knowledge only after the intervention, the
resident will be able to ensure that prior knowledge is not responsible for
any differences she might find only if she is certain that there is only a small
chance that the groups of women receiving different interventions were
not different to begin with. The only effective way to ensure this is through
random assignment to the groups.

Calculating a Standard Hourly Rate for Health
Care Personnel
In an article published in Healthcare Financial Management, Richard
McDermott (2001) discusses the problem and importance of establishing
standard hourly labor rates for employee reimbursement. He points out that
many compensation systems have been worked out over a number of years
by different human resources directors, each with his own compensation
philosophy. As a result, these systems may fail to reflect market conditions
and may be inconsistent in their treatment of differing categories of labor.
McDermott suggests a regression approach to calculating labor rates that
have both internal consistency and external validity.

The approach McDermott suggests for establishing labor rates is based
on an example in which he provides data for 10 different positions. Each
position is assigned a score from 0 to 5 based on the degree of complexity
in the job in five separate categories, such as level of decision making,
amount of planning required, educational requirements, and so on. He
does not indicate specifically which five characteristics are employed in the
example. The assigned scores in each category would have been developed
through an examination of the requirements of the job by a compensation
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consultant after interviews with the incumbent of each position. Each of
the 10 positions also includes an actual hourly wage.

Relating Variables via Regression Analysis: Some Issues
Regression analysis was used by McDermott to assess the relationship
between each of the five characteristics of the job and the actual hourly
compensation. The regression analysis indicates both the relationship
between any one of the five characteristics (when all characteristics are
considered simultaneously) and hourly compensation, and it provides a
set of coefficients by which to translate assigned values on any set of
characteristics into a predicted hourly compensation. This, then, becomes a
relatively objective means of determining hourly compensation for a person
in any position.

There are purely statistical problems in using this regression approach,
at least as discussed by McDermott, to propose hourly compensation.
Particularly, 10 observations (the jobs assessed) are rarely considered by
statisticians to be an adequate number with which to assess the relationship
between five predictor variables (the characteristics) and a sixth predicted
variable (the hourly compensation). While there are no absolute rules for
the number of observations needed relative to the number of variables
assessed, it is often accepted that there should be at least three times as
many observations as variables, and some statisticians suggest a ratio of as
many as 10 observations to each variable.

A second problem with this approach to assigning hourly compensation
is inherent in the fact that many jobs are essentially the same, with similar
job titles and expectations. If such jobs are included in an analysis of the
type discussed here, one of the basic premises of regression analysis, that
there is no correlation between observations, will be violated. This can be
overcome, in part, by the use of dummy variables.

EXERCISES FOR SECTION 1.2

1. Look online, and in magazines or journals that might deal with subjects relevant to your

current work situation or your planned area of work. Can you find discussions that involve

statistics? If so, briefly describe these and how the statistics are applied.

2. Consider experience you have had or a situation that you are familiar with in your work

or planned area of work. Can you imagine any way that this experience or situation could

benefit from the application of statistics? Briefly describe this experience or situation.
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1.3 What Is the “Big Picture”?

Having discussed several specific examples of why a health care worker
might be interested in knowing statistics, and having suggested some ways
in which this book can provide that knowledge, we now want to step back
and ask, what are we actually trying to do? To put it another way, what is
the “big picture”? The big picture is basically this: In any situation in which
statistics may be applicable and useful, the beginning is the question for
which an answer is sought. Are our Medicare claims properly completed?
Does a color-coding scheme for emergencies reduce emergency room time?
Do the hospitals in a region differ in terms of costs? Will an education
strategy work?

In attempting to answer any of these questions, it is generally true that
not all the data that might bear on the answer will ever be available. In some
cases, though it might be possible to access all the relevant data, it might
just be too costly to do so. This would be true, for example, with regard to
Medicare claims in a home health agency. Because it would be very costly
to examine every claim, the answer must rely on a subset of the claims. In
other cases, it might never be possible to access all records or all people
who might be necessary to provide a definitive answer. With regard to the
question of whether an education intervention will increase the knowledge
women have of breast cancer, it would be physically impossible to assess all
women who might ever be potential subjects of such an education effort.

The consequence of this inability to access all the data that may be
relevant to a decision means that it will be necessary, generally, to rely on
only a subset of the data—a sample—to make whatever decision is called
for. Statistics is about the rules and procedures for using a subset of the data
to make the decisions desired. In learning statistics, one learns these rules
and procedures, when and what types of data to apply, and the confidence
that one can have in using the results of the sample data to make inferences
about the total population. This is the basic function of statistics.

In considering the function of statistics as the process of using a sample
to make inferences about a larger population, it is important to point out
that in many cases this is the only way, and often the best way, to reach
decisions. In the case of the acceptability of Medicare claims, for example,
it is highly likely that if the staff of a home health agency were required to
review every one of the files, they would become tired, bored, and generally
unhappy with the process. They might make mistakes or errors in judgment
that they would perhaps not make if they were working with only a sample
of records. When they had finished their audit of the entire population of
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claims, they could very well have less useful information than they would
have had under the limitations of a sample. And, in any case, the cost would
be prohibitive.

1.4 Some Initial Definitions

Before proceeding much further in this discussion, it is essential to make
certain that everyone is clear about a number of terms that will crop up
again and again in this text.

Populations and Samples
Populations are those groups of entities about which there is an interest.
Populations may be made up of people—for example, all citizens of
the United States or all patients who have shown up or ever will show
up at a specific emergency room clinic. Populations may be made up
of organizations—for example, all hospitals in the United States, or all
long-term care facilities in New York state. Populations may be made
up of political entities—for example, all the countries in the world or
all the counties in California. All the persons who might ever receive a
particular type of assessment are a population, and all people who ever will
have an magnetic resonance imaging (MRI) could be considered another
population, or these two groups together could be considered a population.

Populations tend to be large groups of individual persons, objects, or items from which samples
can be taken.

In general, we are interested in characteristics of populations as opposed
to characteristics of samples. We might wish to know the average cholesterol
level of all persons age 55 or older (a population). We might wish to know the
daily bed occupancy rate for hospitals in the United States (a population).
Or we might wish to know the effect of a specific drug on cholesterol levels
of some group of people (a population). If we knew these specific pieces
of information, we would know a parameter. Parameters are information
about populations. In general, except for some data collected by a complete
census of the population (even most complete censuses are not complete),
we do not know parameters. The best we can usually do is estimate
parameters based on a subset of observations taken from populations.

Samples are subsets of populations.
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Samples are subsets of populations. If a population of interest consists of
all patients who have shown up or ever will show up at a specific emergency
room clinic, a sample from that population could be all the patients who are
there on a specific afternoon. If a population of interest consists of all long-
term care facilities in New York state, a sample from that population might
be all these facilities in Buffalo, Syracuse, and Albany. If a population of
interest is all persons who have used or ever will use a cholesterol-reducing
drug, a sample from that population might be all persons who received
prescriptions for such a drug from a specific physician. An individual
member of a sample might be referred to as an element of the sample or,
more commonly, as an observation.

Information from samples can be used to make estimates of information
about populations (parameters). When a specific value from a sample is
used to make an estimate of the same value for a population, the sample
value is known as a statistic. Statistics are to samples what parameters
are to populations. If the parameter of interest is, for example, waiting
time in emergency rooms, an estimate of that parameter could be the
average waiting time for a small, carefully selected group of emergency
rooms. The estimate would be a statistic. In general, we can know values
of statistics but not parameters, even though we would wish to know the
values of parameters.

Random and Nonrandom Samples
The samples, or subsets of a population, may be selected in a random
manner or in a nonrandom manner. All patients in an emergency room on
a specific afternoon would probably not constitute a random sample of all
people who have used or will use an emergency room. All the hospitals in
Buffalo, Syracuse, and Albany might be a random sample of all hospitals in
New York state, but they probably would not be. All persons who received
prescriptions for a cholesterol-reducing drug from a specific physician
would, in general, not be a random sample of all persons who take such
drugs. All of these examples would probably be considered nonrandom
samples. Nonrandom samples may be drawn in many ways. In general,
however, we are not interested in nonrandom samples. The study of
statistics is based on and assumes the presence of random samples. This
requires some discussion of what constitutes a random sample.

Random samples are drawn in a manner whereby every member of the population has a known

probability of being selected.
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A random sample is a sample drawn in a manner whereby every
member of the population has a known probability of being selected.
At a minimum, this means that all members of the population must be
identifiable. Frequently, there is a gap between the population of interest
and the population from which the sample is actually drawn. For example,
suppose a health department wished to draw a random sample of all families
in its area of responsibility to determine what proportion believed that the
health department was a possible source of any type of health services—
prevention, treatment, advice—for members of the family.

The target population is all families in the area of responsibility. If we
assume that this is a county health department, a random sample would
assign a known probability of selection to each family in the county. In
general, this would mean that each family in the county would have an
equal probability of selection. If there were, for example, 30,000 families in
the county, each one would have a probability of 1/30,000 of being selected
as a member of the sample.

But, in general, it would be very difficult to be certain that every family
in the county had exactly a 1/30,000 probability of being selected for the
sample. The difficulty arises from the problem of devising an economically
feasible mechanism of identifying and contacting every possible family in
the county. For example, one relatively inexpensive way of collecting the
information desired would be to contact a sample of families by telephone
and ask them questions. But some families do not have phones, making
their probability of selection into the sample not 1/30,000 but simply
zero. Other families may have more than one phone, and if care is not
taken to ensure that the family is not contacted twice, some families
might have twice the chance (or more) of being selected into the sample.
Still other families—especially in the present age of telemarketing—would
decline to participate, which would make their probability of being included
zero as well.

Other mechanisms of identifying all families in a county or other area
have equal difficulties. Voter rolls list only registered voters. Tax rolls list
only persons who pay taxes. Both of these rolls also contain single persons.
A decision would have to be made about whether a single person constitutes
a family. In summary, then, it is very often nearly impossible, or at least very
expensive, to draw a truly random sample from a target population. What
often happens instead is that the sample drawn is actually from a population
very close to the target population but not the target population exactly.
Instead of all the families in the county being the population from which
the sample is drawn, the population may be all families with telephones.
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The sampled population is the population from which the sample is actually drawn.

The population from which the sample is actually drawn is known as
the sampled population. Inferences from the sample to the population are
always to the sampled population; one hopes that these inferences hold for
the target population as well. Given that the population sampled may not
be exactly the target population desired, there still needs to be a mechanism
for assuring that each member of the population to be sampled has a
known probability generally equal of being selected. There are lots of ways
of assuring randomness in specific settings. Shuffling cards is a way of
assuring that each person has an equal chance of getting the good cards
and the bad cards during the deal—essentially a random distribution of the
cards. Rolling dice is a way of ensuring a random distribution of the faces
of a die. Flipping a coin is a way of ensuring the random appearance of a
head or a tail.

But sampling from a population of all families served by a health
department is more complicated. One workable mechanism might be to
put every family’s name on equal-sized slips of paper, put all the slips of
paper in a box, shake the box, and without looking at the slips of paper,
draw out the number of slips desired. But this approach, although it would
produce a random sample of families, would be both cumbersome and time
consuming. Excel provides several mechanisms that can be used to draw
random samples.

There are basically four different types of random samples: systematic
samples, simple random samples, stratified samples, and cluster samples.

Systematic Samples
Systematic samples are samples drawn by first dividing the population
into subsets equal to the number of observations ultimately desired in the
sample and then drawing a specific observation from each subset. If the
total population of interest consisted of 30,000 families and the sample to be
drawn was to consist of 100 families, the first step in drawing a systematic
sample would be to divide the total population into 100 subsets. Suppose
we have the 30,000 families on a list in alphabetical order. The common
way to divide the families into 100 subsets would be to take the first 300
families as the first subset, the second 300 as the second subset, and so on
to the end of the list.



20 CHAPTER 1: STATISTICS AND EXCEL

A systematic sample is drawn from equally divided subsets of a population.

The next step in drawing a systematic sample would be to select
randomly one family from the first subset of 300. Then the corresponding
family from each of the other 99 subsets would be selected to fill out
the sample. For example, if the family in position 137 in the alphabetical
list were selected at random, then family number 437 (the 137th family
in the second subset of 300) would be taken as the next member of the
sample, and family number 737 would be selected as the third member,
all the way to family number 39,837. This would produce a sample of 100
families, all of which are spaced 300 families apart in the alphabetically
sorted list.

A systematic sample actually represents a single observation in sta-
tistical terms. This is because once the selection is made from the first
subset, all other observations are fixed. If a sample of 100 is to be selected
systematically from a population of 30,000, 300 different samples can be
selected. These 300 samples correspond to each of the 300 families that can
be selected as the first element of the sample. Because systematic samples
are samples made up from a single random selection, the results expected
from statistics do not actually apply to systematic samples. Nevertheless,
systematic samples are often treated as if statistics do apply appropriately
to them. This is generally considered acceptable for drawing inferences
about populations.

Simple Random Samples
Simple random samples are samples drawn in such a way that every
possible sample of a given size has an equal likelihood of being selected
for the sample. If the total population of interest consisted of 30,000
families and the sample to be drawn was to consist of 100 families, every
possible sample of 100 families would have an equal likelihood of being
drawn in a simple random sample. Before the widespread availability of
computers, simple random samples were typically drawn by associating
each element of the population with a number from a random number
table. If the number in the random number table was in a certain range,
the element was included in the sample; if not, the element was not
included in the sample. The advent of personal computers, and especially
such programs as Excel, has eliminated the need for random number tables.
Excel can generate lists of random numbers that can be used to select simple
random samples.
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Simple random samples assume that each sample has an equal likelihood of being selected.

Whereas only 300 different systematic samples of size 100 could be
drawn from a population of 30,000 families, there are far more simple
random samples of size 100. The number of different simple random
samples of 100 families that can be taken from a population of 30,000
families is so large that it would take several lines of text to write it out
completely. It is approximately the number 46,815 followed by 285 zeros.
And each one of this very large number of samples has an equal likelihood
of being selected as the one simple random sample taken.

Stratified Samples
Stratified samples are samples drawn by dividing the total population into
two or more groups, or strata, and then drawing a specified proportion of
each stratum for the sample. The specified portion might be proportional to
the stratum size, or it might be equal to the number drawn from other strata,
regardless of whether the stratum sizes are equal. Within each stratum,
the sample may be drawn by simple random sampling or by systematic
sampling. The sample is typically drawn by simple random sampling.

A stratified sample is drawn by dividing the population into strata and then drawing a specified

proportion from each stratum.

Consider how a stratified sample might apply to our sample of 100
families from a population of 30,000 families. Suppose we know that within
our population of 30,000 families, 3,000 have Hispanic surnames. If we want
to draw a stratified sample that would guarantee that it had proportional
representation of families with Hispanic surnames, we could first divide
the total population into two strata: those with Hispanic surnames and
those with other surnames. Then we could take a sample of 10 families
from among those with Hispanic surnames and a sample of 90 families
from among those who do not have Hispanic surnames.

In general, stratified samples are drawn for two reasons:
1. The researcher wishes to ensure that the groups represented by the

strata are appropriately represented in the final sample.
2. There is reason to believe that the subject of interest to the study is

closely related to the characteristics upon which the strata are based.
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In the latter case, for example, if a health care professional wished to
estimate average height among teenagers 17 to 19 years of age, it would
probably be useful to stratify on sex. As teenagers, males are likely to be
taller than females. At preadolescence, it might be useful to stratify on sex
because females are likely to be taller than males.

Cluster Samples
Cluster samples are samples drawn by first dividing the sample into several
groups, or clusters. The sampling then proceeds in two or more stages. This
discussion is of a two-stage cluster sample only. In the first stage, a set of
the clusters is drawn using either systematic or simple random sampling,
although simple random is most commonly employed. In the second stage,
either all members of the cluster or a sample of members of the cluster are
selected to be included in the final sample.

Cluster samples are drawn via two stages: Groups are drawn first using random or systematic

sampling techniques, and then samples are drawn from those groups.

In the case of our sample of 100 families from among 30,000, the
families to be selected could be divided into ZIP code areas first. The
sample of ZIP code areas randomly selected is the first stage. In the second
stage, families could be selected randomly from those ZIP code groups
selected to fill out the sample of 100. Typically, cluster samples are used
when the collection of data from a simple random sample would involve a
great deal of travel time. The use of clusters limits the travel required for
data collection to only those clusters selected. A major drawback of cluster
sampling is that it is likely to increase the variability of those statistics about
which estimates are to be made.

Cluster Samples versus Stratified Samples
Cluster samples and stratified samples differ from one another. In using
cluster samples, only a few of the groups or clusters actually have members
represented in the final sample. When using stratified samples, all groups,
or strata, have members represented in the final sample. For the material
presented in this book, it is assumed that the data were drawn in what
would be considered either a simple random method or a stratified method
with the number of observations drawn from each stratum proportional to
stratum size.
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Variables, Independent and Dependent
Throughout this book there are frequent references to the term “variable.”
A variable is a characteristic of an observation or element of the sample
that is assessed or measured. A value for a variable across all members of a
sample (e.g., the average height of preadolescent teens) is typically referred
to as a statistic. The comparable value for the population is a parameter.
Most statistical activities are an attempt either to determine a value for
a variable from a sample (and thus to be able to estimate the population
value) or to determine whether there is a relationship between two or
more variables.

A variable is a characteristic of an observation or an element of the sample that is assessed

or measured.

In order to show a relationship between two or more variables, the
variables must vary. That is to say that they must take on more than one
value. Any characteristic of a population that does not vary is a constant.
There can be no relationship between a constant and a variable. This
is equivalent to saying that there can be no way of accounting for the
value of any variable by referring to a constant. For example, if we wished
to describe variations in adult-onset diabetes rates among persons with
Hispanic surnames, it would be useless to employ Hispanic surname as an
explanation, because it is constant for all these people. It cannot explain
differences. But if we wished to describe differences in adult-onset diabetes
among all the people living in, say, New Mexico, Hispanic surname or
non-Hispanic surname might be a useful variable to employ.

Variables, Categorical and Numerical
Variables are typically classified as either of two types: categorical or
numerical. Numerical variables are further classified as either discrete or
continuous. These distinctions are important for the type of statistic that
may effectively be employed with them.

Categorical variables are distinguished simply by name.

Categorical variables are variables whose levels are distinguished simply
by names. Hispanic and non-Hispanic surname is a two-level categorical
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variable that roughly distinguishes whether a person is of Hispanic ancestry.
Sex is a two-level categorical variable that in general divides all persons
into male or female. Categorical variables can take on more levels as well.
Type of insurance coverage, for example, is a multilevel categorical variable
that may take on the values Medicare, Medicaid, voluntary not-for-profit,
for-profit, self-pay, and other. Other categorical variables may take on
many levels.

Although a variable may be represented by a set of numbers, such
a representation does not automatically mean that it is not a categorical
variable. The International Classification of Disease (ICD)-11 -CM (Clin-
ical Modification) code is a categorical variable, even though the codes
are represented as numbers. The numbers simply classify diagnoses into
numerical codes that have no actual numerical meaning. Another type
of categorical variable that is assigned a number is the dummy variable.
The dummy variable is a two-level categorical variable (e.g., sex) that is
assigned a numerical value, usually the values 1 and 0. The value 1 might be
assigned to female and 0 assigned to male, or vice versa. Although this type
of variable remains a categorical variable, it can be treated as a numerical
variable in some statistical applications that require numerical variables.
However, a categorical variable with more than two levels, such as the
ICD-9-CM code, can be treated as a numerical variable in analysis only
by dividing the multilevel categorical variable into a number of two-level
categorical variables that can be treated as dummy variables.

Numerical variables are distinguished by number.

Numerical variables are, as the name implies, variables whose values
are designated by numbers. But unlike ICD-9-CM codes, the numbers have
some meaning relative to one another. At the very minimum, a numerical
variable whose value is, for example, 23 is presumed to be larger than a
numerical variable whose value is 17. Numerical variables may be measured
on three scales: the ordinal scale, the interval scale, and the ratio scale.

Ordinal Scale
The ordinal scale is a scale in which the values assigned to the levels
of a variable simply indicate that the levels are in order of magnitude.
A common ordinal scale is the Likert scale, which requests a response to
one of usually five alternatives: strongly agree, agree, undecided, disagree,
or strongly disagree. These responses are then assigned values of 1 to 5, or
5 to 1, and treated as values of a numerical variable. Treating Likert scale
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responses like numerical variables assumes that the conceptual difference
between strongly agree and agree is exactly the same, for example, as the
conceptual difference between undecided and disagree. If that cannot be
assumed, then ordered variables, such as Likert scale variables, even if
assigned numerical values, should not be treated as numerical variables in
analysis but must be treated as categorical variables.

Interval Scale
The interval scale is a scale in which the values assigned to the levels of a
variable indicate the order of magnitude in equal intervals. The commonly
employed measures of temperature, Fahrenheit and Celsius, are interval
scales. For Celsius, for example, the value of 0 refers not to the complete
absence of heat but simply to the temperature at which water freezes. One
hundred on the Celsius scale refers to the temperature at which water boils
at sea level. The distance between these two has been divided into 100 equal
intervals. Because this is an interval scale measurement, it is accurate to say
that the difference between 10 degrees Celsius and 15 degrees Celsius is the
same as the distance between 20 degrees Celsius and 25 degrees Celsius.
But it is not accurate to say that 20 degrees Celsius is twice as warm as
10 degrees Celsius.

Ratio Scale
The ratio scale is a scale in which the values assigned to the levels of a
variable indicate both the order of magnitude and equal intervals but,
in addition, assumes a real zero. The real zero represents the complete
absence of the trait that is being measured. Temperature measured on the
Kelvin scale has a real zero, which represents the complete absence of heat.
At a more prosaic level, the number of patients in an emergency room is
measured on a ratio scale. There can be zero patients in the emergency
room, representing the complete absence of patients, or there can be any
number of patients. Each new patient adds an equal increment to the
number of patients in the emergency room. In general, any variable that is
treated as numeric for statistical analysis is assumed to be measured on at
least an interval scale and most commonly on a ratio scale.

Discrete and Continuous Numerical Variables
Discrete numerical variables are variables that can take on only whole
number values. Discrete numerical variables are typically the result of the
counting of things, persons, events, activities, and organizations. The num-
ber of persons in an emergency room is a discrete numerical variable.
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There must always be a whole number of persons in the room—for
example, 23. There can never be 23.7 persons in an emergency room. The
number of children born to an unmarried woman, the number of orga-
nizations that are accredited by a national accrediting body, the number
of physicians on a hospital staff, the number of health departments in a
state—these are all discrete numerical variables.

Continuous numerical variables are variables that can take on any
value whatsoever. They can be whole numbers, such as 47, or they can
be numbers to any number of decimal places, such as one-third (which is
0.33333 . . . and so on forever). The amount of time that a person spends in
an emergency room is a continuous variable that can be stated to any level
of precision (in terms of minutes, seconds, parts of seconds) that we have
the ability and interest to measure. Body temperature, pulse rate, height,
weight, and age are all continuous numerical variables. Measures that are
created as the ratio of one variable to another, such as cost per hospital
admission or cost per day or proportion of children fully immunized, are
also continuous numerical variables.

Probabilities of occurrence of discrete or continuous numerical vari-
ables cannot be found in the same ways. In general, it is possible to find the
exact probability of the occurrence of a discrete outcome based either on an
a priori distribution or on empirical information. Probabilities of outcomes
for continuous numerical variables, however, can only be approximated.
Despite this, the distribution of continuous numerical variables has been
extensively researched and in the form of the normal distribution: Particu-
larly, it forms the basis of most statistical analyses for numerical variables,
whether the variables are measured as discrete or continuous.

EXERCISES FOR SECTION 1.4

1. For each of the following sets of entities, decide whether you think the set is more likely to

be a population or a sample, and explain why.

a. All hospitals in the United States

b. All patients in the emergency room of a given hospital on a given day

c. One hospital from each of the 50 largest cities in the United States

d. All health departments in a given state

e. The patients who visit a single physician

f. Operating room procedures for February 11 in a single hospital
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2. What mechanisms might you use to obtain a list of all members of the following target

populations, and how successful might you be?

a. Emergency room visitors for the past six months at a single hospital emergency room

b. Hospitals in the United States

c. Patients visiting a single health department

d. All food service facilities in a health department catchment area

e. All people in a single hospital catchment area

f. People who will dial 911 in the next six months in a given municipality

3. Determine whether each of the following is a systematic sample, a simple random sample,

a stratified sample, a cluster sample, or a nonrandom sample, and indicate why.

a. A sample drawn by randomly selecting 50 pages from a telephone book and taking the

fifth name on each page

b. A sample drawn by dividing all persons visiting an emergency room in the past six

months into male and female and randomly selecting 100 from each group

c. A sample drawn by selecting the person who arrives at a doctor’s office at a time closest

to a randomly selected time of day (say, 9:10 A.M.) and each person coming closest to

that time on 40 subsequent days

d. Any five cards drawn from a well-shuffled deck

e. A sample drawn by randomly selecting six health departments from among those in

a state and then randomly selecting six staff members from each of the six health

departments

f. A sample taken by selecting 20 hospitals in such a way as to ensure that they are

representative of the types of hospitals in the United States

4. For each of the following random variables, determine whether the variable is categorical

or numerical. If the variable is numerical, determine whether the phenomenon of interest

is discrete or continuous.

a. The number of clients at a health department Maternal and Child Health (MCH) clinic

b. The primary reason for an MCH clinic visit

c. The length of time in minutes spent by a client waiting to be seen at the clinic

d. Whether children at the clinic have the recommended immunizations

e. The weight of children seen at the clinic

f. The income of families of clients seen at the clinic
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5. Determine whether each of the following scales is nominal, ordinal, interval, or ratio and

indicate why.

a. The classification of patients into male and female

b. The designation of male patients as 0 and female patients as 1

c. The number of live births to a woman coded 0, 1, 2, 3, or more

d. The measured pulse rate

e. The number of staff members in a health department

1.5 Five Statistical Tests

This book consists of two sections. The first section, which comprises the
first six chapters, is essentially preparatory material designed to equip
the user of the book for the second section. The first section includes this
introduction, a chapter on the use of Excel for statistical analysis, a chapter
on data acquisition and preparation for statistical analysis, a chapter on
descriptive presentation of data and Excel’s graphing capability, a chapter
on probability, and a chapter on the examination of data distributions.

The second section of the book, which comprises Chapters 7
through 14, is concerned with hypothesis testing. Hypothesis testing is
essentially the act of determining whether data from a sample can be
seen to support or not support a belief in independence between two or
more variables in a population; one is commonly considered a dependent
variable and the other or others are thought of as independent variables.

Five separate statistical tests that address this question of independence
are discussed in this book. They are the chi-square test, the t test, analysis of
variance (ANOVA), regression analysis, and Logit. In practical terms, each
of these tests can be thought of as testing whether sample values for two
or more variables could have been drawn from a population in which the
variables are independent of one another. Without considering specifically
what independence means in regard to any one of these tests, it is possible
to distinguish between these five tests on the basis of the type of data for
which they are able to assess independence.

Chi-Square Test
The chi-square test can be used to assess the independence of two variables,
both of which are categorical. Either of the two variables may take on two
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or more levels or categories, but the data itself are measured simply as
named categories. For example, the chi-square can be used to determine
whether coming to an emergency clinic for a true emergency or for a visit
that is not an emergency (a two-level categorical variable) is independent
of whether one comes during the day or during the night (another two-
level categorical variable). Or a chi-square test could be used to determine
whether the desire of women for an additional child (a two-level, yes–no
variable) is independent of the number of children she already has in
the three categories—for example, one, two or three, and four or more. The
chi-square can be used on variables that take on larger numbers of values
as well, but in practical terms, it is unusual to see a chi-square that involves
variables having more than three or four levels.

t Test
The t test can be used to assess the independence of two variables. The t test
assumes that one variable is a numerical variable measured in either discrete
or continuous units and the other is a categorical variable taking on only
two values. For example, the t test can be used to determine whether the
score people receive on a test of knowledge about breast cancer measured
on a 20-point scale (a numerical variable) is independent of whether those
people were specifically and consciously exposed to knowledge about breast
cancer or were not (a two-value categorical variable). Or a t test could be
used to determine whether the cost of a hospital stay (a numerical variable)
was independent of whether the patient was a member of an HMO or was
not (a two-level categorical variable).

Analysis of Variance
Analysis of variance, or ANOVA, an extension of the t test, can be used
to assess the independence of two or more variables. ANOVA assumes
that one variable is a numerical variable measured in either discrete or
continuous units and the others are categorical variables that may take
on any number of values rather than only two. ANOVA, for example,
could be used to assess not only whether a knowledge score about breast
cancer was independent of exposure to knowledge about breast cancer
but also whether the score might be independent of several different types
of exposure. Exposure could be the reading of a brochure, a one-on-one
discussion with a physician, both, or neither. Analysis of variance could
also be used to determine whether the length of a hospital stay (a numerical
variable) was independent of the hospital in which the stay took place over
five separate hospitals (a categorical variable taking on five values).
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Regression
Regression, a logical last stage in this progression, is a technique that can
test the independence of two or more numerical variables measured in
either discrete or continuous units. Regression may also include one or
more categorical variables, any one of which can take on only two values
(in which case, it is often referred to as analysis of covariance). Regression,
then, could test the independence, for example, of the cost of a hospital
stay (a numerical variable) and the length of a hospital stay (a second
numerical variable) across an essentially unlimited number of hospitals. Or
it could assess the independence of the dollar value of all hospital billings
(a numerical variable) and the number of patients admitted (a second
numerical variable) for a sample of for-profit and not-for-profit hospitals
(a categorical variable taking on two values).

Logit
Logit, an extension of regression, can examine the independence of two or
more variables where the dependent variable is a dichotomous categorical
variable and the independent variable or variable set may be categorical
(taking on only two values) or numerical—either discrete or continuous.
Logit could be used, for example, to assess the independence of the
outcome of an emergency surgical procedure (measured as successful or
unsuccessful) and such variables as the degree of presurgery trauma, the
length of time between the emergency and the surgical procedure, the age
of the patient, and so on.

EXERCISES FOR SECTION 1.5

1. Consider which type of analysis could be used to assess independence for each of the

following sets of data and state why this would be so (the dependent variable is given first).

a. Hospital length of stay per admission and insurance type, including Medicare, Medicaid,

private not-for-profit, private for-profit, and self-pay

b. Cost per hospital stay and sex, age, and whether medical or surgical

c. Whether a woman desires an additional child and the number of children now living

categorized as none, one or two, and three or more

d. Blood pressure readings for a group of people before and after the initiation of a

six-week exercise and diet regimen
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e. Hospital length of stay per admission for the first digit of the ICD-9/ICD-10 code

f. Birth weight for newborns measured as low or normal and gestational age, mother’s

age, and whether she is a smoker or a nonsmoker

2. Suggest a dependent variable and at least one independent variable for a question that

could be analyzed using each of the following:

a. Chi-square analysis

b. A t test

c. Analysis of variance

d. Regression

e. Logit

KEY TERMS

analysis of variance (ANOVA)

categorical variable

chi-square statistic

cluster sample

continuous numerical variable

dependent variable

discrete numerical variable

dummy variable

independent variable

interval scale

Likert scale

Logit

Medicare

numerical variable

parameter

population

random sample

sample

sampled population

simple random sample

spreadsheet

statistic

stratified sample

systematic sample

t test

target population

variable




