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PREFACE

Introduced in 1958, the term magnetosphere refers to
the magnetic cavity surrounding a celestial body. Invisible
to the human eyes, magnetospheres can only be explored
through the development of instruments, theories and
numerical models. With the advent of the space age we
have started exploring them in situ and accumulated an
impressive amount of data over the years. Sixty years after
the term magnetosphere was been defined, it is challeng-
ing to review the existing knowledge on solar systemmag-
netospheres in one single book.
This bookprovides anoverviewof themagnetospheres in

the solar system, from the small induced magnetospheres
that form around unmagnetized bodies to the large magne-
tospheres of the giant planets. Magnetospheres are highly
complex, structured and time-dependent systems con-
stantly interacting with the solar wind and the components
of the planetary systems, such as their ionosphere, atmos-
phere, surface, rings, and moons. Each magnetosphere is
unique and contains various intertwining subregions, parti-
cle populations, and plasma processes. This explains the
scientific interest of magnetospheric physics: magneto-
spheres are accessible natural laboratories for studying fun-
damental physical processes of universal application.
Moreover, the Earth’s magnetosphere is a key component
of our near-space environment on which our modern socie-
ties are increasingly dependent.
The book is divided in eleven sections that cover the

current state of our understanding as well as future direc-
tions for scientists. Part I starts with a brief history of mag-
netospheres and presents the basic principles and
equations. Part II addresses the fundamental processes
that govern magnetospheric physics. The three following
sections are dedicated to the Earth’s magnetosphere, the
most studied and best known of the solar system magneto-
spheres. They respectively focus on its coupling with the
Earth’s ionosphere (part III), its coupling with the solar
wind (part IV), and its dynamics (part V). The next sections
are oriented toward other solar system bodies. After a
discussion about planetary magnetic fields in part VI, we
focus on the induced magnetospheres in part VII, on the

magnetospheres of giant planets in part VIII and, in
part IX, on “minimagnetospheres”, such as those of
Mercury andmagnetizedmoons. PartX considers the tools
that are used to investigate magnetospheric processes.
Finally, part XI discusses the key questions and challenges
to be addressed in the coming years, providing some
insights on the future developments of magnetospheric
research. The chapters contained herein include contribu-
tions from experimentalists, theoreticians, and numerical
modelers.
We hope that this book will be a resource for both the

novice researcher and the experienced scientist. For those
less acquainted with current topics in Earth and planetary
magnetospheric research, this book will provide the back-
ground material required to be knowledgeable on the
current state of the art. For experts, it will act as a refer-
ence to the most important magnetospheric science break-
throughs and help expand the reader’s horizons with its
coverage of the diverse near-body regions in space. With
this book, we hope that the reader will comprehend most
of the features of magnetospheres and find the keys to
delve as far as possible into them.
We gratefully acknowledge support and guidance from

Rituparna Bose and Daniel Finch of John Wiley & Sons,
Inc. through the book proposal process, the external peer
review of the chapters, and the book production process.
We also thank all the authors for their contribution and all
the reviewers for their assistance.
This book is dedicated to the memory of Richard M.

Thorne.
Romain Maggiolo

Royal Belgian Institute for Space Aeronomy,
Belgium
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Research Institute in Astrophysics
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A Brief History of the Magnetosphere

David J. Southwood

ABSTRACT

The early history of the magnetosphere is taken from the earliest suggestions of a material transport between Sun
and Earth by Sabine in the nineteenth century, through the work of both Birkeland and Chapman and coworkers
in the early twentieth century to the naming of the magnetosphere, the proposal of the open magnetosphere, and
the discoveries of the first decade and a half of the space age.

1.1. INTRODUCTION

One could begin a history of the magnetosphere as early
as 1600 when Gilbert published his “DeMagnete,” which
first treated the magnetism of the Earth as having an
embedded planetary dipole. Alternatively, one could start
with the coining of the term by Thomas Gold in the early
spaceage in1959.AsneitherGilbert norGold reallyunder-
stoodwhat turnedout tobe themost sensitive andbasic sci-
entific issues, it is probably a good compromise to start
with Edward Sabine in 1852 (Sabine, 1852). In his report
to the Royal Society of London, Sabine was the first to
glimpse dimly the nature of the electromagnetic coupling
between the Sun and Earth that is fundamental to both
the formation of the magnetosphere and also its activity.

1.2. BRITISH WORK IN THE NINETEENTH
CENTURY

Edward Sabine was a both scientist and a soldier, in
the latter capacity seeing service in North America in
the War of 1812. His interest in geophysics stemmed ini-
tially from working in geodesy. He moved from measur-
ing terrestrial gravity to the study of the terrestrial
magnetic field, which he realized needed to be surveyed

globally. No doubt after pointing out to his superiors in a
maritime nation with a global empire the relevance of
understanding the magnetic field for navigational pur-
poses, Colonel Sabine set up magnetic observatories
across the globe. His 1852 paper reports results on the
variation of the field with time at the widely separated
locations of Toronto and Hobarton (now Hobart, Tas-
mania). Diurnal variations are seen but also there are
disturbances detected at both sites widely separated in
longitude and latitude. The most important comment
he makes for our purpose is to relate his results to those
of a German astronomer, Heinrich Schwabe, who had
proposed from a long record of solar observations that
sunspots exhibited a regular 11 year cycle. Sabine noted
that the variation in global magnetic activity appeared to
match Schwabe’s sunspot period. He further noted that
Schwabe had failed to detect any change in terrestrial cli-
mate on the same scale. He then goes on to make the pre-
scient remark “But it is quite conceivable that affections
of the gaseous envelope of the Sun, or causes occasioning
those affections, may give rise to sensible magnetical
effects at the surface of our planet, without producing sen-
sible thermic effects.” The word “sensible” here is in the
(archaic) sense of “detectable”.
The first observations of what we now know to be a

direct correlation between a solar phenomenon and a geo-
magnetic response came within a few years. In 1859 a
global magnetic disturbance occurred, now called the
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Carrington storm (Carrington, 1860). There is an irony in
this attribution. What Carrington actually reported to the
Royal Astronomical Society was the first observation of
white light flares on the Sun. In his report he does refer
to an almost simultaneous magnetic disturbance followed
about 17 hours later by large magnetic disturbances. The
observations would have been provided by Balfour Stew-
art and came fromKew (near London) (Stewart, 1860). In
the discussion of the magnetic observations, Carrington
was asked whether there was a direct relationship between
the magnetic disturbances and the extreme solar event; he
replied cautiously “….While the contemporary occurrence
may deserve noting, he would not have it supposed that he
even leans towards hastily connecting them. One swallow
does not make a summer.” (Carrington, 1860). Balfour
Stewart (1860) reported on the magnetic events and had
no such caution. Extended magnetic disturbances were
recorded globally between 28 August and 2 September
1859. He pointed out that auroral displays were seen in
parts of the British Empire (e.g. in the Caribbean, in
India) where they had never been seen before or since.
In his report on those disturbances, he described Carring-
ton’s observations but after gently criticizing Carrington’s
caution, he invoked specifically Sabine’s earlier result.
“Since General Sabine has proved that a relation subsists
between magnetic disturbances and sun spots, it is not
impossible to suppose that in this case our luminary was
taken in the act.” Removing the British understatement,
this statement directly supports the notion of a Sun–Earth
connection.
The quasi-instantaneous signal would have been due to

modification of the ionospheric conductivity by incident
X-ray andUV radiation, thus enhancing the magnetic sig-
nals associated with the daily dynamo motion in the ion-
osphere. The delayed signal would have been the shock of
flare material arriving and disrupting the magnetosphere.
It would be years before these explanations became com-
mon currency.
Carrington’s caution reflected the tenor of the times. In

that era, Kelvin and Rayleigh ruled the British scientific
roost and neither scientist was inclined to accept that
material could move directly through space from Sun to
Earth. Despite his referring directly to Sabine’s (1852)
result and the events of 1859, Kelvin’s assessment was
made clear in his presidential address to the Royal Society
in 1892 (Kelvin, 1892).
Southwood (2015) credits Stewart with keeping alive

the idea that there might be amaterial connection between
the Sun and Earth following Carrington’s report. As we
see later, it was carried forward by his student Arthur
Schuster. Schuster also did much to elucidate solar and
lunar patterns. Using four magnetic stations, Schuster
and Lamb (1889) provided the basic breakdown of the
regular magnetic diurnal patterns of disturbance fixed
with respect to the Sun and also a lunar component

originally identified by Sabine (1861). However, by the
end of the nineteenth century there remained an open
question over the largest global disturbances, which show
no obvious link with time of day but did vary in intensity
over the solar cycle. The codification of the lunar (L) and
Solar (Sq) quiet day current patterns was undertaken by
Sydney Chapman (1913) using much more coverage (21
stations) (Matsushita, 1968). The global magnetic pattern
for the magnetically disturbed periods or geomagnetic
storms was also distinctive. The pattern was called the dis-
turbance system (SD orDS). Following a large amount of
magnetic survey work for the British Royal Observatory,
Chapman (1919) published a paper outlining themagnetic
disturbance patterns and containing what is the first
attempt by a Briton for a theory. However, before we look
at what he said and where it led, one should note that there
had been much earlier suggestions concerning the source
of geomagnetic disturbances and the aurorae they bring in
their wake.

1.3. SCANDINAVIAN WORK IN THE
NINEETEENTH CENTURY

The British analysis of magnetic disturbances was sta-
tistical. It was assumed that the signals originated in
motion of a conducting part of the atmosphere. The
synching of signals with lunar or solar phase makes a
statistical approach natural. Unsurprisingly, Chapman
wanted to look at the disturbed magnetic signals in a
similar way. This was not the approach of the Scandi-
navians who lived under the aurora and saw it night
by night.
Kristian Birkeland is one of Norway’s greatest scien-

tists. He was born in 1867 in Kristiania, later to become
Oslo. From a comfortable background, his exceptional
nature showed early on. After university in Kristiania,
in 1893, he left to go to Paris to study at the Ecole Poly-
technique where his initial interest was in the new science
of electromagnetism coming from Maxwell’s unifying
equations. After travel elsewhere in Europe he returned
to Norway to become the youngest professor in the uni-
versity in Kristiania.
Even for a Norwegian from as far south as present-day

Oslo, the aurora is a natural interest. Until the nineteenth
century the aurora was often assumed to be an atmos-
pheric effect. Despite the concurrent auroral disturbances
in the great magnetic storm of 1859 referred to above, the
question of auroral origin and any electromagnetic effect
or link to the Sun appears not to have been examined
much further in the UK. It was Birkeland who picked
up the scientific challenge of explaining the aurora.
Birkeland’s life and work are ably discussed in Egeland

and Burke’s monograph (Egeland and Burke, 2005).
When he returned to Norway, Birkeland was thoroughly
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grounded in electromagnetism and experimental tech-
nique. Moreover, he was well aware of the new discovery
of the electron by J. J. Thompson in 1897. He suspected
that this new physics may contain an explanation of auro-
ral origin. Never a man to shy from experimental work or
observation, he organized a series of expeditions to north-
ern Norway and arranged subsidiary observations else-
where in Russia and Iceland. Although the first
expedition was abandoned through extreme weather,
the work established over time a vast body of observations
documented in a series of volumes (Birkeland, 1901, 1908,
1913). The height of the aurora was shown to be around
100km. The electromagnetic nature of the aurora itself
was firmly established by showing that horizontal cur-
rents, the auroral electrojet, flow in the actual displays.
Birkeland speculated that the source of the auroral light
is due to electrons of extraterrestrial origin impacting
the upper atmosphere. He had constructed a model Earth
in a vacuum chamber (a terrella) and on exposing it to a
beam of electrons succeeded in creating a ring of light
around the magnetic poles, mimicking the shape of the
actual auroral zone. He sent a paper to Nature advancing
his idea that the aurora represents incident beams of elec-
trons of solar origin. At this point, fate intervened as the
paper was sent to Arthur Schuster to referee. Schuster
recommended rejection as he pointed out that the beam
of negatively charged particles would be quenched by
an electric field as the Sun would charge positive and
the Earth charge negative. Birkeland recognized that
the argument was correct and immediately modified the
idea to propose an electrically neutral stream of charged
particles from the Sun, i.e. what is now called plasma. Pos-
sibly stung by the rejection, Birkeland never resubmitted
the modified idea to Nature but included it in the formal
reports of the expeditions. The report published in 1908
(Birkeland, 1908) included a sketch like that reproduced
in Figure 1.1 (from Southwood, 2015). Diagrams such
as this, showing downward current entering the upper
atmosphere at one longitude, flowing through it horizon-
tally and leaving by an upward return current at a sepa-
rate longitude, are now commonplace. Birkeland had
made the first sketch of the three-dimensional electrical
current system of an auroral disturbance. The sketch
would be recognized today.

1.4. SCHISM

Nature is a British journal and, in the early years of the
twentieth century, Britain was possibly the most impor-
tant scientific nation. It seems likely that had Birkeland’s
corrected idea been published in the British literature, it
might have forestalled what became a major schism in
the science community. Part of the problem was philo-
sophical but Southwood and Brekke (2017) suggest that

part was personal embarrassment for a man who was fast
becoming the dominant British name in the field. As
already noted, Chapman (1919) had made a major anal-
ysis of magnetic data associated with what had been iden-
tified as the disturbed time current system. However, the
paper included an appendix that put forward the same
idea that Birkeland had originally propounded more than
a decade before. Chapman proposed that the disturbances
were due to electrons incident on the atmosphere. The
error was caught rapidly after publication by Lindemann
(1919), who published a critique effectively suggesting, as
Birkeland had done already, that there might be a neutral
stream of positive and negatively charged particles from
the Sun. Southwood (2015) pointed out that, although
Chapman was most likely unaware of Birkeland’s idea,
Schuster (1911) appeared to have grasped the idea. How-
ever, after 1919, British references [and even American
references (e.g. Parker, 1969)] attribute the neutral stream
notion to Lindemann.
The antipathy between the British and Scandinavian

schools continued for around 40 years until sophisticated
results from space brought it to an end. The discussion by
Fukushima (1994) is informative. Chapman felt statistical
information was fundamental. He also had a mathemat-
ical reason for ignoring the possibility of currents flowing
into and out of the upper ionized atmosphere, the iono-
sphere. It was a uniqueness theorem. Themagnetic pertur-
bations recorded on the surface of the Earth could always
be attributed to a unique set of currents in the conducting

Earth

Figure 1.1 Reproduction from Southwood (2015) of the sketch
on p. 105 of Volume 1 of Birkeland’s report on the 1902–1903
polar expeditions (Birkeland, 1908). It is not quite clear in
Birkeland’s text, but the dotted and dashed lines represent the
streaming charges of opposite sign in a charge neutral stream
from the Sun.
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ionosphere if it was assumed no current flowed in and out
of the top of the ionosphere. For any given field pattern
these were referred to as the equivalent current system.
There had, nonetheless, been work by Vestine and Chap-
man (1938) that purported to show that the purely hori-
zontal current model of Chapman fitted data better.
Fukushima (1969) showed that the model proposed by
Vestine and Chapman to represent that of Birkeland
was somewhat unreasonable. Changing the assumption
to something more rational revealed that there was little
to choose between the systems. Fukushima (1971) further
showed explicitly that the current system above the iono-
sphere is shielded from the ground, i.e. undetectable.

1.5. CHAPMAN–FERRARO: A CAVITY IN
A STREAM OF CHARGED PARTICLES FROM

THE SUN

In 1927,V.C.A.Ferraro beganpostgraduate studywith
Chapman at Imperial College London. Chapman’s earlier
work had shown that a geomagnetic storm began with an
increase of the magnetic field worldwide. The delay
between evidence of anything occurring on the Sun and
thearrival emphasized that the solar–terrestrial connection
was not through electromagnetic radiation but was trans-
mitted via material (corpuscular) means. Chapman gave
Ferraro the magnetic storm problem to study (Ferraro,
1969). He was to examine the effect of a neutral unmagne-
tizedstreamofchargedparticles fromtheSun impingingon
the terrestrialmagnetic field (ChapmanandFerraro, 1930,
1931, 1932, 1933). The theory preceded any notion ofmag-
netohydrodynamics and frozen-in magnetic field; space
between the Earth and the Sun was treated as unmagne-
tized. The stream was shown to enclose the geomagnetic
field in a cavity. This was the first identification of a terres-
trial magnetic domain that would eventually be named the
magnetosphere.Thegeomagnetic fieldcavitywasbounded
by a current sheet now called the magnetopause. The con-
finement of the terrestrial field within a bubble within the
streamwell explained the existenceof a terrestrialmagnetic
cavity, whose internal fieldwould increase if increased out-
flow occurred from the Sun. The mathematical solution
used to illustrate the magnetic confinement used a two-
dimensional image dipole, as shown in Figure 1.2. 30 years
later, Jim Dungey published an analytic two-dimensional
solution of the Chapman–Ferraro problem in 1961
(Dungey1961a).Bythen, computershadadvancedenough
that three-dimensional numerical solutions were about to
appear (Spreiter and Briggs, 1962).
Unfortunately, as it stood, the Chapman–Ferraro

model did not explain much more about magnetic storms
than the increase in global field at stormonset. One feature
of themodel is thepointsmarkedQ inFigure 1.2,where the

field goes to zero. It was recognized that particles might
enter the cavity here and guided by the fieldwould impinge
on the atmosphere at auroral latitudes. Nevertheless,
although the latitude was right, there was no mechanism
to explain how the aurora was seen on the nightside.
A second major problem was that after the initial

increase in terrestrial field in the main phase of a geomag-
netic storm, the field was depressed generally by a much
larger amount than the initial enhancement. Daglis
et al. (1999) note that the depression of the field in the
main phase had been known since the nineteenth century.
(Fitzgerald, 1892), Chapman (1919), and, two years ear-
lier, Schmidt (1917) had suggested that the depression
was due to solar charged particles encircling the Earth.
Chapman and Ferraro’s theory did propose that solar
particles somehow progressively penetrated to the terres-
trial magnetic cavity so that the current built up but
understanding would really only arrive once a significant
external field was allowed for.

1.6. ALFVÉN: THEORY OF STORMS AND THE
ADVENT OF MAGNETOHYDRODYNAMICS

In the 1940s, Hannes Alfvén and his research group
based in Stockholm became the major proponents of
the Scandinavian school.
Alfvén (1939, 1940) proposed a new storm model

focused on explaining the access of charged particles to
make the ring current and the aurora. It was wrong, partly
due to a complete rejection of Chapman’s ideas. The

Neutral
stream
of charged
solar
particles

Q

Q

Figure 1.2 The Chapman–Ferraro cavity. Reproduction of
Chapman and Ferraro’s sketch of the noon–midnight meridian
of the enclosure of the Earth’s field by a neutral stream of
solar charged particles. The field pattern shown is produced
by an image dipole on the left hand side. The letters Q mark
magnetic neutral points on the boundary.
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theory assumed that a magnetized incident charged parti-
cle stream was able to simply flow onto the Earth field. In
other words, there was no allowance for a magnetopause.
Alfvén himself was a great admirer of Birkeland and the

modeldoes resembleadevelopmentofhis ideas.Themodel
also introduced the important ideaof therebeinganelectric
field within the terrestrial environment due to the solar
interaction, effectively placingavoltage imposed fromout-
side on the terrestrial system. The induced electric field
meant that there was a potential for the solar material to
do work on the terrestrial system. In practice, the absence
of inclusion of the effects that cause the magnetopause to
form meant that Alfvén’s electric field was in the wrong
direction. Nevertheless, its introduction was important.
In 1942, Alfvén made an enormous step in a short

Nature paper (Alfvén, 1942), which introduced the idea
of the magnetic field being frozen into a perfectly conduct-
ing medium like a plasma. This is seen as the invention of
magnetohydrodynamics (MHD). It explained the magne-
tized nature of any plasma flowing from the Sun (as Alf-
vén’s storm model required) but it also gave an intuitive
way to see the formation of a current sheet or magneto-
pause between solar and terrestrial plasma (which Alf-
vén’s storm model had ignored).

1.7. THE SPACE AGE BEGINS

The Chapman–Ferraro model made it appear too hard
for solar plasma to enter the terrestrial magnetic environ-
ment and Alfvén’s appeared to make it too easy. It was
another twenty years before the seeds of what is now
the generally accepted model were sown. By that time
the space age had begun and much new information
was emerging.
At the beginning of the 1950s, Biermann (1951) had

deduced the presence of the solar wind from the behavior
of comet tails. Parker (1958) further explained that not
only was its flow supersonic but also it would be magne-
tized. In 1958 also, the magnetosphere received its name
fromGold (1959). Gold’s paper was motivated by the first
major discovery of the space age, the Van Allen radiation
belts (Van Allen and Frank, 1959). Despite the fact that
retrospectively it was seen that Sputnik 2 had measured
them (Dessler, 1984), the first reports were from the first
US Earth orbiting spacecraft, Explorer 1. Out in space it
was found that the distant magnetic dipole field of the
Earth was adequate to trap a large amount of energetic
charged particles. Gold (1959) introduced a very impor-
tant concept, the interchange motion of flux tubes. Unfor-
tunately, because he attributed the charged particles to a
source near Earth [the cosmic ray albedo neutron decay
theory, CRAND see e.g. Singer (1958), Vernov et al.,
(1959)], his paper was in error. He proposed that the cre-
ation of radiation belt particles near Earth would induce a

natural overturning motion in magnetospheric magnetic
flux tubes wherein denser tubes move outwards and emp-
tier tubes move in. The CRAND source can remain rele-
vant to the highest energy particles (see e.g. Li et al.,
2017). However, most of the radiation belt particles and
the lower energy particles that are responsible for carrying
the ring current originate from the solar environment.
Kellogg (1959) first suggested a solar source for the Van
Allen particles. The external source means that the parti-
cles are injected and energy must be supplied for the injec-
tion process. This is a driven interchange motion (cf.
Southwood and Kivelson, 1989). The energy is in practice
provided from the solar wind through part of the Birke-
land current system discussed later.
Also in 1959, Dessler and Parker (1959) made a major

breakthrough in understanding the main phase of geo-
magnetic storms. They proposed that solar plasma entry
to the magnetosphere was enhanced following the initial
compression of the magnetosphere at the start of a storm
because the boundary of the magnetosphere would be
unstable. They then derived a relation between the depres-
sion in the field and the energy of the charged particles
trapped in the magnetospheric field for two special phase
space distributions of particles, which was generalized by
Sckopke (1966). The idea of enhanced solar particle entry
during main phase producing a ring current around the
Earth was right but the entry process remained to be
identified.
We shall return to discuss particle injection and trans-

port after introducing the open magnetosphere
model next.

1.8. DUNGEY: THE OPEN MAGNETOSPHERE

Dungey freely admitted that his open magnetospheric
model (Dungey 1961b) was inspired by the similarity
between the ionospheric DS disturbed time current pat-
tern and the motion in a stirred cup of coffee (Stern,
1986). As he stirred milk into the coffee by moving his
spoon across the center of the cup he noted the circulation
pattern resembled that in Figure 1.3.
Dungey had studied for a PhD ten years earlier working

on an idea of Hoyle’s that aurorae might originate from
acceleration at magnetic neutral lines that would form
between a terrestrial dipole field and a uniform exterior
field (Stern, 1986). Crucially he realized in 1960 that the
magnetic configuration would allow the solar wind to
drive the familiar DS current system in the ionosphere.
By 1960,MHDwas the way people thought; the frozen-

field idea is built into Dungey’s model. However, MHD is
an approximation and will break down wherever the field
is very small or varies rapidly on the scale of charged par-
ticle Larmor radii. Reconnection corresponds to one form
of breakdown. Dungey’s doctoral work (Dungey, 1950)
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had introduced the idea of magnetic reconnection. Near
neutral points in the magnetic field, the frozen-in field is
no longer valid and field lines can be “broken.” The final
element of the new model was magnetic reconnection.
Figure 1.3 reproduces an idealized form of the iono-

spheric flow showing theDS pattern. The sketch is a polar
view of the northern hemisphere with the dashed lines
representing the ionospheric plasma stream lines deduced
from the magnetic perturbations measured at the Earth’s
surface. There is a twin vortex flow. The dotted boundary
marks where the flow switches from sunward on the equa-
torward side to antisunward poleward. Dungey suggested
that sunward momentum was transferred along the mag-
netic field to drive the antisunward flow in the polar
region. There would be a return sunward flow at low lati-
tudes. The flow represents equipotentials of the iono-
spheric electric field. It is important to note that the
electric field induced in the low latitude subauroral
regions is opposite to that proposed by Alfvén (1940)
and the flow is opposite to what would have been the over-
all pattern produced by the Gold (1959) mechanism.
Figure 1.4 shows the circulation of flux tubes in the

noon–midnight meridian in the open model. The figure
is shown with a southward interplanetary field compo-
nent, the simplest case as it is symmetric. The magnetic
field threads the magnetopause shown by the dashed line.
Throughout the flow is marked by white arrows in the

Sun

Figure 1.3 The ionospheric DS flow pattern. The antisunward
motion at high latitudes and the return at reminded Dungey
of the pattern from stirring coffee.

1 2 3

6

X X
5

4

Figure 1.4 Dungey’s open magnetosphere. The simplest case of a purely southward interplanetary field (IMF) is
assumed. The sketch is drawn in the noon–midnight meridian. The dashed curve represents the magnetopause.
The dark arrows represent the solar wind flow, open arrows the flow induced in the terrestrial environment.
Dayside and nightside magnetic reconnection occurs at the locations indicated by X. The numbers represent
the envisaged field line motion sequence in steady state: solar wind (1), dayside reconnection (2), polar cap
connection (3), tail reconnection (4), nightside inward motion (5), dayside outward motion to reconnection
once more (6). The sketch is schematic as the tail on the nightside extends >100 RE (RE = Earth radius)
(Dungey, 1965).
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interior of the magnetosphere. Field lines and plasma
move as a whole as the field is frozen into the motion.
The exception is in the two places marked by X where
reconnection occurs. Here the field lines break and recon-
nect. Numbers on the figure outline how a single field line
evolves in a steady configuration with reconnection occur-
ring on the dayside (2), nightside (4) to dayside reconnec-
tion once more (6). Plasma inflow towards the center of
the tail from each tail lobe is balanced by accelerated out-
flows towards the Earth and down tail. The antisolar flow
is on the field in the polar cap. The black arrows represent
the solar wind flow. The direct connection of the solar
wind magnetic field to the polar capmagnetic field is what
causes the polar cap antisolar flow. At lower latitudes the
sunward flow returns magnetic flux to the dayside recon-
nection point.
The dawn–dusk elevation of the Dungey model is

shown in Figure 1.5 in the simplest purely southward
external field case. In this sketch, the electric field config-
uration is illustrated. In the steady state the flowing
plasma and the southward field in the solar wind give rise
to an eastward electric field and a potential drop along the
neutral line where reconnection takes place. That poten-
tial is projected into the polar cap along the field lines
as indicated in the sketch.
A further sketch is shown in Figure 1.6, which illus-

trates the resulting current system in the ionosphere due
to the electric potential imposed across the ionosphere

at the feet of the flux tubes in the ionosphere. The contin-
uous arrowed thin lines in Figure 1.6 represent the iono-
sphere Hall current. It is assumed, once again for
simplicity, that the ionosphere has a uniform conduct-
ance. The Hall current is in precisely the opposite sense
to the double vortex flow system that Dungey envisaged
would be induced by momentum transfer from the solar
wind in the ionosphere. The Hall current is nondissipa-
tive. However, there is also a dissipative current, the Ped-
ersen current in the direction of the imposed electric field.
The Pedersen current flow is indicated by dashed arrowed
lines. It can be seen from the arrows that the Pedersen cur-
rent changes sense as one crosses the location represented
by the thick oval curve. On magnetohydrodynamic time
scales, electrical currents are divergence-free. Accord-
ingly, the net inflow or outflow of horizontal current that
occurs in the oval region means that there has to be cur-
rent flow along (up or down) the magnetic field here.
These are the currents postulated by Birkeland (1908)
and are commonly called Birkeland currents. Localized
magnetic perturbations were directly observed above
the auroral zone in 1966 (Zmuda et al., 1967) and linked
to Birkeland’s original proposal by Cummings and Dess-
ler (1967).
Comparison of Figures 1.5 and 1.6 shows that the Bir-

keland currents connect the voltage associated with the
solar wind motion to an ionospheric load represented
by the dissipative Pedersen conductance.

Key

ΔΦ

ΔΦ

ΔΦ

ΔΦ

Magnetopause

Voltage across
polar cap

Solar wind
flow

B field

Figure 1.5 Dawn–dusk meridian view of open magnetosphere with pure southward external field. The solar wind
flow is into the page. The solar wind electric field voltageΔΦ is projected down the (equipotential) field lines of the
polar cap to the polar ionosphere.
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MHD treats the electric field parallel to the background
field as negligible, so the Birkeland currents might seem to
be nondissipative. This is not necessarily so. The electrons
everywhere would need be infinitely mobile. Current
(i.e. electrons) is drawn along the field simply to ensure
that overall currents close. As long as there is a reservoir
of cold electrons such as in the ionosphere, this can be
achieved with very small voltages. However, where the
large-scale current flow requires upward current and
accordingly downward motion of electrons from a
magnetospheric source, substantial voltages may be
needed. The basic calculation was surprisingly late in
coming (Knight, 1973). The acceleration of electrons
down into the ionosphere provides aurora and also can
excite radio waves (auroral kilometric radiation)
(Gurnett, 1974).

1.9. PARTICLE TRANSPORT IN THE
OPEN MODEL

In 1963 came the first detection of the boundary
of the magnetosphere, the magnetopause (Cahill and

Amazeen, 1963). Dungey’s sketch in the 1961 paper
did not show a sharp boundary between solar and terres-
trial regimes and there were those who saw the sharp
boundary predicted by Chapman and Ferraro as evi-
dence against an open model, regardless of the fact that
it was clear that some form of particle entry had to occur.
Of course, the interplanetary field is rarely purely south-
ward. The simple symmetry of the internal magneto-
spheric circulation in the open model outlined in
Figures 1.3–1.6 here is modified and skewed by addition
of eastward, westward or radial external fields (see e.g.
Cowley 1981a, 1981b). One should also note that the dia-
gram in Figure 1.4 is schematic. It may be topologically
correct but, in truth, the magnetic field is very distended
on the nightside, a region known as the geomagnetic tail
with a thin neutral sheet in the center. Nightside recon-
nection takes place in the sheet and plasma, which has
entered by moving along the field in the polar cap,
may be accelerated there.
The first evidence that Dungey’s model magnetosphere

was sound came in the mid-1960s from experimental evi-
dence (Fairfield and Cahill, 1966) that geomagnetic activ-
ity increased with a southward interplanetary magnetic

Currents

Pederen

Hall

Birkeland

VDusk

Sun

Dawn

Ionospheric

surface
Figure 1.6 Sketch of the currents induced in the ionosphere in the simple (southward IMF) open magnetosphere.
The Pedersen currents are discontinuous at the oval curve, which corresponds to the auroral zone. The field aligned
Birkeland current flow in/out at the discontinuity. The field lines poleward of the oval are open and extend into
interplanetary space. Equatorward the field lines go from northern to southern hemisphere and so are closed.
Comparing the configurations of Figures 1.5 and 1.6 shows that the ionosphere acts as a load on the solar wind.
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field component. However, the reconnection model was
slow in gaining wide acceptance.
The open magnetosphere provided a straightforward

explanation for not only entry of plasma from the solar
environment but also for acceleration and heating. In a
steady-state picture of a circulation of plasma we have
already described, the plasma contained on the closed flux
tubes moving towards the Earth from the tail encounters
flux tubes of decreasing volume. As a result, it is heated
adiabatically i.e. because it is isolated thermally, its acces-
sible phase space volume is constant; decreasing physical
volume means increased thermal motion. The inward
motion is the driven interchange motion referred to earlier
and the adiabatic process was described by Gold (1959).
Gold’s envisaged motion was outward and spontaneous.
The fact that the inward moving plasma is heated is the
reason that the motion must be driven with energy ulti-
mately coming from the solar wind. Because the motion
of the plasma is collision-free, the energy gain as particles
are moved towards the Earth is pitch angle dependent.
Two adiabatic invariants, the magnetic moment and lon-
gitudinal invariant describe the motion transverse to the
field and along the field respectively. The longitudinal
invariant governs plasma motion along the field. The
invariant appears misnamed in a magnetospheric context,
as the corresponding particle motion is the bounce motion
betweenmagnetic mirrors back and forth in latitude along
the magnetic field. It was originally derived in the con-
trolled nuclear fusion program, where the corresponding
motion was along the device. Detailed analysis of the adi-
abatic motion with the two invariants mentioned as well
as a third, the flux invariant associated with drift around
the Earth, was worked out in the 1950s. An excellent the-
oretical overview is given by Northrop and Teller (1960).
Nakada et al. (1965) organized spacecraft energetic parti-
cle data to derive the phase space distribution using the
first two invariants and showed explicitly that the source
was external.
Each invariant has an associated periodic motion. In

practice, solar wind magnetosphere coupling is not
steady. The magnetospheric circulation proceeds in fits
and starts, mostly on time scales short compared with
the time charged particles take to move around the Earth.
This means that the injection of particles from the tail in
the closed field region takes place in a sporadic manner.
As a result, within the closed field region the motion of
many of the energetic particles that make up the ring cur-
rent and the radiation belts is best described as a diffusion.
Particle radial motion is a random walk as particles move
in or out according to where they are in their drift phase as
solar terrestrial coupling varies. An early comprehensive
study is given in Schulz and Lanzerotti (1974).
If the field varies on a time or space scale comparable

with the Larmor gyration the moment invariant is

violated and, similarly, variation on the bounce time scale
will change the longitudinal invariant. It follows that
plasma waves at frequencies near the electron or ion gyro-
frequency can modify the magnetic moment and produce
scattering in pitch angle. With a small enough pitch angle,
energetic charged particles are lost as their mirror points
become of low enough altitude that they collide with
atmospheric neutrals. An early analysis of the coupling
between pitch angle scattering and background wave
instability was done by Kennel and Petschek (1966),
who used the approach to derive a limit on stably trapped
particle flux that fitted well with energetic particle data
from the early Explorer 12 and 14 spacecraft.
In practice, the solar terrestrial interaction occurs on

several time scales. A solar wind pressure increase will
produce an increase in the Earth’s field worldwide, known
as a storm sudden commencement in minutes. Subse-
quently, changes in the direction of the interplanetary
field will produce a series of bursts of magnetosphere wide
flow driven by the solar wind from the polar cap, as
described in the previous section. These are also the fits
and starts referred to above. Akasofu and Chapman
(1961) introduced the term substorm to describe this.
They pointed out that the phenomenon whose time scale
is typically around two hours had originally been identi-
fied by Birkeland (1908) as a polar elementary storm.
Plasma injection and heating occur with each substorm,
eventually building up a ring current around Earth over
a day or two. The ring current carried by the injected par-
ticles provides the geomagnetic field depression which
characterizes the storm main phase.

1.10. CONCLUDING REMARKS

By around 1970 or so, not only had the basic geography
of the magnetosphere been established but also a lot of the
ground work had been done for understanding how it
worked. However, an honest history needs to note that
there was still a large degree of controversy. Indeed, much
of this was echoing the Scandinavian–Anglo-Saxon
schism of the 1940s and 1950s. It was not generally seen
that Dungey’s open magnetosphere model brought criti-
cal aspects of both models together. For instance, a final
important morphological discovery in 1971 was of mag-
netosheath plasma penetrating deep in the terrestrial field,
the polar cusp (Heikkila and Winningham, 1971; Frank,
1971). Despite the known presence of an external field,
many immediately identified the result with the likely
entry of plasma through the Chapman–Ferraro neutral
points (marked Q in Figure 1.2). Moreover, an early
paper by Russell et al. (1971) even contained the tantaliz-
ing information that the cusp appeared to move up or
down in latitude as the external field turned northward
or southward. Nevertheless, the paper made no reference
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to the Dungey model. Similarly, in the previous year a
paper byAubry et al. (1970) had shown themagnetopause
eroding at low latitudes in the presence of a southward
external field but also mentioned neither Dungey nor
reconnection. Reconnection had become a controversial
term in magnetospheric physics at this time
(Southwood, 2015). The final denouement of the Dungey
open reconnection model of the magnetosphere had to
await the direct high resolution observations of heating
and plasma acceleration in the magnetopause in condi-
tions precisely consistent with reconnection by the ISEE
(International Sun Earth Explorer) 1 and 2 spacecraft
(Paschmann et al., 1979).
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2
Large-Scale Structure and Dynamics of the Magnetosphere

David G. Sibeck1 and Kyle R. Murphy1,2

ABSTRACT

Earth’s magnetosphere is a dynamic system that responds to solar wind variations and exemplifies many of the
physical processes that characterize the Heliophysics discipline. This chapter invokes the magnetic reconnection
paradigm to describe the principle magnetospheric plasma and magnetic field regimes, first for steady state and
then for time-dependent conditions, in a sequence that follows the flow of solar wind mass, energy, and momen-
tum through themagnetosphere. This chapter provides extensive pointers to the more detailed reviews that can be
found in the accompanying chapters of this volume.

2.1. INTRODUCTION

The Earth’s magnetosphere and its immediate vicinity
provide a readily accessible environment where both
in situ and remote sensing observations can be used to study
the fundamentalphysicalprocessesgoverningHeliophysics.
TheEarth’smagnetosphere, illustrated inFigure 2.1, exem-
plifies all of the features that distinguish the Heliophysics
discipline: abrupt current sheets bound broad regions with
uniform or smoothly varying parameters (Speiser, 1973);
currents, magnetic flux tubes, and magnetic ropes facilitate
teleconnectionsbetweenwidelyseparatedregions (Crooker,
1990; Kivelson et al., 1996); shock fronts heat, decelerate,
and divert plasma flows (Spreiter et al., 1966; Howe and
Binsack, 1972); instability-drivenwaves interact with, ener-
gize, and redirect chargedparticles (Chapter6, this volume);
reconnection accelerates charged particles and changes
globalmagnetic topologies (Chapter 4, this volume); energy
is transferred across a broad range of spatial scales
(Chapter 7, this volume); and turbulence releases energy
on the smallest of spatial scales (Chapter 5, this volume),
contrary to standard expectations for energy cascades.

Heliophysics itself draws upon nuclear physics, plasma
physics, chemistry, spectroscopy, and other research areas
to create a body of laws that describes the interaction of
magnetized plasmas and neutrals with each other, with
gravitating bodies and their atmospheres, and with mag-
netic fields (Siscoe and Schrijver, 2010). Many of the tools
used to study Heliophysics, and in particular magneto-
spheric physics, have been borrowed from its sister disci-
plines, e. g. geophysics (meteorology, geomagnetism) and
astrophysics. Many of the lessons learned fromHeliophy-
sics can be applied to research problems found in these sis-
ter disciplines.
Heliophysics andmagnetospheric physics havepractical

applications for human endeavors (Song et al., 2001;Both-
mer and Daglis, 2007). Earth’s magnetic field shields its
magnetosphere from hazardous galactic cosmic radiation
and solar energetic particle events (Letaw et al., 1989)
but the waves that appear in the Earth’s Van Allen radia-
tion belts deep within the magnetosphere (Horne and
Thorne, 2003) as well as upstream in the foreshock
(Wilson et al., 2016) can effectively energize charged parti-
cles to relativistic energies. These particles pose hazards to
spacecraft operations via single event upsets, surface char-
ging, and deep dielectric charging and discharging (Baker
et al., 2018). Lower energy magnetospheric plasmas
degrade solar panels and diminish power supplies.
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Geomagnetically-induced currentswithin theEarthdriven
by magnetospheric processes can disrupt electrical power
grids. Predicting these phenomena, and mitigating their
consequences, is an endeavor for Space Weather experts.
This chapter describes the various plasma, magnetic

field, and energetic particle regimes found in the Earth’s
immediate vicinity during intervals of southward inter-
planetary magnetic field (IMF) and steady reconnection
on the dayside magnetopause and in the nightside magne-
tosphere and provides a brief overview of the dynamic
magnetosphere, including geomagnetic storms, magneto-
spheric and auroral substorms, the Kelvin–Helmholtz
instability and dynamic pressure pulses. For an alternative
view, the reader is referred to the excellent recent system
science review by Borovsky and Valdivia (2018). Fear

(Chapter 19, this volume) describes quiet time interactions
during intervals of northward interplanetary magnetic
field (IMF) orientation. Nishimura (Chapter 18, this vol-
ume) describes the time-dependent storm and substorm
interactions that occur primarily during intervals of south-
ward IMF orientation and strong solar wind driving.

2.2. THE SOLAR WIND INPUT

The Earth’s magnetic field, and the magnetospheric
domain over which it predominates (Glassmeier,
Chapter 24, this volume), lie within the solar wind.Within
in this regime the magnetosphere responds both directly
and indirectly to all solar wind variations; thus it is useful

Figure 2.1 Artist’s conception of the Earth’s magnetosphere showing plasma regimes, the thin boundaries that
separate them, and electric currents (Adapted from National Research Council, 2003).
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to begin by considering typical and unusual solar wind
conditions at Earth’s orbit. This review will frequently
refer back to these characteristic solar wind parameters.
Figure 2.2 shows histograms of those solar wind para-

meters most important to the solar wind–magnetosphere
interaction. The solarwind carries the Sun’smagnetic field
outward to Earth’s orbit and beyond. Taking into account
the Sun’s rotation, the interplanetary magnetic field
(IMF) typically exhibits a spiral ecliptic longitude of
~135 or ~315 , where 0 is sunward and 270 lies in the
direction of Earth’s motion around the Sun, as shown in
Figure 2.2a. Figure 2.2b shows that the IMF typically lies

in or near the ecliptic (latitude=0 ).Figure 2.2c shows that
the solarwind carries an east/west electric fieldwhosemag-
nitudegenerallyrangesfrom−1to1mV/m.Solarwindbulk
velocities only rarely exceed their typical range from300 to
600 kms−1. On average, the solar wind velocities increase
from solar minimum to solar maximum (Figure 2.2d).
TheresultingsonicandAlfvénicMachnumbersrangefrom
4 to 6 and 6 to 15, respectively, decreasing from solar min-
imum to maximum (Figure 2.2e). Values for β, the ratio
of proton thermal to magnetic pressures, range from
near0 to6oroccasionallymore,decreasing fromsolarmin-
imum to maximum (Figure 2.2f ). The solar wind proton
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Figure 2.2 Solar wind conditions at Earth during solar maximum in 2001 (black) and minimum in 2009 (red). From
top to bottom, the figure shows histograms (a) of the geocentric solar ecliptic magnetic field longitude (0 sunward,
90 in the direction opposite the Earth’s motion around the Sun), (b) solar ecliptic magnetic field latitude (0
equatorial, 90 northward), (c) the component of the electric field in the direction opposite the Earth’s motion
around the Sun, (d) the solar wind proton velocity, (e) the solar wind Alfvénic (MA, dashed lines) and sonic (MS

solid lines) Mach numbers, (f ) plasma β, (g) the solar wind proton number flux, (h) the solar wind dynamic
pressure, and (i) the ratio of alpha to proton number densities.

LARGE-SCALE STRUCTURE AND DYNAMICS OF THE MAGNETOSPHERE 17



number flux typically ranges from1 to3×1012m−2s−1.The
magnetosphere is subjected to ion dynamic pressures that
typically range from 0.5 to 2.5 nPa but occasionally exceed
8 nPa (Figure 2.2h). The solar wind composition varies
greatly over the solar cycle, with ratios for alpha to proton
densities increasing from 0.00 to 0.04 during solar mini-
mum to 0.005 to 0.07 during solar maximum (Figure 2.2i).

2.3. BOW SHOCK, MAGNETOSHEATH, AND
FORESHOCK

Thanks to the frozen-in condition (Alfvén, 1942), the
Earth’s magnetic field presents an obstacle to the oncom-
ing solar wind plasma and therefore carves out a cavity
within the heliosphere known as the magnetosphere
(Chapman and Ferraro, 1930). As illustrated in
Figure 2.1, a standing bow shock (Chapter 8, this volume)
deflects and decelerates the supersonic and super Alfvénic
solar wind flow, thereby enabling it to pass around the
magnetosphere through the magnetosheath (Chapter 9,
this volume). The subsolar bow shock is typically located
some 14.5 RE upstream from the Earth (Fairfield, 1971),
moving further outward for low solar wind Mach
numbers but closer to Earth for high solar wind Mach
numbers (Petrinec, 2002). Within the framework of mag-
netohydrodynamics, the shock jump conditions for quasi-
perpendicular bow shocks in which the IMF lies perpen-
dicular to the shock normal are consistent with a polytro-
pic index of 5/3 (Winterhalter et al., 1984), which yields a
ratio of downstream subsolar magnetosheath to upstream
solar wind densities that approaches four.
Magnetosheath physicists have relied heavily upon the

gasdynamic model of Spreiter et al. (1966) to time the
motion of transients propagating across the magne-
tosheath (Freeman and Southwood, 1988) and determine
magnetosheath plasma parameters just outside the mag-
netopause (Cooling et al., 2001), even though this model
does not treat the magnetic field self-consistently. The
model predicts the greatest magnetosheath densities and
temperatures just outside the subsolar magnetopause,
where magnetosheath velocities fall to zero.
Including themagnetic field has several important conse-

quences. First, it enables kinetic effects associated with
wave–particle interactions to occur within the foreshock
(Blanco-Cano et al., 2009). Far upstream from the bow
shock, these interactions generate weakly compressive
waves that propagate at angles up to 30 away from the
magnetic field.Nearer to thebowshock the interactions cre-
ate fast magnetosonic waves that propagate at large angles
to the magnetic field. In combination, the two categories of
wavesgeneratedensityandmagnetic field strengthcavitons,
which cangrowto largeamplitudesas spontaneoushot flow
anomalies (Zhang et al., 2013). The density, velocity, and
pressure variations associated with such upstream events

are invariably swept antisunward into the magnetosheath.
They ultimately strike the magnetopause, drive large-
amplitude magnetopause motion (Sibeck et al., 1999),
and trigger reconnection (Hietala et al., 2018).
A population of backstreaming suprathermal and ener-

getic ions and electrons produced by reflection and shock
drift acceleration populate foreshock magnetic field lines
that lie tangent to theEarth’sbowshock,whilst intermediate
andmorediffuse (isotropic in the rest frameof the solarwind
plasma) ion populations generated by Fermi acceleration
between wave scattering centers upstream from the bow
shock and the bow shock itself occur deeper within the fore-
shock (Burgess et al., 2012; Kempf et al., 2015). The source
of the latter ionsmay be ions leaking out from themagneto-
sphere (Sarris et al., 1976; Kronberg et al., 2011), shocked
solar wind ions within the magnetosheath (Edmiston
et al., 1982), ions specularly-reflected from the bow shock
(Sonnerup, 1969; Gosling et al., 1982), or ions energized
by a single shock encounter (Scholer et al., 1998). Fermi
acceleration may also populate some foreshock transient
events with electrons (Liu et al., 2017). Intensities of the dif-
fuse ions fall off exponentially with distance upstream from
the bow shock with e-folding distances that vary from ~3 to
12 RE as energies increase from 10 to 70 keV/e for both
protons and alpha particles (Trattner et al., 1994).
From the perspective of the solar wind–magnetosphere

interaction, the significance of the ions lies in the fact that
their thermal pressure greatly depresses solar wind densi-
ties (Fairfield et al., 1990) and modestly depresses solar
wind velocities (Bame et al., 1980) shortly prior to the solar
wind’s interactionwith the bow shock andmagnetosphere.
The corresponding decrease in solar wind dynamic pres-
sure enables the magnetopause to expand outward locally
(Samsonov et al., 2017). Because the foreshock lies
upstream from the pre-noon bow shock for the typical
spiral IMF orientation, the prenoon magnetopause is
bathed in lower solar wind dynamic pressure and greater
waveactivity than the postnoonmagnetopause. Thewaves
generatedwithin the foreshockare transmitted through the
magnetosheath, batter the magnetopause, and enter the
magnetosphere (Engebretson et al., 1991; Lin et al.,
1991), perhaps via the cusps (Yeoman et al., 2012).
Inclusion of amagnetic field has a second effect on predic-

tions formagnetosheath characteristics. It enables the gener-
ation of both mirror mode and proton cyclotron waves in
the magnetosheath (Schwartz et al., 1996). As noted by Sou-
cek et al. (2008), the ion cyclotron instability should grow
faster for low beta plasmas while the mirror instability
should dominate for high beta plasmas. Turbulent condi-
tions in the magnetosheath enable reconnection on electron
scales decoupled from ion scales (Phan et al., 2018) and tran-
sient events in the magnetosheath may trigger local recon-
nection on the magnetopause (Laitinen et al., 2010).
The presence of a magnetic field has three other effects

on the magnetosheath. First, a spiral IMF orientation
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causes the thickness of the postnoon magnetosheath to
exceed that of the prenoon magnetosheath, particularly
for low solar wind Mach numbers (Chapman et al.,
2004). Second, enhanced pressures associated with mag-
netic field lines draped against the magnetopause at orien-
tations that depend on those in the IMF (Fairfield, 1967)
result in the formation of a depletion layer with enhanced
magnetic field strengths, depressed densities, greater
ratios of perpendicular to parallel ion temperatures, and
greater Alfvén velocities just outside the magnetopause
(Zwan and Wolf, 1976), particularly during intervals of
northward IMF orientation (Wang et al., 2004) when
the presence of a depletion layer may enable steady recon-
nection at high latitudes (Fuselier et al., 2000). Finally,
curvature forces associated with magnetic field lines
draped against the magnetopause can accelerate the
plasma just outside the flanks of the magnetopause to
velocities greater than those in the ambient magne-
tosheath (Lavraud et al., 2007).

2.4. MAGNETOPAUSE

The Chapman–Ferraro magnetopause current layer
separates the often-turbulent high beta plasmas and mag-
netic fields within the magnetosheath from the more sta-
ble low beta plasmas and magnetic fields within the
magnetosphere. At rest, the magnetopause lies along
the locus of points where the sum of thermal andmagnetic
pressures in the magnetosheath and magnetosphere bal-
ance (Soterelis and Meng, 1999). Magnetosheath pres-
sures are proportional to the solar wind dynamic
pressure (Martyn, 1951), while pressures within the tenu-
ous outer dayside magnetosphere can readily be approxi-
mated by those of the magnetic field alone, which in turn
is composed of contributions from the Chapman–Ferraro
currents on the magnetopause, the Region 1 and 2 Birke-
land currents within the magnetosphere (Chapter 13, this
volume), the ring current (Chapter 20, this volume), and
the cross-tail current (Tsyganenko and Sibeck, 1994)
and the Earth’s dipole (Chapter 39, this volume). On aver-
age, the subsolar magnetopause lies some 10.8 RE from
Earth (Fairfield, 1971).
Reconnection on the magnetopause enables the

shocked solar wind mass, energy, and momentum within
the magnetosheath to enter the magnetosphere (-
Chapter 10, this volume). Macroscale evidence for
reconnection comes in the form of statistical studies indi-
cating that the dayside magnetopause moves Earthward
(Aubry et al., 1970), the cusps (Burch, 1973; Newell
et al., 1989) and the auroral oval equatorward, and the
magnetotail flanks outward (Maezawa, 1975) during
the growth phase of geomagnetic substorms (Chapter 18,
this volume) following southward IMF turnings, i.e.
duskward (positive) solar wind electric field turnings.

These changes indicate that magnetic flux is removed
from the dayside magnetosphere and added to the mag-
netotail. The largest geomagnetic disturbances, storms
and substorms, tend to occur during intervals of south-
ward IMF (Arnoldy, 1971; Burton et al., 1975), indicat-
ing that reconnection is the dominant mode of solar
wind–magnetosphere interaction.
Reconnection on the magnetopause diverts dawn-to-

dusk Chapman–Ferraro currents into the ionosphere,
downward prior to local noon and upward after local
noon (Maltsev and Lyatsky, 1975). Reconnection
launches a fast rarefaction wave that depresses magnetic
field strengths in the dayside magnetosphere (Coroniti
and Kennel, 1979). Pressure gradient andmagnetic curva-
ture forces on newly reconnected magnetic field lines
remove them from the dayside magnetosphere and trans-
port them to the magnetotail (Dungey, 1961). From any
of these perspectives, reconnection removes magnetic flux
from the dayside magnetosphere, thereby allowing the
dayside magnetopause to move earthward.
The location(s) where reconnection occurs on the

magnetopause remain poorly understood. Component
reconnection models predict reconnection to occur
along a reconnection line passing through the subsolar
point whose tilt depends upon the IMF orientation
(Sonnerup, 1974; Gonzalez and Mozer, 1974). Antiparal-
lel reconnection line models predict reconnection at loca-
tions where magnetosheath andmagnetospheric magnetic
fields lie nearly antiparallel (Crooker, 1979) or where cur-
rent strengths peak (Alexeev et al., 1998), in which case
reconnection occurs on the dayside equatorial magneto-
pause for southward IMF orientations, moves towards
the flanks for the typical ecliptic IMF orientation, and
moves poleward of the cusps during intervals of north-
ward IMF orientation. Considerable evidence has now
accumulated for a model in which reconnection occurs
along lines across which the shear between magne-
tosheath and magnetospheric magnetic fields maximizes
(Trattner et al., 2012). Reconnection may extend across
the entire dayside magnetopause under some circum-
stances (Phan et al., 2000; Dunlop et al., 2011), or be spa-
tially localized (Zou et al., 2018). It may occur steadily
(Phan et al., 2004) or in bursts (Le et al., 1993) even for
constant solar wind conditions.
In situ evidence for reconnection comes in the form of

accelerated plasma flows that satisfy the Walén relation-
ship, magnetic field components normal to the nominal
rotational discontinuity magnetopause, and pitch angle
distributions indicating the escape of suprathermal and
energetic particles from the magnetosphere (Sonnerup
et al., 1981). While reconnection may occur for a broad
range of shear angles between the draped magnetosheath
andmagnetospheric magnetic fields during intervals when
the jump between magnetospheric and magnetosheath
plasma beta is small (i.e. when the magnetosheath plasma
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beta is small), it only occurs for large shear angles when
the jump is large (i.e. when the magnetosheath plasma
beta is large) (Phan et al., 2013). Recent Magnetospheric
Multiscale mission observations probe the waves and
microscale electron particle distributions that enable
reconnection to occur (Chapter 41, this volume).
The magnetic field rotates frommagnetosheath to mag-

netospheric orientations across the magnetopause current
layer, which on the dayside is generally 400–1000 km
thick (Berchem and Russell, 1982). The depletion layer
with depressed densities, enhanced magnetic field
strengths, and enhanced flows perpendicular to the mag-
netosheath magnetic field appears just outside the magne-
topause for low magnetic shears (Phan et al., 1994), but is
generally absent for high shears except when the solar
wind pressure is large (Anderson et al., 1997). A layer
of magnetosheath-like plasma known as the low-latitude
boundary layer or LLBL (Chapter 12, this volume) can be
found just inside the magnetopause. The thickness of this
layer ranges from ~0.1 RE near the subsolar point
(Eastman and Hones, 1979) to ~0.6 RE on the flanks
(Paschmann et al., 1993) and increases during intervals
of northward IMF orientation (Mitchell et al., 1987),
sometimes reaching 1.4 RE (Safrankova et al., 2007), sug-
gesting that the layer forms via near simultaneous recon-
nection poleward of both cusps (Song and Russell, 1992).
A layer of streaming energetic ions and electrons can
almost always be found in the magnetosheath just outside
the magnetopause (Meng and Anderson, 1970; Speiser
et al., 1981). The similarity of the intensities and spectra
within this layer to those in the outer magnetosphere
and the location of the layer adjacent to themagnetopause
suggest that these particles have generally escaped from
the magnetosphere, whether along interconnected mag-
netic fields or by drifting to and scattering at the magne-
topause, rather than originating via energization of solar
wind particles at the bow shock (Sibeck and McEn-
tire, 1988).

2.5. CUSPS

The footprints of newly reconnected magnetic fields
lines at the dayside magnetopause map to small regions
in the high-latitude dayside ionosphere via the northern
and southern cusps (Chapter 11, this volume). Conse-
quently, the cusps afford magnetosheath plasma easy
access down to ionospheric altitudes. Lavraud et al.
(2004) reported a statistical survey of Cluster observations
indicating the presence of a high density, low magnetic
field strength, external cusp that is stagnant during inter-
vals of northward IMF orientation but flowing during
intervals of southward IMF orientation. The high-
altitude cusp moves equatorward (and sunward) for
southward IMF orientations (Zhou et al., 2000). Plasma

pressures within the cusp increase and magnetic field
strengths diminish with increasing solar wind dynamic
pressure and dipole tilt towards the sun (Zhou et al.,
2001). Because the plasma on magnetic field lines within
the cusp enters the magnetosphere via reconnection on the
magnetopause, observations of energy dispersion signa-
tures and precipitating and mirrored particle distributions
in the mid- and low-latitude cusp can be used to infer the
location, time, and time dependence of reconnection on
the magnetopause (Onsager and Lockwood, 1997). The
duskward and dawnward displacements of the low-
altitude northern cusp for duskward and dawnward
IMF orientations provide strong evidence for antiparallel
reconnection on the magnetopause (Newell et al., 1989).

2.6. MAGNETOTAIL

The combined efforts of pressure gradient andmagnetic
curvature forces relentlessly transport one end of the
newly reconnected dayside magnetic field lines antisun-
ward. Since the other end of these magnetic field lines
remains tied to the Earth’s polar ionosphere, they stretch
antisunward into magnetotail orientations with sunward
pointing magnetic field lines within the northern lobe con-
nected to the northern ionosphere and antisunward point-
ing magnetic field lines within the southern lobe
connected to the southern ionosphere (Chapter 17, this
volume).
The newly reconnected magnetic field lines enter the

magnetotail at locations that depend upon the IMF orien-
tation (Cowley, 1981). For a southward IMF orientation,
the field lines enter the magnetotail at high northern and
southern latitudes. For more typical duskward (dawn-
ward) IMF orientations, field lines connected to the
northern (southern) ionosphere enter at dawnside equato-
rial locations while those connected to the southern
(northern) ionosphere enter at duskside equatorial loca-
tions. Since the newly entering magnetic field lines still
contain an antisunward flowing plasma with densities
lower than those in the magnetosheath, they can be read-
ily distinguished from the older and nearly void magneto-
tail magnetic field lines from which this plasma has
already drained. The newly deposited magnetic field lines
can be found within a region known as the plasma mantle
(Rosenbauer et al., 1975), located in the dawnside (dusk-
side) northern lobe and duskside (dawnside) southern lobe
for duskward (dawnward) IMF orientations (Hardy et al.,
1979; Gosling et al., 1985). Magnetohydrodynamics
interprets the transition from magnetosheath to mag-
netospheric densities, magnetic field strengths, and orien-
tations in terms of standing rotational discontinuities and
slowmode fans (Coroniti andKennel, 1979). The depth to
which the fan penetrates into the magnetotail increases
with downstream distance (Siscoe and Sanchez, 1987).
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As the newly reconnected magnetic field lines sink dee-
per into the magnetotail, the plasma on them drains out-
ward in the antisunward direction, leaving magnetic field
lines with very low densities within the lobes proper. Mag-
netic flux within the magnetotail cannot build up indefi-
nitely. Reconnection at the cross-tail current sheet
(Tsyganenko and Fairfield, 2004; Runov et al., 2006)
closes the open lobe magnetic field lines and ejects them
sunward towards the dayside magnetopause where the
Dungey cycle is completed. Reconnection energizes the
plasma on the reconnecting lobe magnetic field lines,
sending field-aligned beams of ions and electrons Earth-
ward towards the ionosphere, where they magnetically
mirror, resulting in field lines with counterstreaming
beams (Eastman et al., 1984). With time, the beams are
pitch angle scattered, heated, and compressed
(Tsyganenko, 1982), producing a plasma sheet with
enhanced densities and temperatures (Bame et al., 1967)
and more isotropic particles distributions (Eastman
et al., 1984) that encompasses the much thinner current
sheet. The plasma sheet cools and becomes denser when
the IMF turns northward (Terasawa et al., 1997). The
Earth’s dipole tilt warps the location of both the plasma
and current sheet (Dayeh et al., 2015).
Steady reconnection and convection models lead to a

pressure balance or entropy inconsistency with models
predicting nearly constant radial gradients in entropy that
are not observed and inner plasma sheet magnetic field
lines that are far more stretched than those observed
(Erickson and Wolf, 1980; Kivelson and Spence, 1988;
Spence et al., 1989). Predictions and observations can
be reconciled if particles are lost via the combined effects
of gradient-curvature drifts and plasma bubbles produced
by bursty reconnection (Wolf et al., 2009). In fact, obser-
vations show that magnetotail reconnection is inherently
unsteady (Baumjohann et al., 1990; Angelopoulos et al.,
1992). On average, there is a curved reconnection line
in the plasma sheet that bows outward and stretches anti-
sunward from a ~130 RE point of closest approach to
Earth (Slavin et al., 1985). Transient reconnection lines
can appear much nearer to the Earth.
Quasi stable steady magnetospheric convection events

follow the onset of geomagnetic substorms (Kissinger
et al., 2012) during intervals of enhanced solar wind–
magnetosphere interaction when the IMF remains moder-
ately southward (Tanskanen et al., 2005). They often con-
tain a series of high-speed bursty bulk flows. The initial
substorm onset produces a region of high pressure in
the inner magnetosphere that deflects both fast transient
and slow steady flows and magnetic fields towards the
flanks. Flows slow in the near-Earth magnetotail at dis-
tances of 10–15 RE from Earth (Guild et al., 2018). Inner
magnetospheric magnetic fields are not constant but
rather grow stronger and more tail-like during intervals
of steady magnetospheric convection (Pulkkinen et al.,

2013). The near-Earth plasma sheet thins, while the dis-
tant plasma sheet expands (Sergeev et al., 1996)
Theory (Michel and Dessler, 1970; Cowley, 1981) and

global magnetohydrodynamic simulations (Berchem
et al., 1998; Fedder and Lyon, 1995; Walker et al.,
1999) predict that the magnetotail extends far down-
stream, is flattened in the direction perpendicular to
the component of the IMF in the plane perpendicular
to the solar wind flow, and twists in response to varia-
tions in the IMF orientation that determine where newly
reconnected magnetic field lines are deposited within the
magnetotail. The magnetotail remains readily identifia-
ble at lunar distance (Meng and Anderson, 1974), 180 RE

(Slavin et al., 1983), 500 RE (Mariani and Ness, 1969),
1000 RE (Walker et al., 1975), 1600 RE (Scarf, 1987), per-
haps 3100 RE (Intriligator et al., 1979) and 5000 RE

(Lagg et al., 2001) downstream, and possibly even
15 000 RE downstream (Ashford et al., 1998). The
cross-section of the distant magnetotail might be elon-
gated north/south (Behannon, 1970; Tsurutani et al.,
1984), east/west (Sibeck et al., 1986a), or nearly circular
(Maezawa et al., 1997), perhaps depending on whether
or not the plasma mantle is included in the regions iden-
tified as the magnetotail (Sibeck and Lin, 2014). Obser-
vations confirm that the magnetotail twists in response
to variations in IMF By (Sibeck et al., 1986b), particu-
larly when the IMF has a northward component
(Maezawa et al., 1997). Magnetotail magnetic field
strengths diminish with downstream distances as the
magnetopause boundary flares outward and flux closes
across the magnetotail plasma and neutral sheets
(Behannon, 1970).

2.7. INNER MAGNETOSPHERE: RING
CURRENT, RADIATION BELTS, AND

PLASMASPHERE

The ring current is comprised of ions with energies
between 10 and 200 keV drifting westward around the
Earth at distances of ~1.5 to 9 RE (Chapter 20, this vol-
ume). While protons represent the dominant species in
the quiet time ring current, oxygen ions originating in
the ionosphere, probably from cusp outflow (Kistler
et al., 2016), become increasingly important as geomag-
netic activity increases (Chapter 23, this volume). During
geomagnetic storms, the energy content of the particles
within the ring current intensifies by a factor of 10–20,
inflates the inner magnetosphere, and depresses magnetic
field strengths nearer Earth, including those on the surface
of the Earth (Dessler and Parker, 1959; Sckopke, 1966).
Traditionally, geomagnetic storms were thought to

result from a series of substorms (Akasofu and Chapman,
1961) and the episodic enhanced electric fields associated
with substorms certainly produce readily identifiable
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discrete injections of energetic ions and electrons into the
inner magnetosphere (Reeves et al., 1990). Whereas the
ring current ion intensity enhancements associated with
isolated substorms are transient, those associated with
substorms during storms are more protracted (Reeves
and Henderson, 2001). The sum of geomagnetic activity
associated with substorms can be used to predict distur-
bances associated with storms (Davis and Parthasarathy,
1967) and the buildup of oxygen ions in storms can be
related to ionospheric outflow during substorms (Daglis
et al., 1994). Simulations indicate that the combined
effects of impulsive plasma injections and large-scale con-
vection electric fields can result in the development of a
strong ring current (Yu et al., 2014).
However, simulations also indicate that enhanced

steady convection alone can suffice to strengthen the ring
current (Chen et al., 1993; Fok et al., 1996), as observed
with the aid of energetic neutral atom images of the ring
current during steady convection (Lui et al., 2001). The
development of at least some storms can then be more
closely tied to enhanced magnetospheric convection than
to impulsive reconnection and energy unloading within
the magnetotail (Zhou et al., 2001). Small-scale ion injec-
tions incrementally contribute to the buildup of the
Earth’s ring current during steady magnetospheric con-
vection (Gkioulidou et al., 2014). Adiabatic convection
of plasma sheet plasma inward can account for the
observed increase in ring current plasma pressure and
the predominance of O+ pressure seen at those distances
nearest Earth during geomagnetic storms (Menz et al.,
2017). This process may be further enhanced by ultra-
low frequency (ULF) wave radial diffusion (Murphy
et al., 2014a).
The sum of gradient-curvature and convection drifts

determines the final destination of particles injected from
the magnetotail into the near-Earth region. Particles with
the greatest energies (~1 MeV or more) move primarily
under the influence of gradient-curvature drifts, which
divert the incoming ions azimuthally westward into the
duskside magnetosphere and the electrons eastward into
the dawnside magnetosphere. Subject solely to gradient-
curvature drifts, the ions would encircle the Earth creating
the ring current. However, the convection electric field
pushes them deeper into the magnetosphere on the night-
side, but outward to the magnetopause on the dayside.
Under the influence of this electric field, ions with ring
current energies (10–200 keV) may strike the magneto-
pause at postnoon or even earlier local times and be lost
to the magnetosheath (Sorathia et al., 2017), contributing
to a partial ring current in the postnoon magnetosphere.
The convection electric fields, and both ions and elec-

trons, penetrate deeper into the magnetosphere as geo-
magnetic activity increases, peaking within the ring
current at distances of about 4 RE from Earth

(Rowland andWygant, 1998; Califf et al., 2014). Particles
with ring current energies can be pushed deep into the
nightside magnetosphere under the influence of the
strongest electric fields. Electron injections have been
observed only ~2.5 RE from Earth, although injections
at these distances may correspond to the adiabatic energi-
zation of a preexisting population by a fast magnetosonic
wave rather than an injection of new particles (Turner
et al., 2015). Even during intervals of small convection
electric field, the azimuthally limited transient injections
corresponding to bursty bulk flows that occur during
intervals of steady magnetospheric convection can be par-
ticularly effective at trapping, energizing, and injecting
particles into the inner magnetosphere (Ukhorskiy
et al., 2017).
Whether the plasma sheet ion and electron populations

injected into the inner magnetosphere begin as isotropic
or anistropic distributions, the combined effects of gradi-
ent-curvature and convection drifts send them to different
locations within the magnetosphere with different arrival
times, resulting in populations that exhibit significant ani-
sotropies. One consequence of this is magnetopause sha-
dowing. Whereas particles with low pitch angles follow
nearly circular paths as they gradient-curvature drift
around the Earth, drift-shell splitting causes those with
90 pitch angles to move radially outward in the dayside
magnetosphere and be preferentially lost or ‘shadowed’ to
the magnetosheath upon encountering the magnetopause.
Since ions drift westward and electrons eastward, “butter-
fly” pitch angle distributions of electrons and ions are
common in the outer postnoon and prenoon dayside mag-
netospheres, respectively (West et al., 1973; Sibeck
et al., 1987a).
A second, and as we shall shortly see arguably more

consequential, effect of drift shell splitting lies in the fact
that ring current ion populations exhibiting much greater
fluxes perpendicular than parallel to the magnetic field are
susceptible to ULF electromagnetic ion cyclotron
(EMIC) (Cornwall, 1965) and short-wavelength mirror-
mode instabilities (Cheng and Qian, 1994), while
suprathermal electron distributions exhibiting the same
anisotropy are susceptible to the generation of very-low
frequency (VLF) whistler-mode chorus at much higher
frequencies (Sazhin and Hayakawa, 1992). By the time
they reach the dawnside and duskside magnetosphere
(Figure 2.3a), the electron and ion populations injected
from the magnetotail, whether steadily or unsteadily,
often exhibit such anisotropies, leading to the frequent
occurrence of EMIC (Anderson et al., 1992) and mirror
mode (Constantinescu et al., 2009) waves in the duskside
magnetosphere and whistler mode chorus in the dawnside
magnetosphere (Li et al., 2009). Chorus waves from out-
side the plasmapause can propagate Earthward into the
plasmasphere, where they become the embryonic source
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of plasmaspheric hiss (Bortnik et al., 2009; Meredith
et al., 2013).
There are two Van Allen electron radiation belts

(Chapter 21, this volume). Inner belt electrons with ener-
gies up to ~1MeV are stably trapped at radial distances of
1.2–2 RE from the center of the Earth in the equatorial
plane. Outer belt electrons with similar energies exhibit
highly variable intensities at distances ranging from 3 to

7 RE from the center of the Earth (Ganushkina et al.,
2011 and references therein). A slot region of low electron
intensities separates the two belts. Very energetic (10s of
MeV) protons can be found within the inner belt.
The intensities of protons with lower energies peak at
greater radial distances, extend outward beyond
geosynchronous orbit, and do not exhibit a slot (Garcia
and Spjeldvik, 1985).
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Figure 2.3 (a) Energetic ions and electrons injected from the tail drift westward and eastward around providing a
source of particles for both the ring current and outer radiation belt, respectively. The injection of both ions and
electrons can lead to the growth of EMIC waves, typically in the dusk magnetosphere, and VLF chorus waves,
in the dawn magnetosphere, and just outside the dense plasmapause, respectively. During active times
enhanced ULF wave power is observed throughout the magnetosphere (Thorne, 2010; Reproduced with
permission of John Wiley & Sons). (b) The Kelvin–Helmholtz instability excites toroidal field line resonances
and ULF waves within the magnetosphere. Within the vortices of the instability localized, wave particle
interactions and reconnection can occur. (c) An interplanetary shock impacts the dayside magenetosphere,
compressing the magnetopause and inner magnetosphere, launching fast mode ULF waves throughout the
magnetosphere and generating a strong azimuthal electric field and plasma anisotropies that can interact with
magnetospheric plasma and generate VLF chorus wave (respectively) (Wilken et al., 1982; Reproduced with
permission of John Wiley & Sons). The inset shows the propagation the interplanetary shock through the
magnetospheric system. Wave fronts in the outer magnetosphere advance ahead of those in the magnetosheath
and solar wind thanks to the high fast mode magnetosonic wave mode speeds in the outer magnetosphere. The
presence of the plasmasphere deep within the magnetosphere slows wave fronts and causes them to be
concave around the Earth.
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The inner proton belt forms via a combination of cos-
mic ray albedo neutron decay and slow inward diffusion
of trapped solar protons (Selesnick et al., 2007). Losses are
caused by ionization of the neutral atmosphere, energy
transfer to plasma electrons, and inelastic nuclear scatter-
ing. Electrons with energies from 0.05 to 1.0 MeV in this
region have generally been thought to originate via slow
inward radial diffusion, cosmic ray albedo neutral decay,
and the transient effects of interplanetary shocks, but
more recently have been attributed to transient enhance-
ments in the inner edges of the outer radiation penetrating
through the slot region (see below) into the inner radiation
belt (Turner et al., 2017). Careful inspection has revealed
the persistent presence of ~1 MeV electrons accompany-
ing the inner belt protons (Selesnick, 2015) and large geo-
magnetic storms can introduce ~1 MeV electrons into the
inner belt for periods of at least 1.5 years (Claudepierre
et al., 2017).
The slot region lies some 2–3 RE from the center of the

Earth, separating the inner and outer electron radiation
belts. It is a location where whistler mode waves associ-
ated with plasmaspheric hiss emissions pitch angle scatter
energetic electrons, causing them to precipitate into the
ionosphere (Lyons and Thorne, 1973). The slot region
moves outward during solar maximum, inward during
solar minimum (Fung et al., 2006).
The Earth’s outer radiation belt exhibits a population

of electrons with energies ranging from several hundreds
of keV to several MeV (Mauk et al., 2013). Substorm-
driven inward convection of the suprathermal tail of the
plasma sheet electron population provides the source pop-
ulation for these electrons (Foster et al., 2016). Further
energization can occur via adiabatic diffusive processes
that move the elections radially inward (Schulz and Lan-
zerotti, 1974; Shprits et al., 2008a), perhaps in response
ULF waves driven by solar wind pressure variations
(Ukhorskiy et al., 2005), the Kelvin–Helmholtz instability
on the magnetopause (Elkington et al, 1999), or internal
magnetospheric instabilities (Ozeke and Mann, 2008;
Ukhorskiy et al., 2009). The interaction of the electrons
with theULFwaves can also be coherent, leading tomuch
more rapid acceleration and transport (Mann et al., 2013).
Ozeke et al. (2014) provide analytic expressions for ULF
wave radiation belt radial diffusion coefficients.
While steady magnetospheric convection following

some substorms may supply the seed population of elec-
trons needed for adiabatic radial diffusion and accelera-
tion by ULF waves to relativistic energies (Kissinger
et al., 2014), it cannot explain every feature of the outer
radiation belts. Fox et al. (2006) reported that nonadia-
batic processes were required to account for electrons with
energies greater than ~1 MeV at radial distances ranging
from 5 to 7 RE. Reeves et al. (2013) and Boyd et al. (2018)
reported case and statistical surveys of radial gradients in

phase space density profiles showing that local accelera-
tion, and not inward diffusion from a source located fur-
ther radially outward, is the predominant mechanism
governing enhancements in ~1 MeV radiation belt elec-
trons. Interactions with chorus mode waves can account
for this enhancement (Shprits et al., 2008b).
Loss processes play just as an important role in defining

the outer radiation belt as processes that energize and
transport electrons (Millan and Thorne, 2007). The ener-
getic electrons in the outer radiation belt can be lost via
outward diffusion and loss to the magnetosheath when
their drift paths strike the magnetopause (West et al.,
1972; Shprits et al., 2006), by drift shell bifurcation, scat-
tering, and loss to the magnetosheath or atmosphere when
they drift through the dayside magnetosphere and in par-
ticular the cusps (Ukhorskiy et al, 2011), or by pitch angle
scattering and precipitation into the atmospheric via
interaction with chorus (Bortnik and Thorne, 2007) or
EMIC (Lorentzen et al., 2000) waves.
The Earth’s plasmasphere is a cold (1 eV), dense (10–10

000 cm–3), torus of H+ (~80%), He+ (10–20%), and O+
(several per cent) centered upon the Earth (Goldstein,
2006; Chapter 22, this volume). Plasma within the plas-
masphere originates in the Earth’s dayside ionosphere,
corotates with the Earth’s magnetic field, and can extend
outward beyond geosynchronous orbit during quiet times.
The outer boundary of the plasmasphere, the plasma-
pause, lies along the streamline passing through the dusk-
side stagnation point where steady-state corotational and
externally imposed dawn–dusk electric fields balance
within the magnetosphere (Grebowsky, 1970). Plasma
outside this closed streamline lies on open trajectories that
intercept the magnetopause.
The location of the plasmapause varies with time in

response to the electric fields imposed by reconnection
at the dayside magnetopause and in the magnetotail.
Reconnection on the magnetopause launches fast mode
expansion waves deep into the dayside magnetopause that
carry duskward electric fields. These electric fields drive a
sunward bulge in the dayside plasmapause (Grebowsky,
1970, Katus et al., 2015). The resulting broad dayside
plume narrows with time to a plume stretching outward
away from Earth towards the postnoon magnetopause
while the dayside plasmapause erodes Earthward. When
reconnection ceases at the magnetopause, the strength
of the duskward electric field diminishes and the plume
corotates duskward with the remainder of the plasma-
sphere. The plasmasphere refills and the plasmapause
moves outward. The onset of reconnection within the
Earth’s magnetotail launches sunward-moving fast com-
pressional waves that apply duskward electric fields to
the nightside inner magnetosphere. These electric fields
drive indentations on the plasmapause that propagate
sunward (both eastward and westward) from the site of
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reconnection, leaving behind a nightside plasmapause
that lies closer to Earth (Goldstein et al., 2005). Plumes
primarily occur during intervals of enhanced solar
wind–magnetosphere interaction but can be observed
for all levels of geomagnetic activity (Moldwin
et al., 2004).
The cold plasma within the plasmasphere plays an

important role within the solar wind–magnetosphere
interaction. Intermingled plasmaspheric and ring current
plasmas favor the growth of the EMIC waves responsible
for radiation belt electron energization and loss (Gary
et al., 1995). Hiss waves within the outer plasmasphere
scatter energetic electrons on the inner edge of the outer
radiation belt, resulting in the formation of the slot region
(Lyons et al., 1972). As a consequence, the observed loca-
tions of the inner edge of the outer radiation belt electrons
track those of the innermost plasmapause as determined
empirically as a function of the Dst index, which measures
the strength of the ring current (Li et al., 2006). Finally,
plumes reaching the magnetopause may locally throttle
reconnection (Walsh et al., 2013, 2014).

2.8. THE RESPONSEOF THEMAGNETOSPHERE
TO A DYNAMIC SOLAR WIND

The previous section described the typical properties of
the magnetosphere and the various regions that develop
as a result of the solar wind–magnetosphere interaction.
This section briefly reviews the magnetospheric response
to a dynamic and varying solar wind leading to geomag-
netic storms, magnetospheric and auroral substorms, the
Kelvin–Helmholtz instability, magnetopause motion,
wave generation, and plasma dynamics. The response
of the magnetosphere to intense and dynamic solar wind
driving is referred to as SpaceWeather. Additional details
regarding Space Weather, storms, substorms, and geo-
magnetic activity can be found in subsequent chapters
(e.g., Chapter 18, this volume).

2.8.1. Geomagnetic Storms

Geomagnetic storms are the result of intense solar wind
driving, and a complex interplay and cross-coupling
between, the various plasma populations and regions of
the magnetosphere leading to increased geomagnetic
activity. This activity is manifested as enhanced magnetic
reconnection at the magnetopause and in the magnetotail,
large-amplitude electromagnetic waves, and electron and
ion acceleration, loss, and transport across a range of
energies spanning over six orders of magnitude (eV–
MeV) that can last from a fraction of a day up to a week.
The intense solar wind driving leading to geomagnetic
storms is typically the result of large scale solar wind fea-
tures such as coronal mass ejections (CMEs), corotating

interaction regions (CIRs) or high-speed solar wind
streams (HSSs) impacting the Earth’s magnetosphere
(Murphy et al., 2018a). Differences exist between each
of these large-scale solar wind structures and specifically
their temporal profiles (Hutchinson et al., 2011); however,
each of these structures is associated initially with a period
of enhanced number density and dynamic pressure, and
intense southward IMF, lasting for about a day and an
extended period of sustained high-speed solar wind, typi-
cally exceeding 500 km/s, lasting on the order of days
(Kataoka andMiyoshi et al., 2006; Murphy et al., 2018a).
The initial impact of the large-scale solar wind feature

at the onset of a geomagnetic storm is typically associated
with enhanced dynamic pressure and southward IMF.
Force balance between the enhanced dynamic pressure
and magnetic pressure of the magnetosphere, coupled
with enhanced dayside reconnection resulting from south-
ward IMF, causes the magnetopause to rapidly move
toward Earth and compresses the dayside magnetosphere
(Sibeck et al., 1991; Shue et al., 1998). Enhanced dayside
reconnection transfers energy from the solar wind to the
nightside magnetotail, increasing magnetospheric convec-
tion, intensifying substorm activity, and rapidly enhan-
cing the ring current (Murphy et al., 2018a). The
plasmapause erodes and plasmaspheric plumes form
(Walsh et al., 2013), there is a rapid increase in the auroral
electrojet current and AE index, a decrease in the storm
time disturbance index Dst, and an increase in the equa-
torial electrojet intensity at the start of the geomagnetic
storm, respectively (Hutchinson et al., 2011). This initial
phase of the geomagnetic storm is referred to as the storm
main phase.
The compressed dayside magnetic field and stretched

magnetic field of the magnetotail during the main phase
enhance drift shell splitting. Drift shell splitting results
in higher pitch angle particles moving away from the
Earth and lower pitch angle particles moving toward
the Earth as they drift into the dayside magnetosphere
(Sibeck et al., 1987b). The enhanced ring current
diminishes magnetic field strengths near the Earth. Con-
servation of the third adiabatic invariant via the so-called
Dst effect also causes particles, in particular energetic
outer radiation belt electrons, to move outward (Kim
and Chan, 1997). The outward motion of plasma and
inward motion of the magnetopause results in rapid loss
of magnetospheric particles via the magnetopause during
the early stages of geomagnetic storms (Turner et al.,
2012a; Ukhorskiy et al., 2009). Dramatic losses of elec-
trons from the outer radiation belt referred to as radiation
belt dropouts (Turner et al., 2012b) result from magneto-
pause shadowing abetted by rapid outward radial trans-
port by ultra-low frequency waves (Mann et al., 2016),
the Dst effect, and drift shell splitting. Finally, the initial
increase in dynamic pressure triggers a variety of
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electromagnetic wave activity including EMIC, VLF and
ULF waves that can couple to the local plasma popula-
tion, driving additional dynamics including loss via pre-
cipitation to the Earth’s upper atmosphere (Halford
et al., 2015; Murphy et al., 2015; Saikin et al., 2016).
The geomagnetic storm transitions from themain phase

to the recovery phase as the Dst index begins to recover
and solar wind dynamic pressure and southward IMF
return to nominal quiet time values. The decay in the ring
current strength as measured by the Dst index is the direct
result of ring current particles flowing outward through
the dayside magnetopause and charge exchange with exo-
spheric neutrals (Liemohn et al., 1999, 2001). During the
recovery phase the solar wind velocity remains enhanced
for several days providing a source of ULFwave energy in
the magnetosphere (Rae et al., 2005). Substorm activity is
also sustained during the early recovery phase introducing
new low-medium energy plasma via substorm injections
(Jaynes et al., 2015; Murphy et al., 2018a). These injec-
tions provide the source population of low energy ~10
KeV electrons capable of generating VLF Chorus waves
as well as the seed population of ~100s KeV electrons. The
presence of ULF and VLF wave activity and a seed pop-
ulation of ~100 KeV electrons provides a pathway to
replenish energetic electron in the outer electron radiation
belt via VLF wave local acceleration (Li et al., 2014) and
inward ULF wave radial diffusion (Ozeke et al., 2017)
during the recovery phase of geomagnetic storms.
Geomagnetic storms represent the most dynamic of

Space Weather events and significant progress has been
made in understanding these dynamics and the physical
processes controlling them. Despite this, the effect that
geomagnetic storms and Space Weather have on space-
and ground-based infrastructure and the ability to model
both the global and local dynamics of the magnetosphere
during geomagnetic storms remains limited. This includes
our ability to forecast storm-time magnetosphere dynam-
ics as well as our understanding of storm-time geomagnet-
ically induced currents (GICs), the effects of space-based
radiation on spacecraft charging and single event upsets,
increased satellite drag during storms and even the effect
that enhanced storm-time energetic particle precipitation
has on climate.

2.8.2. Substorms

Substorms are one of the most common, readily
observed, and recognizable Space Weather events. In
the magnetosphere a substorm is characterized by the
transition from a high energy state to a lower energy state,
whereby energy stored in the stretched magnetotail, the
result of the solar wind-magnetosphere interaction
described in section 2.6, is explosively released
(Cummings et al., 1968). In the ionosphere this release

of energy is manifested by a rapid expansion and bright-
ening of the auroral oval in both the northern and south-
ern hemispheres (Akasofu 1964). These vibrant auroral
displays, readily observed on the Earth, make substorms
the most recognizable Space Weather event.
As described in section 2.3, dayside magnetic field lines

reconnect with the solar wind and are dragged antisun-
ward and into the nightside of the Earth. A buildup of
magnetic flux in the nightside magnetosphere leads to
the formation of the highly stretched and compressed
magnetic topology known as the magnetotail. This
buildup of flux cannot be sustained indefinitely, eventu-
ally the magnetotail becomes unstable and reconnection
is triggered causing the nightsidemagnetotail to dipolarize
and in the process explosively release energy stored in the
stretched magnetic field configuration. This explosive
release of energy is the magnetospheric substorm; the stor-
age of energy pre-onset is referred to as the substorm
growth phase and the period following onset is the sub-
storm expansion phase (McPherron, 1979). Following
the release of energy in the nightside magnetosphere,
bursty bulk flows (BBFs) are launched toward the Earth
(Angelopoulos et al., 1992), the tail dipolarizes, and
plasma is injected into the inner magnetosphere (Baker,
1984). This dipolarization leads to the disruption of the
cross-tail current system into the ionosphere and subse-
quently the formation of the substorm current wedge
(SCW) (McPherron et al., 1973) and increased ultra-low
frequency wave activity, observed both in the nightside
magnetosphere (Kepko et al., 2001) and the ionosphere
(Rae and Watt, 2016). In the ionosphere the dipolariza-
tion corresponds to a rapid poleward and azimuthal
expansion and brightening of the auroral oval and an
enhancement in the ionospheric electrojets. The increased
auroral activity is referred to as the auroral substorm. Pro-
longed magnetotail activity can lead to continued magne-
totail activity in the form of steady magnetospheric
convection intervals (SMCs) (Kissinger et al., 2011) and
periodic substorms (Walach et al., 2017). SMCs result
from continued reconnection on the dayside, or balanced
reconnection rates on both the day and night side (DeJong
et al., 2009), leading to prolonged magnetotail and auro-
ral activity. Periodic substorms are generally observed at
geosynchronous orbit (Borovsky et al., 1993; Cai et al.,
2006) and may develop as the result of enhanced oxygen
outflow from the ionosphere following a substorm
(Ouellette et al., 2013). Note that periodic substorms are
less well understood then SMCs and isolated substorms.
The process or processes that trigger magnetospheric

substorms are one of the most controversial topics in
space physics (Angelopoulos et al., 2008a, 2008b; Lui
2009). A dedicated NASA mission, the Time History of
Events and Macroscale Interactions during Substorms
(THEMIS) (Angelopoulos et al., 2008b) was launched
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specifically to determine how energy was released in the
magnetotail during substorms and differentiate between
the prevailing near-Earth neutral line (Baker et al.,
1996) and current disruption (Lui, 1996) paradigms.
However, observations from a dense array of auroral ima-
gers and conjugate magnetospheric spacecraft during the
THEMIS era have led to the development of a third par-
adigm, the auroral streamer paradigm (Nishimura et al.,
2010). Rather than providing science closure the introduc-
tion of a new paradigm has added to the substorm contro-
versy and remains a highly debated topic within space
physics community (Frey et al., 2010; Rae et al., 2013).
The controversy surrounding substorm onset has

spurred significant scientific discoveries and advances,
often facilitated by the launch of the THEMIS mission
and new arrays with both high spatial and temporal res-
olution providing observations of the aurora, magnetic
field perturbations, and ionosphere dynamics during sub-
storms. In particular, auroral beads, azimuthal auroral
structures developing during the late growth phase and
early expansion phase of a substorm, have been shown
to be a key component of the substorm process
(Donovan et al., 2006; Liang et al., 2008; Sakaguchi
et al., 2009; Rae et al., 2009; Kataoka et al., 2011;Murphy
et al., 2014b; Kalmoni et al., 2017). Detailed analysis of
the spatial and temporal scales of these auroral forms sug-
gests they are the ionospheric manifestation of a plasma
instability in the nightside magnetotail (Rae et al., 2010;
Kalmoni et al., 2015, 2018).Multipoint observations from
low-altitude spacecraft demonstrate the three-
dimensional structure of the substorm current wedge
(Murphy et al., 2013; Forsyth et al., 2014). Multipoint
magnetospheric observations have revealed how the mag-
netotail plasma and magnetic field environments evolve
during magnetospheric substorms (Miyashita et al.,
2009; Runov et al., 2011; Gabrielse et al., 2014; Machida
et al., 2014) and the effects that magnetotail substorms
have on the inner magnetosphere (Turner et al., 2015;
Jaynes et al., 2015; Murphy et al., 2018a).

2.8.3. The Kelvin–Helmholtz Instability

The Kelvin–Helmholtz instability occurs in response to
velocity shears across boundaries separating fluids. At
Earth, the Kelvin–Helmholtz instability can develop
along the magnetopause when the magnetosheath veloc-
ity is sufficiently high (Mann and Wright, 1999; Hase-
gawa et al. 2004). The Kelvin–Helmholtz instability can
generate large-scale surface waves and vortices along
themagnetopause boundary that facilitate localized activ-
ity (Nykyri and Otto, 2001) and energy transport along
the magnetopause boundary and as well as more global
activity along the magnetospheric flanks and deeper into
the inner magnetosphere (Wright and Mann, 2006).

Locally, the Kelvin–Helmholtz instability can abet the
transport of plasma across the magnetopause boundary
(Nykyri and Otto 2001). Recent multipoint observations
from the Magnetospheric Multiscale (MMS) mission
have also demonstrated localized plasma heating via
wave–particle interactions (Moore et al., 2016) and recon-
nection (Eriksson et al., 2016) can occur within the vorti-
ces and rolled up plasma and magnetic fields that develop
as a result of the Kelvin–Helmholtz instability, as illus-
trated in Figure 2.3b. Globally, surface waves driven by
the Kelvin–Helmholtz instability transport energy away
from the magnetopause boundary as ultra-low frequency
waves and excite field line resonances in the inner magne-
tosphere (Southwood 1974) (Figure 2.3b). This energy can
further couple to radiation belt electrons via resonant
wave–particle interactions (Claudepierre et al., 2013)
and may be a key component of radiation belt energiza-
tion during geomagnetic storms and high-speed solar
wind (Paulikas and Blake, 1979; Murphy et al., 2018b).
While reconnection is undoubtedly the dominant proc-

ess in solar wind–magnetosphere coupling and energy
transfer (Dungey, 1961), recent work has shown the Kel-
vin–Helmholtz instability at Earth to be ubiquitous along
the dayside magnetopause developing during all IMF and
solar wind conditions (Kavosi and Reader, 1995) and not
just periods of high-speed solar wind (Mann and Wright,
1999). This suggests that theKelvin–Helmholtz instability
may be an ever-present component of the solar wind–
magnetosphere interaction.

2.8.4. Dynamic Pressure Pulses

Dynamic pressure pulses are abrupt step-like increases
in the solar wind dynamic pressure. Pressure pulses attend
solar wind shocks (Cattell et al., 2017) and frequently
occur near stream interfaces (Morley et al., 2010). The
enhanced pressures transmit compressional fast magneto-
hydrodynamic waves into themagnetosphere, as shown in
Figure 2.3c, cause the magnetopause to move Earthward
rapidly and compress the Earth’s magnetic field. The
inward motion stops when the enhanced solar wind pres-
sure is balanced by an increased magnetic pressure closer
to the Earth. Gradients in the pressure applied to the cur-
rent sheets at the magnetopause and inner edge of the low-
latitude boundary layer generate field-aligned currents
that flow into the high-latitude ionosphere and produce
transient swirls of current and flow that can be observed
by groundmagnetometers and radars (Sibeck et al., 2003).
The magnetopause compression can lead to a rapid loss

of inner magnetosphere plasma via magnetopause sha-
dowing and can also drive enhanced ULF wave activity
that furthers the loss of inner magnetospheric plasma
via outward radial diffusion (Murphy et al., 2015). The
compression enhances plasma temperature anisotropies,
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providing a source of free energy for VLF waves (Halford
et al., 2015), which then drive further dynamics via
wave–particle interactions (Horne and Thorne, 1998).
The compression of the magnetopause also launches an
antisunward pulse and large-amplitude azimuthal electric
field that can interact with inner magnetospheric plasmas
via drift resonances; this is especially true with dynamic
pressure pulses associated with shocks (Foster et al.,
2015; Hudson et al., 2017; Kanekal et al., 2016). Overall,
solar wind dynamic pressure pulses have drastic effects on
the Earth’s magnetosphere, driving various wave modes
throughout the inner magnetosphere as well as particle
transport, energization, and loss.

2.9. CONCLUSION

Sixty years ago we knew little to nothing about the solar
wind and its interaction with the Earth’s magnetosphere.
The ten years that followed the advent of the first scientific
spacecraft in 1958 saw thediscovery of theEarth’s ring cur-
rent and radiation belts, the magnetopause, magne-
tosheath and bow shock, the magnetotail, the cusps, and
the plasmasphere (Stern, 1996; Chapter 1, this volume).
The following years saw an intense effort to specify the
characteristics of the various plasma and magnetic field
regimes that comprise themagnetosphere and its environs.
The locations of the often-sharp boundaries that separate
them were identified, and the properties of both regions
and boundarieswere determined as functions of solarwind
conditions. Reconnection was found to play a key role in
governing the flow of solar wind, mass energy, and
momentum into and through the magnetosphere, as evi-
denced by the dependence of many magnetospheric phe-
nomena, such as storms and substorms, on the north/
south component of the IMF.Themagnetospheric current
systems that both connect and flow on the boundaries
between regions were identified and quantified as a func-
tion of solar wind conditions. Recent years have seen
renewed interest in the role of the bow shock and its fore-
shock inenergizingparticles andmodifying the solarwind–
magnetosphere interaction. Surveys of plasma waves
throughout geospace demonstrated the crucial roles they
play in particle energization, transport, and loss. Cross-
scale coupling occurs at the bow shock, magnetopause,
and in the magnetotail, often resulting in turbulence.
And yet, many questions remain unanswered. While we

can predict when substorms are likely to occur, we cannot
predict exactly when, where, or how strong they will be.
While the north/south component of the interplanetary
magnetic field (IMF Bz) controls the flow of energy into
the magnetosphere, the solar wind velocity may control
the burstiness of its release during substorms (Newell
et al., 2016), and we do not know whether geomagnetic

storms will enhance, diminish, or leave the intensities of
radiation belt electrons unchanged (Reeves et al., 2003).
Observations from single well-instrumented spacecraft,

in particular low-cost CubeSats, will continue to play an
important role in answering these and other questions. In
recent years, constellation missions have increasingly been
used to address both global and local questions such as
the nature of magnetic reconnection (Chapter 40, this vol-
ume). The multi-agency missions of the International
Solar–Terrestrial Program (Acuña et al., 1995; Sibeck and
Kudela, 1999) and the THEMIS mission (Angelopoulos
et al., 2008b) provide good examples of the former, while
the closely-spaced spacecraft of the Cluster (Escoubet
et al., 2001) andMMS (Burch et al., 2016)missions provide
examples of the latter. Arrays of ground-based magnet-
ometers (Gjerloev, 2012), ELF/VLF radio receivers (Barr
etal., 2000), riometers (Honaryetal., 2011), all-sky imagers,
and radars place the spacecraft observations in context and
help evaluate the global significance of individual mechan-
isms. Global imagers, such as the IMAGE, TWINS, and
forthcoming SMILE mission will play an increasingly
important role in exploring the solar wind–magnetosphere
interaction (Chapter 42, this volume). Increasingly elabo-
rate magnetohydrodynamic, hybrid, and particle-in-cell
code simulations (Chapter 37, this volume; Chapter 38, this
volume; Chapter 44, this volume) encapsulate our best
understandingof thebasicphysics.Wewill trulyunderstand
nature of the solar wind–magnetosphere interaction when
these simulations accurately predict the wide range of mag-
netospheric phenomena as a function of the ever-varying
solar wind.
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3
The Equations of the Magnetosphere

Herbert Gunell

ABSTRACT

The use of equations and mathematical modelling in magnetospheric and space physics is reviewed. First, the
basic equations are discussed. Then, kinetic and fluid theory are treated. The role of approximations and the
applicability of the theories in practice are emphasized.

3.1. THOUGHTS ON EQUATIONS

The topic of equations in magnetospheric science is
vast. It involves the fundamental equations of electromag-
netics, Newton’s laws for particle motion, and the theory
of relativity; these are crucial not only to the understand-
ing of our field but, indeed, also to most if not all of phys-
ics. At the other end of the scale, we have equations that
are used by researchers to explain a particular observation
that cannot be generalized to other situations. In between
we find equations that apply to a particular problem, such
as the current–voltage relationship of the aurora, that
while not fundamental are, nevertheless, often used by
many scientists in the field.
The vastmajority of themagnetosphere, at least in terms

of volume, is a collisionless plasma that it can be described
by the equations governing collisionless plasma physics.
However, the interface toward the ionosphere at the mag-
netosphere’s inner boundary is not collisionless at all. In
fact, it is through collisions that we can see the aurora,
the only magnetospheric phenomenon that is observable
with the naked eye and without scientific instrumentation.
Speaking of equations, it may also be worthwhile to

reflect upon why we use them and how best we can accom-
plish what we want with, or perhaps without, the use of

equations. Biot–Savart’s law, which in modern textbooks
is written as (Cheng, 1989):

B =
μ0I
4π C

d l ' × a R

R2 (3.1)

was published by Biot and Savart (1820) in an article,
about one page long, that contained no equations and
no figures. In this case, a single equation combined with
a small figure defining the quantities involved would more
efficiently convey the relationship between the current
and the magnetic field. Thus, we can talk about nature
in the language of mathematics, which is understood
also by those who are unfamiliar with the language in
which the original publication is written. This being said,
one must also acknowledge that mathematical language
sometimes is not always readily comprehended even by
colleagues in the field and that a physical understanding
often may be easier to convey by other means, particularly
when the study itself involves lengthy derivations of
equations.
Furthermore, describing our findings mathematically

allows for quantitative predictions. The ability to make
predictions is necessary in developing science-based tech-
nical applications, and also to understand science itself
when we move beyond simple relationships between a
small number of variables. For example, the plasma
waves that appear in the various parts of the magneto-
sphere are derived mathematically, and we would hardly
be able to understand the physics behind them without
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that mathematical description. When analyzing satellite
data it is by comparison to theoretical predictions of
wavelengths, frequencies, and directions of propagation
that we can identify wave modes and, in turn,
generationmechanisms and energy flows. Thus, themath-
ematical description is more than a language used for effi-
ciency in lieu of other languages. It is an integral part of
modern magnetospheric physics, and we cannot do with-
out it.
In spite of the above example of an equationless publi-

cation from 1820, the need for quantitative predictions
was already realized at the time and the mathematical
treatment of the natural sciences was emerging, as can
be seen by the example of Poisson’s equation, which is
of great importance in our field (Poisson, 1813). The field
of numerical simulations is entirely based on the numeri-
cal treatment of equations, and experiments can be con-
ducted completely in the computer with no connection
to reality. Once the equations that are used have been
established, when their limitations are known and how
initial and boundary conditions are put in relation to
observations, these computer experiments can be con-
ducted much like laboratory experiments. It is then possi-
ble to publish scientific papers that, although they rely
completely on the mathematical description, contain no
equations at all (Gunell et al., 2007, my own paper –

not to embarrass anybody else). Thus, what existed first
as a purely theoretical field of study has created a new
field that is essentially experimental.
Computer simulations can be very successful in advan-

cing our understanding of magnetospheric physics. In
addition to the purely numerical challenges of the field,
it is imperative to know the limitations of the numerical
models used, to establish the validity of the models to
the problem under study, and to confirm as much as pos-
sible that the numerical results agree with observations.
There is not always a clear answer to the question of
which model is the most suitable to a particular problem.
A model may describe some aspects of a phenomenon
well, while failing to describe others, and then the
choice of model depends not only on the physics of the
object of study but also on the question one endeavors
to answer.
The aim of this chapter is to review, briefly, some of the

techniques in common use in magnetospheric and space
physics; to shed some light on the regimes of applicability
of these models, and to provide a few examples of how
these methods are used today. For a complete treatment
with detailed derivations of the equations one has to turn
to textbooks, for example the book by Krall and Trivel-
piece (1973), which has been a useful source of informa-
tion to the author of this chapter. I have endeavored to
provide examples of mathematical modelling of various
phenomena from the parts of magnetospheric physics

with which I am familiar. The list is not exhaustive nor
restricted to Earth’s magnetosphere, since the underlying
principles that govern the behavior of our planet are
shared with other solar system objects. In other words,
in this chapter, the author goes on and on about stuff.
The examples mentioned here do not cover the complete
history of the field and it is very likely that important
works have been forgotten. Hopefully, those that have
been remembered will be able to illustrate the successes
and challenges of mathematical modelling in magneto-
spheric physics today.

3.2. BASIC EQUATIONS

In magnetospheric physics, like everywhere else, the
electric and magnetic fields can be found as solutions to
Maxwell’s equations:

∇ × E = −
∂B
∂t

3 2

∇ × B = μ0 J + ε0μ0
∂E
∂t

3 3

∇ E =
ρ

ε0
3 4

∇ B = 0 3 5

The notation is explained in Table 3.1. In a plasma, the

sources, ρ and J , to the electromagnetic fields are given
by the particle positions and velocities. For a complete
description we thus need to model the motion of all
charged particles. We may define a function that specifies
the positions and velocities for theNαparticles of species α
(Klimontovich, 1958; Dupree, 1963):

Nα x , v , t =
1 ≤ j ≤ Nα

δ x − x j t δ v − v j t

(3.6)

Integrating equation 3.6 over all phase space we obtain
the total number of particle of species α:

Nα = Nα x , v , t d x d v (3.7)

The charge density in equation (3.4) and the current
density in equation (3.3) are found by integration:

ρ =
α

qα Nα x , v , t d v (3.8)

J =
α

qα v Nα x , v , t d v (3.9)

Assuming that there is no particle production nor
any losses and that only electric and magnetic forces
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act on the particles, the equations of motion for particle
j are:

d x j

dt
= v j (3.10)

d v j

dt
=

q j

m j
E + v j × B (3.11)

Due to the conservation of particles in phase space,

dNα x , v , t dt = 0 , which using the equations of

motion becomes:

∂Nα x , v , t

∂t
+ v

∂Nα x , v , t

∂ x

+
qα
mα

E + v × B
∂Nα x , v , t

∂ v
= 0

(3.12)

The fields in equation 3.12 are the microscopic fields
that each particle feels from all the other particles. For
convenience it has not been explicitly stated in equa-
tion 3.12 that, when evaluating the fields at the particle
position, the contributions from the particle itself must
be removed (Dupree, 1963). Equation 3.12 looks conspic-
uously like the Vlasov equation, which we shall meet in
section 3.3, but, unlike that equation, equation 3.12
includes the interaction between individual particles and
can therefore describe fluctuations due to particle dis-
creteness that are otherwise ignored in kinetic theory.
Because this description requires modelling the motion
of all particles it is not practical beyond very small sys-
tems. Nevertheless, there are practical applications where
the effects of particle discreteness are important. Scatter-
ing of electromagnetic radiation is a single particle effect
and incoherent scattering radars (Gordon, 1958) rely on
it, because without the discrete particles there would be
no scattering centers.

Thermal fluctuations in the plasma are caused by the
motion of individual particles, which gives rise to collec-
tive wave modes. Power spectra of these thermal fluctua-
tions can be computed through superposition of dressed
test particles (Rostoker, 1964a, 1964b). In the dressed test
particle model, each particle is treated as a Debye-
shielded, dressed, test particle; the waves it generates as
it moves through the plasma are computed and the contri-
butions from all such test particles are added to yield the
final spectrum. A plasma is often defined as an ionized
gas that exhibits collective properties. In the dressed test
particle method, the particles are – one by one – taken
out of the plasma and its response to their presence is
examined. In incoherent scattering radars, it is the width
of the ion fluctuation spectrum that determines the width
of the scattered power spectrum and not, as one naively
could believe, the thermal spread of the electron distribu-
tion (Bowles, 1958; Fejer, 1960; Hagfors, 1961; Rosen-
bluth & Rostoker, 1962). This shows the importance of
always remembering that the kinetic and fluid descriptions
are approximations and that there are phenomena that can
be understood only by going back to the most basic
equations.

3.3. KINETIC THEORY

Kinetic theory is a statistical description of the plasma,

where one considers the distribution function f x , v , t ,

which is defined so that the number of particles in an ele-
ment d x d v of the six-dimensional phase space at time
t is:

f x , v , t d x d v

As there are almost always more than one particle spe-
cies in the plasma, separate distribution functions fα are
defined for each species. Under the influence of electro-
magnetic forces, the distribution function satisfies the

Table 3.1 The quantities represented by the symbols used in this chapter

E Electric field μ0 Permeability of free space

B Magnetic flux density ε0 Permittivity of free space

J Current density c0 Speed of light in vacuum

ρ Charge density α Particle species
ρm Mass density x Particle position
σ Conductivity v Particle velocity
f Distribution function λD Debye length
n Plasma density ω Angular frequency
ne Electron density P Pressure tensor

ni Ion density e elementary charge
k Wave number Nα x , v , t Klimontovich–Dupree distribution function

ν Collision frequency Nα Total number of particles of species α
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Vlasov equation (Vlasov, 1968, translated from
(Vlasov, 1938))

∂ f α
∂t

+ v
∂ f α
∂ x

+
qα
mα

E + v × B
∂ f α
∂ v

= 0 (3.13)

Vlasov was the first to use this equation in plasma phys-
ics but equations of this form were known a full century
earlier, when Liouville (1838) examined purely mathe-
matical equation properties. In gas dynamics, the Boltz-
mann equation (Boltzmann, 1896) is an equation of the
same kind which includes a collision term, and Jeans
(1915) used an equation of this form to study the motion
of stars. Henon (1982) argued that, because of this history,
a better name for the equation would be “collisionless
Boltzmann equation”, but the name for equation 3.13 that
stuck – at least in this field – is the Vlasov equation.
The Vlasov equation, equation 3.13, is the zeroth order

kinetic equation describing the plasma, in which all parti-
cle to particle interactions have been neglected. By assum-
ing each particle interacts directly with one other particle,
the first order kinetic equation can be derived. By includ-
ing interactions between each particle and two others, one
obtains the second order kinetic equation, and so on
(Krall and Trivelpiece, 1973). The condition that allows
us to neglect binary interactions is that there are many
particles in a Debye cube:

1

nλ3D
1 (3.14)

This can be understood by considering two particles
that occupy the same small volume within the Debye
sphere, or cube. The motion of one of these particles will
be more influenced by the many particles in the Debye
sphere than by the only one other particle within the small
volume. Thus, if equation 3.14 is satisfied, collective
effects dominates over single particle effects, and that is
how we usually define a plasma. For practical purposes,
this sets the lower limit to the length scales for which con-
clusions can be drawn from zeroth order kinetic theory to
approximately the Debye length. For shorter length
scales, the word plasma may no longer be the most accu-
rate description. For time scales, the Vlasov equation is
valid for times shorter than typical collision times.
In space, collision frequencies are often very low, and the

Vlasov equation and Maxwell’s equations together pro-
vide an excellent description of the plasma. When the col-
lision times are longer than other relevant time scales, for
example the plasma period and the electron and ion cyclo-
tron periods, the distributions do not always thermalize
into Maxwellian distributions, and space plasmas often
have non-Maxwellian distributions, exhibiting suprather-
mal tails that can be modelled using, for example, Kappa
distributions (Pierrard & Lazar, 2010) or simple pole
expansions (Löfgren & Gunell, 1997; Gunell & Skiff,

2001, 2002). One application of kinetic theory is to com-
pute dispersion relations for waves. In the electrostatic
case, equations 3.13 and (3.4) are linearized and Fourier
transformed, and a relationship between ω and k can be
found. A consequence of linearizing is that the results are
only accurate for small amplitudes. For ion time scale
waves in plasmaswith non-Maxwelliandistributions, Skiff
et al. (2002) found that kinetic modes, that is to say, modes
not well described by fluid theory, become important.
Another way in which kinetic theory can be used is to

perform computer simulations to find how the plasma
develops with time, given specific initial and boundary
conditions. The two major classes of kinetic simulation
methods are Vlasov simulations and particle simulations.
In Vlasov simulations phase space is discretized, so that
the distribution function is known at the nodes of a grid.
With knowledge of the distribution function, the fields can
be computed at the grid points. Then, with knowledge of
the fields, the phase space fluxes are computed, the distri-
bution function is updated and this processes is repeated
over and over, advancing the distribution function in
time. The methods used usually build on the splitting
scheme (Cheng & Knorr, 1976). In particle simulations,
the distribution function is represented by a number of
particles, often several orders of magnitude fewer than
the number of particles in the real plasma. The charge
and current densities are transferred to a grid, and the
fields are calculated on that grid. Then the particles are
moved under influence of these fields and the process is
repeated (Birdsall & Langdon, 1991). Even though parti-
cle in cell (PIC) simulations are using particles, they are
not including particle to particle interactions and should
be seen as a method for solving the Vlasov equation.
Numerical kinetic modelling is described in more detail
in Chapter 38.
In recent years, Vlasov simulations have been used in

magnetospheric physics to study, for example, electro-
static acceleration of auroral electrons in the upward
(Gunell et al., 2013) and downward (Gunell et al., 2015)
current regions, and large-scale simulations of the magne-
tosphere have been performed of both the nightside
(Palmroth et al., 2017) and dayside (Palmroth et al.,
2018) regions. Those large-scale simulations employed a
hybrid scheme where only the ions were modelled kineti-
cally; the electrons are there as a mere neutralizing fluid.
Such hybrid schemes are necessary as one cannot achieve
the spatial and temporal resolutions required to simulate
both electrons and ions in a simulation that includes the
whole magnetosphere. The same idea is often employed
in hybrid particle simulations, where the ions are treated
as particles and the electrons as a fluid, and such hybrid
models have been used extensively to study planets and
other solar system objects (for example Kallio and Janhu-
nen, 2001; Müller et al., 2011). There are also implicit
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methods (Markidis et al., 2010; Chapter 35, this volume),
where the electrons are included as particles but the elec-
tron plasma period is not resolved. In all these methods
some of the physics is lost. That is the price one has to
pay for the ability to perform global simulations, and it
is the responsibility of the modeler to make sure that what
is lost is not important to the problem that is being
addressed.

3.4. FLUID THEORY AND
MAGNETOHYDRODYNAMICS

A set of fluid equations can be obtained by taking
moments of the Vlasov equation, combining these with
Maxwell’s equations, and closing the system of equations
with a suitable equation of state. Depending on the
assumptions that are made, widely differing phenomena
can be described. Dispersion relations for waves in plas-
mas, such as Langmuir waves and ion acoustic waves,
are often derived in this way in textbooks.
One particular theory of some interest in magneto-

spheric physics is magnetohydrodynamics (MHD). Alf-
vén (1942) used this set of equations:

∇ × B = μ0 J 3 15

∇ × E = −
∂B
∂t

3 16

J = σ E + v × B 3 17

ρm
∂ v
∂t

= J × B −∇p 3 18

for a magnetized fluid, assuming the plasma to be incom-
pressible and σ =∞ to derive the “electromagnetic-hydro-
dynamic” wave that propagates along the background
magnetic field with phase speed:

vA =
B0

μ0ρ
(3.19)

Now these waves are known as Alfvén waves and vA the
Alfvén speed. Equations (3.15)–(3.18) are known as the
MHD equations; when σ = ∞ is assumed we have ideal
MHD. These equations predicted the Alfvén waves,
which subsequently were observed in experiments with
liquid metals (Lehnert, 1958) and in the magnetosphere
(Cummings et al., 1969). While the use of ideal MHD
in space physics relies on many simplifying assumptions,
this treatment is able to predict phenomena that do exist
and have been observed. It is important to consider what
the limitations are. The approach of Alfvén (1942) was to
assume a perfectly conducting incompressible fluid and
examine the consequences. If we instead start with a
kinetic description and derive the fluid equations by

computing the moments of equation 3.13 – with a colli-
sion term on the right-hand side, making it a Botzmann
equation – we may be able to determine when certain
assumptions are valid. In a single-fluid model the momen-
tum equation then becomes:

ρm
∂ v
∂t

+ ρm v ∇ v = ρE + J × B −∇ P, (3.20)

where P is the plasma pressure tensor. The generalized
Ohm’s law is obtained by multiplying the equations for
the first moment by qα/mα for electrons and ions and add-
ing the two equations to form:

∂ J
∂t

+ ∇ v J + J v − v v ρ =
nee2

me
+

nie2

mi
E

+
e2

me
+

e2

mi

ρm v × B
me + mi

−
emi

me
−
eme

mi

J × B
me + mi

−
e
me

∇ Pi
me

mi
−Pe − ν J

(3.21)

For simplicity a plasma constituted of electrons and one
singly charged ion species (qα = e) has been assumed, and
the collision term has been approximated using the aver-
age collision frequency, ν. We also need equations of con-
tinuity for the mass and charge densities:

∂ρm
∂t

+ ∇ ρm v = 0 (3.22)

∂ρ

∂t
+ ∇ J = 0 (3.23)

Equations 3.20–3.23 form a set of single fluid equa-
tions, which in order to be solved need be closed by an
equation of state relating the pressure and density, for
example p ρm for an isothermal fluid; p ργm, where
γ = Cp/CV is the specific heat ratio, for an adiabatic fluid
or ∇ v = 0 for an incompressible fluid.
In going fromequations (3.15)–(3.18) to equations 3.20–

3.23 a number of approximations have been made. Obser-
ving that me mi will simplify equation 3.21 somewhat.
Quasi neutrality will make ρ = 0, and if
small perturbations around an equilibrium are considered

the term ∇ v J + J v − v v ρ in equation 3.21 can

be neglected, since it is of second order. The term contain-

ing J × B in equation 3.21 is negligible in comparison to

the term containing v × B , if characteristic length
scales over which the quantities involved change are

long enough, because according to equation (3.15) J is

proportional∇ × B If also the temporal changes are slow

enough, the ∂ J ∂t term can be neglected. Similarly, the
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pressure gradient can be neglected for large length scales
and for low-pressure plasmas in strong magnetic fields.
In equation (3.18) the divergence of the pressure tensor

has been approximated by a pressure gradient. The off-

diagonal terms of P may be neglected if the Reynolds
number is large so that viscosity is unimportant. Further-
more, the use of a scalar pressure means that pressure isot-
ropy has been assumed. In a collision-dominated plasma,
isotropy is ensured, and even in collisionless plasmas this
approximation is often used successfully. If the collision
frequency is low, other processes on faster time scales
act as effective collisions to isotropize the plasma. Thus,
MHD, under the assumption of an isotropic pressure,
can be applicable to large and slow scales, even though
it cannot say anything about the processes on small
and fast scales that are necessary to maintain that
applicability.
By assuming quasi neutrality (Schottky, 1924) the space

charge density is taken to be zero, that is to say ρ= 0, with-
out placing the corresponding restriction on the diver-
gence of the electric field. Thus, equation (3.4) is
violated in this approximation and we may very well have

∇ E 0. If we find E in quasi neutral theory, equation
(3.4) can be used to compute the charge density, ρ, that
gave rise to that field. The plasma is not neural – only
quasi neutral. Even though this paragraph is in the
section about fluid theory, quasi neutrality is used in
kinetic theory too. For example, Chiu and Schulz
(1978) used a quasi neutral kinetic model of an auroral
field line to find that significant electric fields parallel to
the magnetic field exist over distances of several Earth
radii due to the magnetic mirror configuration. When
does quasi neutrality not apply? The electric field around
a test particle that is placed in a plasma falls off on a typ-
ical spatial scale of a Debye length. However, while the
spatial scale over which the plasma can sustain a deviation
from quasi neutrality is related to the Debye length, 1 λD is
not an upper limit to it. In electric double layers, space
charge effects are generating a potential drop, and these
structures can be “some tens of plasma Debye lengths”
(Torvén and Andersson, 1979).
Global numerical modelling is discussed in Chapter 37.

Here, let us briefly consider one example of a situation
where considerations of the approximations made matter,
namely magnetic reconnection. If the plasma truly obeyed
the ideal MHD equations, the field lines would always be
frozen to the plasma and reconnection would be impossi-
ble. Of course, the plasma is not an ideal MHD fluid and
field lines reconnect all the time. In resistiveMHD, recon-
nection is possible in principle, but it has been found that it
is necessary to includeHall effects to obtain realistic recon-
nection rates (Birnet al., 2001).Moreover, two-fluid effects
have been shown to be important for a more detailed
description of the physics involved (Yamada et al.,

2010). Also, pressure anisotropy and kinetic effects
(Egedal et al., 2013) influence the reconnection process.
At Jupiter’s moon Ganymede (Chapter 35, this volume),
Hall MHD has proved better than resistive MHD at pre-
dicting a configuration of field aligned currents that agree
with observations of auroral emissions (Dorelli
et al., 2015).

3.5. TEST PARTICLE MODELS

Both kinetic and fluid models, described in sections 3.3
and 3.4 respectively, are self-consistent. They account for
bothhowthe fields affect theparticles andhowtheparticles
affect the fields. Test particle simulations is a class of sim-
plifiedmodels that are not self-consistent. Instead the fields
are prescribed and the particle trajectories that result from
those given fields are calculatedby integrating the equation
of motion with the Lorentz force acting on the particles.
This can be useful in cases where the particles do not affect
the fields to a significant extent. For example, in Earth’s
radiationbelts thatwerediscoveredat thedawnof thespace
age (VanAllen et al., 1958) have beenmodelled in this way
(Roederer, 1967; Chapter 21, this volume).
Another example of the use of test particle models is to

study a minor species that does not affect the behavior of
the plasma. For example, charge-exchange X-rays are
caused when highly charged ions (O +

6 , C +
6 , Ne +

8 , etc.),
which constitute a small fraction of the solar wind,
undergo charge-exchange collisions with neutrals in the
exosphere of a planet. The X-ray emissions can be mod-
elled by first using a self-consistent hybrid model of the
interaction between the planet and the solar wind to find
the electric and magnetic field. Then a test particle model
can be used to compute the trajectories of the highly
charged ions and the resulting emissions (Gunell et al.,
2004, 2007).
The test particle simulation can be useful for specific

purposes as shown by these examples, but not being
self-consistent it remains an incomplete description of
the plasma.

3.6. SUMMARY

Now that we have reached the end of the last
section before the concluding words, let us examine
whether it is possible to draw a simple picture that makes
sense of it all. An attempt at that is shown in Figure 3.1,
which illustrates how the main classes of plasma theory
described in this chapter are related to each other. With
Maxwell’s equations, Newton’s laws of motion, and the
Lorentz force we can model how all particles move and
how the particles, in turn, affect the electric and magnetic
fields. As following all particles is impractical in most
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cases, one can instead use a statistical model where the
development of the distribution function is considered;
this is known as kinetic theory. By forming moments of
the distribution function, fluid theory is obtained. It does
not end there. Combinations of both fluid and kinetic the-
ory can be used in hybrid models and the fields found in
either fluid or kinetic theory can be used to compute par-
ticle trajectories in test particle simulations. Can we also
make a figure that illustrates under what conditions the
different theories should be used? This turns out to be
much more difficult. When deciding on what model to
use there are many choices to be made. Can the plasma
be described by one or several fluids? Is the problem elec-
trostatic or electromagnetic? How many dimensions are
required in configuration space and in velocity space? It
is not unusual that two different models can be used to
study the same plasma, depending on what aspects of it
are emphasized.

3.7. CONCLUSIONS

The equations of magnetospheric physics are much the
same as those of electromagnetic theory, collisionless
plasma physics, the kinetic theory of gases, and fluid
dynamics. In any practical application of mathematics
in space physics, approximations have to be made, and
it is imperative to know the limitations of the models
one intends to apply to a particular problem. Even when
these limitations are known, assessing whether a model is
applicable to a problem is no trivial task. If we, for exam-
ple, study a phenomenon using a model that includes ions
but not electrons, that model itself cannot tell us whether
electron physics is important also on ion length and time

scales. Ultimately, it is comparing model results to obser-
vations that must provide the answer to the question of
model applicability, and it is the combined use of experi-
ments and mathematical modelling that will advance
space science in the future.
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Magnetic Reconnection in the Near-Earth Magnetotail

Tsugunobu Nagai

ABSTRACT

Magnetic reconnection is the key process that produces the dynamics of the Earth’s magnetosphere, by efficiently
converting the magnetic field energy into plasma kinetic energy and thermal energy. The understanding of mag-
netic reconnection is being revolutionized with in situ spacecraft observations and large-scale computer simula-
tions with particle code.Magnetic reconnection occurs in the microscale region, but has large-scale consequences.
The physical processes in magnetic reconnection should be explored on various scales. This chapter summarizes a
macroscopic picture of magnetic reconnection and examines the structure of magnetic reconnection on the kinetic
level from an observational point of view.

4.1. INTRODUCTION

Magnetic reconnection is a physical process that effi-
ciently converts magnetic field energy into plasma kinetic
energy and thermal energy. Magnetic reconnection is the
main driver in the dynamics of the Earth’s magneto-
sphere.Magnetic reconnection occurs at the dayside mag-
netopause, in the near-Earth magnetotail, and in the
distant magnetotail with radial distances of >100 RE

(1RE = 6371.2 km). Magnetic reconnection occurring in
the near-Earth magnetotail in association with substorm
activity is ideal for exploring the essential nature of
magnetic reconnection. Figure 4.1 shows a schematic of
magnetic reconnection in the near-Earth magnetotail.
In Figure 4.1, the Geocentric Solar Magnetospheric
(GSM) coordinate system is used and magnetic reconnec-
tion is presented in the two-dimensional (x–z) plane,
although the z scale is elongated. In the steady magneto-
tail, the magnetic field lines are northward (Bz > 0) inside
the plasma sheet of the magnetotail, and large-scale mag-
netospheric convection flows are earthward (Vx > 0). The

typical convection flow speed is less than 100 km s−1. The
tail lobe magnetic field lines are transported toward the
equatorial plane and the X-line forms in the neutral sheet.
As the transport of the magnetic field lines is the magne-
tohydrodynamic (MHD) process, the tail lobe plasmas
are also transported to form inflows. The speed of the
inflows is roughly 0.1of the Alfvén velocity (VA). Tail-
ward outflows with Bz < 0 and earthward outflows with
Bz > 0 are produced inside the plasma sheet. As the speed
of the outflows can reach the Alfvén velocity, fast tailward
plasma flows with Bz < 0 inside the plasma sheet are often
used as a signature of magnetic reconnection. This type of
magnetic reconnection can be classified as antiparallel
reconnection in a symmetrical system with no strong ini-
tial guide (out-of-plane) field. The Alfvén velocity is high
(usually >2000 km s−1) so that outflow plasmas generated
by magnetic reconnection are easily discriminated from
other environmental plasmas. Inflowing plasmas are
readily identified. The acceleration and heating of elec-
trons are also evident. The ion inertial length (λi), which
probably determines the spatial scale size of magnetic
reconnection, can be approximately 1000 km. The speed
of a possible motion of the magnetic reconnection
site itself is considered to be small, relative to the outflow
speed. Therefore, the present and past spacecraft
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observations can easily resolve the structure of magnetic
reconnection. This chapter presents the fundamental pro-
cesses of magnetic reconnection on the basis of in situ
observations in the near-Earth magnetotail.
There are many excellent review papers and textbooks

on magnetic reconnection. Some classical review papers
emphasizing the theoretical aspects of magnetic reconnec-
tion are given by Vasyliunas (1975), Sonnerup (1979), and
Cowley (1985). Early spacecraft observations are sum-
marized in the monograph by Hones (1984) and review
paper by Baker et al. (1996). A comprehensive theoretical
textbook on magnetic reconnection at the MHD level is
presented by Priest and Forbes (2000). More modern text-
books on theories and observations are provided by Birn
and Priest (2007) andGonzalez and Parker (2016). Recent
understandings of magnetic reconnection are summarized
by Nishida (2007), Paschmann (2008), Fuselier and Lewis
(2011), Paschmann et al. (2013), Treumann and Baumjo-
hann (2013), Keiling et al. (2015), and Hesse et al. (2016).
Therefore, this chapter aims to present a modern picture
of magnetic reconnection in the magnetotail based on the
observational aspects. The kinetic aspects of ion and elec-
tron behaviors using velocity distribution function (phase
space density) data are discussed. Given that the essential
nature of magnetic reconnection is a breakdown ofMHD,
the fluid treatments of plasmas cannot be applied. Thus,
distribution function data must be examined in current
and future studies on magnetic reconnection. Magnetic
reconnection at the dayside magnetopause is discussed
by Fuselier (Chapter 10, this volume) and Burch and
Hwang (Chapter 41, this volume), and its relationship
to substorm activity is discussed by Nishimura
(Chapter 18, this volume). Birn et al. (Chapter 17, this vol-
ume) present theory and modeling of magnetotail dynam-
ics. Magnetic reconnection in the magnetospheric
boundary layer is discussed by Nakamura (Chapter 12,
this volume).

For convenience, Table 4.1 lists the names of various
satellites mentioned in this chapter. Vela was the name
of 12 satellites used to detect nuclear tests in space during
the 1960s. The Vela satellites had high inclination circular
orbits with semimajor axes of about 18 RE. IMP stands
for the Interplanetary Monitoring Platform. IMP 8 was
launched in 1973. ISEE 1 and 2 stand for the International
Sun–Earth Explorer 1 and 2, which were launched in
1977. AMPTE/IRM stands for the Active Magneto-
spheric Particle Tracer Explorer/Ion Release Module,
which was launched in 1984. The spacecraft Geotail

Z
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Inflows

High-speed earthward flows
with Bz > 0

High-speed tailward flows
with Bz < 0

Figure 4.1 Global picture of magnetic reconnection in the near-Earth magnetotail. Magnetic field lines are
represented by solid lines and plasma flows are represented by thick arrows in the tail meridional (x–z) plane.
Plasmas in the Northern tail lobe and Southern tail lobe are transported with magnetic field lines toward the
neutral sheet as inflows. After the merging of field lines at the X-line (the central cross-configuration site), high-
speed tailward plasma flowswith Bz< 0 andhigh-speed earthward plasma flowswith Bz>0 are produced as outflows.

Table 4.1 Spacecraft names

Spacecraft Full name
Spacecraft
number

Launch
year

Vela 1960s
IMP 8 Interplanetary

Monitoring Platform
1973

ISEE 1 & 2 International Sun–Earth
Explorer

1977

AMPTE/
IRM

Active Magnetospheric
Particle Tracer
Explorer/Ion Release
Module

1984

Geotail 1992
Cluster 4 2000
THEMIS Time History of Events

and Macroscale
Interactions during
Substorms

5 2007

ARTEMIS Acceleration,
Reconnection,
Turbulence and
Electrodynamics of
the Moon’s
Interaction with Sun

2 (2010)

MMS Magnetospheric
Multiscale

4 2015
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was launched in 1992. Cluster was launched in 2000, and
consists of four spacecraft. Launched in 2007, THEMIS
stands for the Time History of Events and Macroscale
Interactions during Substorms, and consists of five iden-
tical spacecraft. Two of the THEMIS spacecraft called
ARTEMIS (Acceleration, Reconnection, Turbulence
and Electrodynamics of the Moon’s Interaction with
Sun) are now located near the Moon. The Magneto-
spheric Multiscale (MMS) mission consists of four identi-
cal spacecraft and was launched in 2015.
Section 4.2 presents plasma andmagnetic field observa-

tions for a clear-cut example of magnetic reconnection in
the magnetotail, thus providing a guide for examining
plasma and magnetic field data. Section 4.3 discusses
the macroscopic view and location of magnetic reconnec-
tion in the magnetotail. The dawn–dusk length of the
X-line is also examined. Section 4.4 explores the structure
of magnetic reconnection from a microscopic point of
view and demonstrates ion and electron decoupling. The
discussion is limited in ion scales. This section could be a
guide for examining velocity distribution function data
formagnetic reconnection. Section 4.5 discusses the future
prospects.

4.2. IN SITU OBSERVATIONS OF MAGNETIC
RECONNECTION

A clear-cut example of magnetic reconnection in the
near-Earth magnetotail is presented to provide an exam-
ple of the macroscopic behaviors of magnetic fields and
plasmas. Magnetic reconnection was observed by the
spacecraft Geotail on 15 September 2017 when the space-
craft was located at XGSM = −22.3 RE, YGSM = +9.0 RE,
and ZGSM = +1.3 RE. An intense substorm started just
after 2300 UT and the minimum AL reached −841 nT
at 2322 UT. Figure 4.2 shows the magnetic field data
(Bx, By, Bz, and Bt in GSM) and plasma moment data
(ion flow velocity Vi x and Vi y, electron flow velocity
Ve x and Ve y, number density, ion temperature, and elec-
tron temperature) for the period of 2240−2340 UT.
Figure 4.3 shows ion and electron energy–time spectro-
grams for four directions (sunward, duskward, tailward,
and dawnward). The colors correspond to ion and
electron flux values.
The spacecraft was located near the neutral sheet before

the substorm onset, as indicated by the Bx reversal at 2252
UT. By becomes almost zero and the total magnetic field
is 1.5 nT at the Bx zero-crossing, indicating that there is no
guide field in this event. Tailward plasma flows with pre-
dominantly negative Bz near the neutral sheet after 2303
UT represent an initial signature of magnetic reconnec-
tion. The flow has a significant duskward component
(Vi y > 0) so that plasmas flow tailward and duskward.
This is a common signature for tailward outflows in the
premidnight sector of the magnetotail. An initial positive

Bz pulse is produced by preexisting tail magnetic fields,
which are pushed by reconnection outflows. This bipolar
Bz signature becomes more evident in the distant tail and
is recognized as a signature of plasmoids (Hones et al.,
1984). The electron and ion flow velocities are almost con-
sistent with one another, indicating that the plasma flows
are MHD flows. Ions show almost Maxwellian distribu-
tions with temperatures >10 keV (Figure 4.3) and elec-
trons have temperatures of 4 keV (Figure 4.3) before
the arrival of the tailward flows. Themoment temperature
values for ions in Figure 4.2(j) are underestimated, since
the values are calculated in the energy range 0−40 keV.
The tailward flows consist of ions with energies >10
keV (Figure 4.3). In contrast, electrons appear to be
almost isotropic in the energy–time spectrograms, as
a bulk velocity of 100 km s−1 corresponds to ~3 eV for
electrons. Electron temperature decreases during the
MHD tailward flow interval (Figure 4.2(k)). The
energy–time spectrograms (Figure 4.3) show that elec-
trons with energies of 1 keV increase while those
with energies >5 keV decrease. Lower electron tempera-
ture, relative to the temperature of surrounding
electron plasmas, is frequently observed insideMHD out-
flows for magnetic reconnection in the near-Earth
plasma sheet.
Observations of ongoing magnetic reconnection are

made during the 2317−2332 UT period. The prominent
feature during this period is the heating of electrons, as
indicated in Figure 4.3. Electron distributions in the
plasma sheet can usually be fitted well with Maxwellians,
so that 2−10 keV electrons are dominant, and electrons
with energies <1 keV coexist. During this period, electrons
with energies >5 keV are dominant and electrons with
energies less than 1 keV disappear. Electrons are highly
heated and the electron temperature becomes >10 keV
(Figure 4.2(k)). It is evident that plasma density becomes
extremely low, even when the spacecraft is located in the
neutral sheet (the Bx zero crossing). The plasma density
here is almost comparable to that in the tail lobes. Fur-
thermore, the electron flow velocity significantly exceeds
the ion flow velocity (Figure 4.2). For the x-direction, the
electron flow direction is consistent with the ion flow
direction. However, even when the ion flow direction
is duskward, electrons flow dawnward. These electrons
consequently become carriers of the duskward cross-tail
currents. In general, an intense cross-tail current sheet
is detected in magnetic reconnection. Tailward flows
are reversed to earthward flows near 2324 UT, and Bz
becomes predominantly positive. Earthward flowing
ions and tailward flowing ions appear intermittently with
corresponding Bz > 0 and Bz < 0 fields. This behavior
is common in magnetic reconnection. The X-line (i.e.,
site of magnetic reconnection) can move tailward and
earthward, as reported by the Cluster multi-point obser-
vations (Alexandrova et al., 2015).
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Figure 4.2 Overview of magnetic reconnection observations by the spacecraft Geotail for the period from 2240 to
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These in situ magnetic reconnection observation signa-
tures are terminated by an exit into the tail lobe or a rather
rapid appearance of the MHD plasmas. In this event,
MHD plasmas appear after 2332 UT and ions show bulk
duskward flows. It is not known in the present stage
whether these duskward MHD flows are related to mag-
netic reconnection occurring at different sites. Although

flow activities subside at Geotail in the magnetotail, sub-
storm activity progresses on the ground and AL continues
to be less than −500 nT.
The coexistence of high-energy (a few to tens of keV)

ions and electrons and strong electron heating can be good
indicators of in situ observations of magnetic reconnec-
tion in the magnetotail. These signatures can be seen in
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Figure 4.3 Ion and electron energy–time spectrograms for the period of 2240−2340 UT on 15 September 2017.
Sunward (earthward), duskward, tailward, and dawnward ions and electrons (counts/sample) are color coded
according to the logarithmic color bar on the right side. Ion counts/sample are from 0.1 to 102.7 and electron
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observations by various spacecraft, such as Geotail
(Nagai et al., 1998), Cluster (Nakamura et al., 2006),
and THEMIS (Oka et al., 2016). In past observations,
IMP 8 observed the events, probably near the ongoing
magnetic reconnection site (Bieber et al., 1984).

4.3. SUBSTORM-ASSOCIATED MAGNETIC
RECONNECTION

4.3.1. Location of Magnetic Reconnection

It was postulated that magnetic reconnection forms in
the plasma sheet some 15 or 20 RE tailward of Earth in
association with substorm onsets (Russell and McPher-
ron, 1973; Hones, 1977). High-speed tailward flows
with negative Bz in the plasma sheet indicate that
magnetic reconnection occurs earthward of the observa-
tion point. However, the spacecraft ISEE 1 and 2 (with
apogee of 22 RE) and IRM (with apogee of 19 RE) seldom
observe tailward flows inside the plasma sheet. The IMP
6, 7, and 8 spacecraft, which made observations of the
plasma sheet beyond 30 RE, provided many tailward
flows with negative Bz (Hones, 1979; Hones and Schind-
ler, 1979). The spacecraft Geotail has surveyed the
plasma sheet at radial distances of 10–30 RE since 1996
(in an orbit having an apogee of 31 RE and a perigee of
10 RE) and provided almost continuous plasma and mag-
netic field measurements in the magnetotail over two solar
cycles.
A simple way of determining the location of magnetic

reconnection is to make statistics of fast tailward plasma
flows with negative Bz and fast earthward plasma flows
with positive Bz. For example, a flow survey was con-
ducted at radial distances of 10–50 RE from 1994 to
1996 by Nagai et al. (1998). An examination of plasma
flows associated with substorm onsets can more definitely
indicate the location of magnetic reconnection in the mag-
netotail (Nagai and Machida, 1998). Both studies reveal
that tailward (earthward) flows with negative (positive)
Bz are observed predominantly at X GSM < −20 RE

(XGSM >−30 RE).Moreover, flows are observed predom-
inantly in the premidnight sector. It is thus concluded that
magnetic reconnection often forms in the premidnight
sector of the plasma sheet at radial distances of 20–30
RE. It is important to take into account the spacecraft res-
idence times in the plasma sheet. Therefore, the occur-
rence frequencies of tailward and earthward flows
should be examined. The occurrence frequency of tail-
ward flows increases at XGSM < −20 RE, as the radial dis-
tance increases. The occurrence frequency of earthward
flows increases at XGSM > −30 RE, as the radial distance
decreases. This has been verified by an independent study
using the spacecraft THEMIS (Imber et al., 2011).

Figure 4.4 shows the locations of 82 magnetic reconnec-
tion events determined based on the electron heating
signatures described in Section 4.2 (Nagai et al., 2015b).
The survey was conducted by Geotail in the plasma sheet
of XGSM < −10 RE during the period of 1994–2014.
Although the YGSM range of the survey was extended
to the spacecraft apogee of 31 RE, plasma sheet observa-
tions are extremely rare for YGSM < −20 RE and YGSM >
+20 RE. It is evident that magnetic reconnection is mainly
observed at XGSM < −20 RE. This is true even when the
occurrence frequency of magnetic reconnection is calcu-
lated. The preference of magnetic reconnection in the pre-
midnight sector is clear in the occurrence frequency
diagram (Nagai et al., 2015b).

4.3.2. Controlling Factor of the Magnetic
Reconnection Location

The spacecraft Cluster has observed many magnetic
reconnection events within 19 RE (Eastwood et al.,
2010). This appears to contradict the conclusion given
in section 4.3.1. Geotail observed tailward convection
flows with negative Bz at XGSM = −8.6 RE during an
intense magnetic storm on 30 October 2003 (Nagai,
2006). Hence, there may be a control factor that deter-
mines the location of magnetic reconnection in the mag-
netotail. Several solar wind parameters prior to
magnetic reconnection were examined (Nagai et al.,
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+10

–10

–20

YGSM

XGSM

RE

Figure 4.4 The location of the magnetic reconnection event in
the GSM x–y plane (XGSM = −10 to −31 RE) observed by Geotail
in 1994−2014. The open circle indicates the event for Kp ≤ 3,
and the dot indicates the event for Kp ≥ 3+. The outer boundary
indicates the survey area (with Geotail staying in the plasma
sheet for ≥1 hour in 1 × 1 RE box).
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2005). The most probable factor is the solar wind electric
field (Ey = −Vx × Bz). For strong solar wind electric field
conditions, magnetic reconnection tends to form closer to
the Earth. This can resolve the puzzle of the location of
magnetic reconnection in the magnetotail. The first report
on magnetic reconnection in the magnetotail was pro-
vided by the Vela observations in 1967−1968 (Hones
et al., 1971). The Vela spacecraft stayed in the plasma
sheet only around a radial distance of 18 RE. Although
solar wind data were not available, and the period of
1967–1968 was not in the solar maximum, the Vela events
were associated with intense substorms. The ISEE 1 and 2
spacecraft had apogees of 22 RE, and made observations
in 1978−1980 during the solar maximum phase. Although
tailward flows with negative Bz were indeed observed
(Hones et al., 1986), occurrence frequency of tailward
flows is low and fast flows are predominantly earthward
inside 21 RE (Cattell and Mozer, 1994; Angelopoulos
et al., 1994). This might be due to the high inclination
(23 ) of the spacecraft. The AMPTE/IRM spacecraft
had an apogee of 19 RE and made the tail survey in
1985 and 1986 for the solar minimum phase. Occurrence
of tailward flows were very low in the IRM observations.
Cluster had an apogee of 19.6 RE near the equatorial
plane of the tail and made several in situ observations
of magnetic reconnection in 2001−2002, especially for
substorms during high geomagnetic conditions
(Eastwood et al., 2010). Thus, the past observations of
magnetic reconnection inside 20 RE were likely made
under intense solar wind electric field conditions.

4.3.3. The Dawn–dusk Length of the X-line

The X-line of magnetic reconnection apparently
develops across the full width of the middle tail. Fast
tailward flows with negative Bz were observed in the full
dawn–dusk extent of the tail at radial distances >30 RE

in early spacecraft observations (Hones, 1979), and plas-
moids and travelling compression regions (TCRs) were
observed everywhere in the distant tail beyond 100 RE

(Hones et al., 1984, Slavin et al., 1985, Moldwin and
Hughes, 1992, Ieda et al., 1998, Eastwood and Kiehas,
2015). However, reconnection-related-phenomena are
observed preferentially in the premidnight sector of
the near-Earth magnetotail, as evident in various studies
(Nagai et al., 1998; Raj et al., 2002; Genestreti et al.
2014). Furthermore, fast earthward flows in the near-
Earth magnetotail appear to have a finite dawn–dusk
width (Nakamura et al., 2004). Unfortunately, there
were no observations in which two or more spacecraft
could determine the dawn–dusk length of the X-line.
Some statistical studies were thus conducted to obtain
information on the dawn–dusk length of the X-line. It
should be noted that the database may be a strong

function of the spacecraft orbit. When one spacecraft
has an apogee of 20 RE in the equatorial plane, it
can survey the region of XGSM = −20 RE near the mid-
night meridian. Resident times of the spacecraft in the
plasma sheet become smaller for the large YGSM for
XGSM < −15 RE. Moreover, full spacecraft operations
are often reduced near the midnight meridian due to
eclipses (the spacecraft enters the shadow of the Earth).
Observations near the midnight meridian are also
reduced. It is known that the dawn–dusk length of
the X-line can develop both dawnward and duskward
in three-dimensional simulations (Huba and Rudakov,
2002, Shay et al., 2003, Nakamura et al., 2012). There-
fore, deducing any conclusive results requires some
caution.
Cluster observations provided 18 clear-cut encounters

of magnetic reconnection in the 2001–2005 period
(Eastwood et al., 2010). Magnetic reconnection is
observed between 15 and 20 RE from the Earth (with
the apogee being 19.6 RE) and all events are in the region
of YGSM = −5 to +11 RE. This data set probably provides
the upper limit of the dawn–dusk length of the X-line in
the near-Earth magnetotail inside 20 RE. Note that the
full tail width is more than 40 RE at XGSM = −20 RE.
In the region of XGSM = −20 to −30 RE, Geotail observa-
tions in 1994–2014 provided 44 clear-cut encounters of
magnetic reconnection (Nagai et al., 2013a, 2015b). The
dawn–dusk length of the X-line is most likely 6 RE with
its center in the premidnight sector for moderate sub-
storms and is mainly extended dawnward for larger sub-
storms. The duskside edge of the X-line is clearly
identified and the dawnward edge is somewhat obscured.
This is consistent with simulation results showing that the
X-line is mostly extended dawnward when electrons are
the major carriers of the cross-tail current (Nakamura
et al., 2012). Bieber et al. (1984) reported five events close
to the magnetic reconnection site observed by IMP 8 at
XGSM = −32 to −34 RE. These events were distributed
at YGSM = −1 to +8 RE. Kiehas et al. (2013, 2018) exam-
ined tailward outflows in the lunar distance (around
60 RE) and found that tailward flows are confined in
the dusk sector, using the ARTEMIS spacecraft in 2010
−2015. Runov et al. (2018) examined plasma properties
of tailward flows in the lunar distance and found that
these plasma flows originated from magnetic reconnec-
tion inside 30 RE. It is likely that the dawn–dusk length
of the X-line is not elongated significantly inside XGSM

= −60 RE. The wide spatial occurrence of plasmoids
and TCRs are probably caused by the dawnward and
duskward components of tailward outflows originating
from magnetic reconnection inside 30 RE. Thus, it is
likely that the full length of the X-line at the site of
near-Earth magnetic reconnection is less than half of
the tail width.
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4.4. MICROSCOPIC VIEW OF MAGNETIC
RECONNECTION IN THE MAGNETOTAIL

Geotail made an in situ observation of magnetic recon-
nection for a moderate substorm (with the AL index
reaching −347 nT) on 15 May 2003. This marked the best
event in the 26-year Geotail observations for revealing
various important physical processes in magnetic recon-
nection. There is an intense current layer, in which dawn-
ward moving electrons are a major carrier of the currents.
Electrons show “flat-top” distributions, indicating accel-
eration and heating in the current layer. Both inflowing
and outflowing ions are clearly separated. Inflow ions
make counterstreaming features in the north–south direc-
tion in the center of the current layer and ions are accel-
erated in the inflow process. Ions that approach to the
field reversal region make “meandering” motions near
the central current layer. The Hall current system
(Sonnerup, 1979) forms in the ion–electron decoupling
region.

4.4.1. Overview of a Magnetic Reconnection Event

Figure 4.5 shows the magnetic field (Bx, By, Bz, and
Bt), ion and electron flow velocities (Vx and Vy), and
ion density for the 10-minute period from 1051 UT on
15 May 2003. The spacecraft was located at XGSM =
−27.77 RE, YGSM = +3.35 RE, and ZGSM = +3.53 RE

at 1050 UT. The magnetic field data have a time resolu-
tion of 0.0625 s. The magnetic field component Bx shows
several zero crossings and the total magnetic field Bt is
mostly less than 10 nT, indicating that the observations
are made near the equatorial plane of the magnetotail.
Ion and electron flow velocities are calculated from ion
and electron velocity distribution functions in the energy
range of 0−40 keV. As one full velocity distribution func-
tion is needed for a plasma sampling time of 12 s, plasma
data are shown at 12-s time resolution. Because ions and
electrons have multiple populations at the site of magnetic
reconnection, plasma moment values only give a global
view of the structure of magnetic reconnection, thus
requiring an examination of the velocity distribution func-
tions, as described later. Plasma flow starts near 1053 UT.
Tailward ion flows are observed until 1055:44 UT, and
then flows become earthward. There is a clear flow rever-
sal in this event, and the Vi x velocity change from
−1000 km s−1 to +900 km s−1 occurs within one minute.
Electron flows are almost the same as the ion flows ini-
tially, and deviated significantly from the ion flows after
1054:43 UT. The ion and electron flows show more evi-
dent differences for the period 1054:43–1056:57 UT. Elec-
tron Vx reaches −3000 km s−1 and +2000 km s−1, while
ion Vx is in the range of −1000 to +1000 km s−1. Because
electrons and ions behave quite differently in this time
period, this region can be called the ion–electron

decoupling region. The magnetic field Bz also shows a
clear reversal from southward to northward at
1055:44.157 UT. This timing unintentionally coincides
with that of the 12-s plasma data sampling for the first
earthward flows. In this event, the flow reversal coincides
with the Bz reversal, indicating that the X-line passes
close to the spacecraft. After the flow reversal, the
negative values of Ve x appear for the period of
1055:56–1058:121 UT in Figure 4.5(e). It is important
to examine the electron distribution functions. There
are low-energy (<5 keV) inflowing (tailward) electrons
as well as high-energy (>10 keV) outflowing (earthward)
electrons near the separatrix layer, as discussed in
section 4.4.5. Consequently, moment Ve x values can
become negative even in the earthward outflow region.
It is also noted that small fluctuations appear in all the
magnetic field components, indicating the existence of
intense wave activities in the ion-electron decoupling
region (Shinohara et al., 2016).
Magnetic reconnection should occur in the so-called

electron diffusion region where the magnetic connectivity
is broken. Violation of the frozen-in condition occurs in
the diffusion region, although it does not uniquely define
the diffusion region. Since enhanced dissipation near
the X-line indicates the diffusion region, a dissipation
measure, De, is proposed (Zenitani et al., 2011). Zenitani
et al. (2012) detected an enhanced dissipation rate of
45 pW m−3 in the region of 1–2 λi including the magnetic
field and flow reversal around1056 UT during this event.
Figure 4.6 shows ion and electron velocity distribution

function data with plasma flow velocity values in the
period 1053−1059 UT (Nagai et al., 2013b). Here the dis-
tribution function values, often called phase space densi-
ties (PSDs), are summed in all directions and presented by
a function of energy. Ion and electron distribution func-
tions can be classified as Classes M, F, A, and
C (Nagai et al., 2013b). The flow velocity perpendicular
to the local magnetic field (V⊥), which corresponds to
the convection flow in the MHD regime, is presented
using V⊥ x, and V⊥ y. For the convection flow, the 12-s
averaged magnetic field values are used. Electron V⊥ y
reaches −3000 km s−1 while ion V⊥ y is generally positive.
This indicates that there are significant duskward cross-
tail currents with a typical current density of 10 nA m−2

in the center of the current layer and that a major current
carrier is dawnward moving electrons. The current layer
corresponds to the region for fast tailward and earthward
electron outflows, which are often called electron jets.

4.4.2. Electron Dynamics in the Current Layer

Electrons in the current layer for the period 1054:43
−1056:57 UT can be characterized as flat-top distribu-
tions, as seen in Classes F and A in Figure 4.6(c). The
phase space density is almost constant below 3 keV. This
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contrasts with the Maxwellian (thermal) distribution out-
side the current layer, as indicated by Class M in
Figure 4.6(c). Electrons with energies <3 keV are signifi-
cantly reduced, so that the phase space density becomes
constant due to the small velocity space volume. At the
center of the current layer, the flat-top feature is less clear,
as seen in Class C (Figure 4.6(c)). Figure 4.7 presents the
representative electron velocity distribution functions in
the V//–V⊥ plane. V// is the velocity parallel to the local
magnetic field. In order to easily understand the flow
direction, the positive V// direction is taken to be

earthward (i.e., the upward direction) and the positive
V⊥ direction is taken to be approximately duskward. In
the center of the current layer (at 1055:44 UT,
Figure 4.7(c)), a dawnward shift of the electron popula-
tion (i.e., negative V⊥ y direction) is evident and produces
V⊥ y of −3000 km s−1. In the center of the current layer
where the current density has amaximum, the flat-top dis-
tribution becomes less clear, although electrons are
largely accelerated compared with electrons in the tail
lobe (i.e., inflow region). This is reasonable as electrons
still lack acceleration experience. Electrons just off the
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Figure 4.5 Magnetic field and plasma data fromGeotail for the period from 1051 to 1101UT on 15May 2003. (a–d)
The magnetic field Bx, By, Bz, and Bt with time resolution of 1/16 s in the GSM coordinate system. (e–f ) Ion flow
velocity Vi x and Vi y and electron flow velocity Ve x and Ve y with time resolution of 12 s. (g) Number density. The
time interval of strong electron heating from 1054:43 to 1056:57 UT is indicated by vertical dashed lines.
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center of the current layer are accelerated inside the cur-
rent layer, probably in the Speiser orbit (Zenitani and
Nagai, 2016). Electrons can enter the current layer as
field-aligned beams, make a half gyration, and then exit
from the current layer as field-aligned beams (Speiser,
1965). Figure 9.16 in the textbook by Kivelson and Rus-
sell (1995) gives a good illustration for the Speiser orbit.
Electrons are accelerated much more in the outer part
of the current layer as seen in Class F. Although the Class
F (at 1054:55UT in Figure 4.7(b)) and Class A (at 1055:56
UT in Figure 4.7(d)) electron distributions appear to be
isotropic, the small asymmetry of PSDs produces signifi-
cant Ve⊥ x and Ve⊥ y moment values. Class M (at
1054:31 UT in Figure 4.7(a)) shows typical Maxwellian
in the electron distribution.

4.4.3. Ion Dynamics in the Current Layer

Figure 4.8 shows representative ion velocity distribu-
tion functions in the current layer. Here, the x axis and
y axis are in the equatorial plane, and the positive x

direction is toward the Earth and the positive y direction
is duskward. The positive z direction is northward. The
most intriguing distribution can be seen at the center of
the current layer as Class C at 1055:44 UT. Ions with ener-
gies >20 keV are confined into the duskward sector of the
equatorial 2-D cut (see the Vx–Vy diagram in Figure 4.8
(d)). These ions show a semicircular feature in the cross-
sectional 2-D cut (pointed to by the red arrow in the
Vy–Vz diagram in Figure 4.8(h)). These ions are those
making meandering motions in the antiparallel magnetic
field structure, as illustrated in Figure 4.9 (Nagai et al.,
2015a). The y–z plane shown in Figure 4.9 (right) corre-
sponds to the cross-section of the magnetotail, viewing
toward the Earth. The magnetic field is inward (outward)
in the plane as theNorthern (Southern) Hemisphere of the
magnetotail. Energetic ions make Larmor motion under
the magnetic field. These ions complete only a half circle
in the upper plane and the lower plane, respectively, near
the field-reversal region. Velocity vectors 1–3 in the upper
part and velocity vectors 4–5 in the lower part are mapped
into the same left half plane and form a half circle in the
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Figure 4.6 (a) Ion and electron flow velocities perpendicular to the local magnetic field (Vi ⊥ x, Vi ⊥ y, Ve ⊥ x, and Ve
⊥ y) for the period from 1053 to 1059 UT on 15 May 2003. (b) Ion distribution functions are presented as a function
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Vy–Vz plane (Figure 4.9 left). Hence, the “half-circle” fea-
ture represents the meandering motion. In general, the
reconnection electric field is duskward (i.e., positive y
direction), so that ions can be accelerated during the
meandering motion. There are other ion populations near
the Vz axis in the Vy–Vz diagram (pointed to by the blue
arrows in Figure 4.8(h)). Ions with energies of 1 keV form
counterstreaming feature with one population moving
northward and another moving southward. These are
inflowing ions. The inflow speed reaches approximately
>400 km s−1.
Just off the center of the current layer, the counter-

streaming features of ions are much more evident at
1055:31 UT (Figure 4.8(g)). Inflowing ions have energies
of 10 keV (at inflow speed >1000 km s−1) and show a local
peak in the distribution function as Class A in Figure 4.6.
The meandering motion of ions is also seen in Class A.
Farther off the center of the current layer, ions show

outflow features in Class F and the flow direction is tail-
ward at 1055:07 UT (Figure 4.8(b)). The inflow ions make

a dawnward motion (Figure 4.8(f )) due to the Hall elec-
tric field described later, and energies of inflowing ions
become lower (3−5 keV). In the current layer, both
inflowing and outflowing ions are clearly identified.
Outside the current layer, plasmas become MHD and

ions show the Maxwellian (thermal) distribution as Class
M (Figures 4.8(a) and 4.8(e)). Any inflowing ions are not
evident here. Note that the density becomes significantly
high in this region. This is caused by a pile-up of plasmas
with significant deceleration processes. Ion distribution
functions observed by THEMIS far from the reconnec-
tion site are discussed by Zhou et al. (2009).

4.4.4. Structure of the Ion–Electron Decoupling Region

Figure 4.10 illustrates a summary of ion and electron
dynamics from the observations (Nagai et al., 2013b).
The full length (in the x direction) of the current layer
is approximately 11 λi and the central intense currents
are confined in the region of 0.5–1 λi. These lengths
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Figure 4.7 (a–d) Electron velocity distribution functions in the V//–V⊥ plane at 1054:31UT (Class M), at 1054:55UT
(Class F), at 1055:44 UT (Class C), and at 1055:56 UT (Class A, Hall electrons). In all presentations, the upper
direction is almost toward the Earth and the left direction is almost duskward.
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are estimated from the velocity of the detected X-line
motion. Electron jets extend over half of the current
layer and electrons show “flat-top” distributions in the
entire current layer. Ions have a lot of 10 keV ions in
the electron jet regions as inflows. Ions with energies
>20 keV become abundant near the outer boundary
of the current layer. Just outside of the current layer,
ions and electrons are decelerated and become MHD,
and the flux-pile results in a bump (or dip) in the magnetic
field Bz.
Figure 4.11 presents representative two-dimensional

simulation results of magnetic reconnection in particle
code (from Nagai et al., 2011). Figure 4.11(a) shows the
magnetic field structure, with the X-line forming in the
center. The unit is ion inertial length (λi) used in the simu-
lations. Note that the full-scale length is 16 λi in the x
direction and 4 λi in the z direction. The central current
layer is very thin (the central blue region with thickness
of <0.2 λi in the simulation). As presented in
Figure 4.11(b), electrons make fast-speed flows (electron
jets) on both sides of the X-line at a speed reaching 2
VA within 1 λi from the X-line. The electron flow speed
gradually decreases. Ions make rather low-speed outflows
near the X-line and the flow speed gradually increases.
First, the electron flow speed slows down to the E ×
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Figure 4.8 (a–d) Ion velocity distribution functions in the Vx-Vy
plane at 1054:31 UT (Class M), at 1055:07 UT (Class F), at
1055:31 UT (Class A), and at 1055:44 UT (Class C). (e–h) Ion
velocity distribution functions in the Vy–Vz plane at Vx= 0
(except at Vx = −1050 km s−1 at 1054:31 UT). Red arrows
indicate ions making the meandering motion described in the
text, while blue arrows indicate inflowing ion components.
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Figure 4.9 Schematic of ion meandering motion in the y–z
plane (tail cross-section view from the distant tail) and its
corresponding pattern of ion velocity distribution function in
the Vy–Vz plane. (right) Ions move toward +y direction
(duskward) with a half-circle Larmor motion in the Northern
Hemisphere (Bx>0). (left) Velocity vectors 1, 2, and 3 of the
Larmor motion in the Northern Hemisphere are presented in
the Vy–Vz cut of the velocity distribution function, and
velocity vectors 4, 5, and 6 in the Southern Hemisphere are
also presented in the Vy–Vz cut. The semicircular features in
the Vy–Vz plane (on the left) are constructed by velocity
vectors from the meandering motion (on the right).
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B drift speed, which is still higher that the ion flow speed.
The electron flow speed continues to decrease, while the
ion flow speed continues to increase. Finally, the electron
flow speed, the ion flow speed, and the E × B drift speed
become the same, resulting in the MHD flow (Zenitani
et al., 2013). In this simulation (Figure 4.11), the width
of the intense central current layer is confined into 2 λi
in the x direction. The electron flow speed Ve y exceeds
4VA (Figure 4.11(c)), a value nearly twice the electron
jet speed. These features are commonly seen in spacecraft
observations (the corresponding observation values are
presented in Figures 4.11(d)–4.11(f )).

4.4.5. The Hall Current System

The observations indicate the existence of an ion–
electron decoupling region in the center of the magnetic
reconnection site. The pioneer study by Sonnerup
(1979) is useful for understanding physical processes in
the ion–electron decoupling region. In the inflow regions
for magnetic reconnection, electrons are tightly magne-
tized and carried into the diffusion region with magnetic
field lines. Here, the diffusion region is the so-called

electron diffusion region where electrons are demagne-
tized in the vicinity of the X-line. Observationally, it coin-
cides with the central intense current layer. Since an ion
inertial length is approximately 40 times larger than an
electron inertial length, ions can easily become demagne-
tized and escape from magnetic field lines. Electrons can
enter the diffusion region but ions cannot catch up with
the electrons. The difference in ion and electron motions
produces currents flowing out of the diffusion region in
the inflow regions. In the outflow regions, electrons are
transported with reconnectedmagnetic field lines at a high
speed, while ions move more slowly near the diffusion
region. The difference in ion and electron motions pro-
duces currents flowing into the diffusion region in the out-
flow regions. In the symmetric system, a four-loop current
system forms in the vicinity of the magnetic reconnection
site at the macroscale and the current system produces the
quadrupole structure in the magnetic field, as illustrated
in Figure 4.12 (based on observations, unlike the concept
of the original work described here). The current system is
usually called the Hall current system and the magnetic
field produced by theHall current system is called theHall
magnetic field.
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Figure 4.10 Structure of the ion–electron decoupling region of magnetic reconnection. The X-line is located in the
central intense current layer and flux piles up at each edge. Electron outflow jets pervade the central parts of this
region. Electrons show a flat-top shape in distribution functions here (Class F and Class A), except near the central
intense electron current layer (Class C). Ion PSDs have a peak at 10 keV in Class A, while high-energy (>20 keV) ions
appear near and beyond the edge. Both ions and electrons show thermal distributions for Class M in the MHD
regions.
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Figure 4.11 (a–c) The magnetic field structure, Ve x and Vi x, and Ve y and Vi y from a simulation for magnetic
reconnection. (d–f ) Bz, Ve ⊥ x, Vi ⊥ x, and Ve ⊥ y, and Vi ⊥ y from the Geotail observations on 15 May 2003.
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Figure 4.12 Schematic of electron motion in the vicinity of the X-line for the Hall current system illustrated in the 2-
D x–z plane. Inflowing Hall electrons produce almost field-aligned currents flowing out of the diffusion region,
while outflowing high-speed electrons produce currents flowing into the diffusion region. These electron
motions make the four-loop Hall current system, which results in a quadrupole magnetic field structure. The
magnetic field configuration inevitably becomes 3-D, and the central region should be located inside the plane.
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