




Building Brains





Building Brains: An Introduction  
to Neural Development

Second Edition

David J. Price, Andrew P. Jarman, John O. Mason  
and Peter C. Kind
Centre for Integrative Physiology
University of Edinburgh
UK

This Work is a co-publication between New York Academy of Sciences and 
John Wiley & Sons Ltd.



This edition first published 2018
© 2018 John Wiley & Sons Ltd

First edition published 2011 by John Wiley & Sons Ltd

All rights reserved. No part of this publication may be reproduced, stored in a retrieval system, or transmitted, in any form or by 
any means, electronic, mechanical, photocopying, recording or otherwise, except as permitted by law. Advice on how to obtain 
permission to reuse material from this title is available at http://www.wiley.com/go/permissions.

The right of David J. Price, Andrew P. Jarman, John O. Mason and Peter C. Kind to be identified as the authors of this work has 
been asserted in accordance with law.

Registered Offices
John Wiley & Sons, Inc., 111 River Street, Hoboken, NJ 07030, USA
John Wiley & Sons Ltd, The Atrium, Southern Gate, Chichester, West Sussex, PO19 8SQ, UK

Editorial Office
The Atrium, Southern Gate, Chichester, West Sussex, PO19 8SQ, UK

For details of our global editorial offices, customer services, and more information about Wiley products visit us at  
www.wiley.com.

Wiley also publishes its books in a variety of electronic formats and by print‐on‐demand. Some content that appears in standard 
print versions of this book may not be available in other formats.

Limit of Liability/Disclaimer of Warranty
The publisher and the authors make no representations or warranties with respect to the accuracy or completeness of the 
contents of this work and specifically disclaim all warranties, including without limitation any implied warranties of fitness 
for a particular purpose. This work is sold with the understanding that the publisher is not engaged in rendering professional 
services. The advice and strategies contained herein may not be suitable for every situation. In view of ongoing research, 
equipment modifications, changes in governmental regulations, and the constant flow of information relating to the use of 
experimental reagents, equipment, and devices, the reader is urged to review and evaluate the information provided in the 
package insert or instructions for each chemical, piece of equipment, reagent, or device for, among other things, any changes 
in the instructions or indication of usage and for added warnings and precautions. The fact that an organization or website 
is referred to in this work as a citation and/or potential source of further information does not mean that the author or the 
publisher endorses the information the organization or website may provide or recommendations it may make. Further, readers 
should be aware that websites listed in this work may have changed or disappeared between when this works was written and 
when it is read. No warranty may be created or extended by any promotional statements for this work. Neither the publisher 
nor the author shall be liable for any damages arising here from.

Library of Congress Cataloging‐in‐Publication Data

Names: Price, David J., 1957 November 20– author. | Jarman, Andrew (Andrew P.), author. |  
Mason, John O. (Reader in developmental neurobiology), author. | Kind, Peter (Peter C.), author.

Title: Building brains : an introduction to neural development / David J. Price, Andrew P. Jarman,  
John O. Mason and Peter C. Kind.

Description: Second edition. | Hoboken, NJ : Wiley, 2018. | Preceded by: Building brains /  
David Price ... [et al.]. 2011. | Includes bibliographical references and index. |

Identifiers: LCCN 2017024240 (print) | LCCN 2017026722 (ebook) | ISBN 9781119293910 (pdf) |  
ISBN 9781119293712 (epub) | ISBN 9781119293880 (paperback)

Subjects: | MESH: Neurons–physiology | Nervous System–anatomy & histology | Neurogenesis
Classification: LCC QP363.5 (ebook) | LCC QP363.5 (print) | NLM WL 102.5 | DDC 612.8–dc23
LC record available at https://lccn.loc.gov/2017024240

Cover Design: Wiley
Cover Image: Created by David J. Price

Set in 10/12pt Warnock Pro by Spi-Global, Pondicherry

10  9  8  7  6  5  4  3  2  1

http://www.wiley.com/go/permissions
http://www.wiley.com


Preface to Second Edition  xi
Preface to First Edition  xiii
Conventions and Commonly used 
Abbreviations  xv
Introduction  xix
About the Companion Website  xxiii

	 1	 Models and Methods for Studying Neural 
Development  1
1.1	 What is neural development?  1
1.2	 Why research neural development?  2

The uncertainty of current understanding  2
Implications for human health  3
Implications for future technologies  4

1.3	 Major breakthroughs that have 
contributed to understanding 
developmental mechanisms  4

1.4	 Invertebrate model organisms  5
Fly  5
Worm  7
Other invertebrates  11

1.5	 Vertebrate model organisms  11
Frog  11
Chick  12
Zebrafish  12
Mouse  12
Humans  19
Other vertebrates  20

1.6	 Observation and experiment: methods 
for studying neural development  23

1.7	 Summary  24

	 2	 The Anatomy of Developing Nervous 
Systems  25
2.1	 The nervous system develops from 

the embryonic neuroectoderm  25
2.2	 Anatomical terms used to describe 

locations in embryos  26
2.3	 Development of the neuroectoderm 

of invertebrates  27

C. elegans  27
Drosophila  27

2.4	 Development of the neuroectoderm 
of vertebrates and the process of 
neurulation  30
Frog  31
Chick  33
Zebrafish  35
Mouse  36
Human  43

2.5	 Secondary neurulation 
in vertebrates  47

2.6	 Formation of invertebrate 
and vertebrate peripheral nervous 
systems  47
Invertebrates  49
Vertebrates: the neural crest 
and the placodes  49
Vertebrates: development of sense 
organs  50

2.7	 Summary  52

	 3	 Neural Induction: An Example of How 
Intercellular Signalling Determines 
Cell Fates  53
3.1	 What is neural induction?  53
3.2	 Specification and commitment  54
3.3	 The discovery of neural induction  54
3.4	 A more recent breakthrough: 

identifying molecules that mediate 
neural induction  56

3.5	 Conservation of neural induction 
mechanisms in Drosophila  58

3.6	 Beyond the default model – other 
signalling pathways involved in neural 
induction  59

3.7	 Signal transduction: how cells respond 
to intercellular signals  64

3.8	 Intercellular signalling regulates gene 
expression  65

Contents



vi · Contents

General mechanisms of transcriptional 
regulation  65
Transcription factors involved in neural 
induction  67
What genes do transcription factors 
control?  69
Gene function can also be controlled by 
other mechanisms  71

3.9	 The essence of development: 
a complex interplay of intercellular 
and intracellular signalling  75

3.10  Summary  75

	 4	 Patterning the Neuroectoderm  77
4.1	 Regional patterning of the nervous 

system  77
Patterns of gene expression are set 
up by morphogens  78
Patterning happens progressively  80

4.2	 Patterning the anteroposterior (AP) axis 
of the Drosophila CNS  81
From gradients of signals to domains 
of transcription factor expression  81
Dividing the ectoderm into segmental units  83
Assigning segmental identity – the Hox code  83

4.3	 Patterning the AP axis of the vertebrate 
CNS  86
Hox genes are highly conserved  87
Initial AP information is imparted by 
the mesoderm  88
Genes that pattern the anterior brain  90

4.4	 Local patterning in Drosophila: 
refining neural patterning within 
segments  91
In Drosophila a signalling boundary within 
each segment provides local AP positional 
information  92
Patterning in the Drosophila dorsoventral 
(DV) axis  94
Unique neuroblast identities 
from the integration of AP and DV 
patterning information  96

4.5	 Local patterning in the vertebrate 
nervous system  97
In the vertebrate brain, AP boundaries 
organize local patterning  97
Patterning in the DV axis of the vertebrate 
CNS  99
Signal gradients that drive DV patterning  100
SHH and BMP are morphogens for DV 
progenitor domains in the neural tube  101
Integration of AP and DV patterning 
information  103

4.6	 Summary  103

	 5	 Neurogenesis: Generating Neural 
Cells  105
5.1	 Generating neural cells  105
5.2	 Neurogenesis in Drosophila  106

Proneural genes promote neural 
commitment  106
Lateral inhibition: Notch signalling inhibits 
commitment  106

5.3	 Neurogenesis in vertebrates  107
Proneural genes are conserved  107
In the vertebrate CNS, neurogenesis involves 
radial glial cells  111
Proneural factors and Notch signalling 
in the vertebrate CNS  111

5.4	 The regulation of neuronal subtype 
identity  114
Different proneural genes – different 
programmes of neurogenesis  114
Combinatorial control by transcription 
factors creates neuronal diversity  114

5.5	 The regulation of cell proliferation 
during neurogenesis  117
Signals that promote proliferation  117
Cell division patterns during 
neurogenesis  118
Asymmetric cell division in Drosophila 
requires Numb  118
Control of asymmetric cell division 
in vertebrate neurogenesis  121
In vertebrates, division patterns are 
regulated to generate vast numbers 
of neurons  122

5.6	 Temporal regulation of neural 
identity  124
A neural cell’s time of birth is important  
for neural identity  124
Time of birth can generate spatial patterns 
of neurons  126
How does birth date influence a neuron’s 
fate?  128
Intrinsic mechanism of temporal control 
in Drosophila neuroblasts  128
Birth date, lamination and competence 
in the mammalian cortex  129

5.7	 Why do we need to know about 
neurogenesis?  133

5.8	 Summary  133

	 6	 How Neurons Develop Their Shapes  135
6.1	 Neurons form two specialized types 

of outgrowth  135
Axons and dendrites  135
The cytoskeleton in mature axons 
and dendrites  137



Contents · vii

6.2	 The growing neurite  138
A neurite extends by growth at its tip  138
Mechanisms of growth cone 
dynamics  139

6.3	 Stages of neurite outgrowth  141
Neurite outgrowth in cultured hippocampal 
neurons  141
Neurite outgrowth in vivo  142

6.4	 Neurite outgrowth is influenced 
by a neuron’s surroundings  143
The importance of extracellular cues  143
Extracellular signals that promote or inhibit 
neurite outgrowth  143

6.5	 Molecular responses in the growth 
cone  145
Key intracellular signal transduction 
events  145
Small G proteins are critical regulators  
of neurite growth  145
Effector molecules directly influence actin 
filament dynamics  147
Regulation of other processes in the extending 
neurite  148

6.6	 Active transport along the axon is 
important for outgrowth  149

6.7	 The developmental regulation  
of neuronal polarity  149
Signalling during axon specification  149
Ensuring there is just one axon  151
Which neurite becomes the axon?  152

6.8	 Dendrites  153
Regulation of dendrite branching  153
Dendrite branches undergo  
self‐avoidance  154
Dendritic fields exhibit tiling  155

6.9	 Summary  156

	 7	 Neuronal Migration  157
7.1	 Many neurons migrate long distances 

during formation of the nervous 
system  157

7.2	 How can neuronal migration 
be observed?  157
Watching neurons move in living 
embryos  158
Observing migrating neurons in cultured 
tissues  158
Tracking cell migration by indirect 
methods  158

7.3	 Major modes of migration  164
Some migrating neurons are guided by 
a scaffold  164
Some neurons migrate in groups  165
Some neurons migrate individually  168

7.4	 Initiation of migration  169
Initiation of neural crest cell 
migration  170
Initiation of neuronal migration  170

7.5	 How are migrating cells guided to their 
destinations?  170
Directional migration of neurons in 
C. elegans  171
Guidance of neural crest cell 
migration  173
Guidance of neural precursors 
in the developing lateral line 
of zebrafish  174
Guidance by radial glial fibres  174

7.6	 Locomotion  176
7.7	 Journey’s end – termination 

of migration  179
7.8	 Embryonic cerebral cortex contains 

both radially and tangentially migrating 
cells  182

7.9	 Summary  184

	 8	 Axon Guidance  185
8.1	 Many axons navigate long and complex 

routes  185
How might axons be guided to their 
targets?  185
The growth cone  187
Breaking the journey – intermediate 
targets  188

8.2	 Contact guidance  190
Contact guidance in action: pioneers 
and followers, fasciculation 
and defasciculation  191
Ephs and ephrins: versatile cell surface  
molecules with roles in contact 
guidance  191

8.3	 Guidance of axons by diffusible 
cues – chemotropism  194
Netrin – a chemotropic cue expressed 
at the ventral midline  195
Slits  195
Semaphorins  198
Other axon guidance molecules  198

8.4	 How do axons change their behaviour 
at choice points?  199
Commissural axons lose their attraction 
to netrin once they have crossed the 
floor plate  199
Putting it all together – guidance cues 
and their receptors choreograph commissural 
axon pathfinding at the ventral midline  202
After crossing the midline, commissural 
axons project towards the brain  205



viii · Contents

8.5	 How can such a small number of cues 
guide such a large number of axons?  207
The same guidance cues are deployed 
in multiple axon pathways  208
Interactions between guidance cues and their 
receptors can be altered by co‐factors  208

8.6	 Some axons form specific connections 
over very short distances, probably 
using different mechanisms  209

8.7	 The growth cone has autonomy in its 
ability to respond to guidance cues  209
Growth cones can still navigate when severed 
from their cell bodies  209
Local translation in growth cones  210

8.8	 Transcription factors regulate axon 
guidance decisions  211

8.9	 Summary  212

	 9	 Life and Death in the Developing 
Nervous System  215
9.1	 The frequency and function of cell 

death during normal development  215
9.2	 Cells die in one of two main ways: 

apoptosis or necrosis  217
9.3	 Studies in invertebrates have taught us 

much about how cells kill 
themselves  219
The specification phase  221
The killing phase  221
The engulfment phase  222

9.4	 Most of the genes that regulate 
programmed cell death in C. elegans are 
conserved in vertebrates  222

9.5	 Examples of neurodevelopmental 
processes in which programmed cell 
death plays a prominent role  224
Programmed cell death in early progenitor 
cell populations  224
Programmed cell death contributes to sexual 
differences in the nervous system  225
Programmed cell death removes cells 
with transient functions once their task is 
done  227
Programmed cell death matches the numbers 
of cells in interacting neural tissues  230

9.6	 Neurotrophic factors are important 
regulators of cell survival 
and death  232
Growth factors  232
Cytokines  235

9.7	 A role for electrical activity in regulating 
programmed cell death  235

9.8	 Summary  237

	10	 Map Formation  239
10.1	 What are maps?  239
10.2	 Types of maps  239

Coarse maps  241
Fine maps  242

10.3	 Principles of map formation  243
Axon order during development  244
Theories of map formation  245

10.4	 Development of coarse maps: 
cortical areas  246
Protomap versus protocortex  246
Spatial position of cortical areas  247

10.5	 Development of fine maps: 
topographic  248
Retinotectal pathways  248
Sperry and the chemoaffinity 
hypothesis  250
Ephrins act as molecular postcodes  
in the chick tectum  252

10.6	 Inputs from multiple structures: 
when maps collide  253
From retina to cortex in mammals  254
Activity‐dependent eye‐specific segregation: 
a role for retinal waves  254
Formation of ocular dominance 
bands  257
Ocular dominance bands form by directed 
ingrowth of thalamocortical axons  257
Activity and the formation of ocular 
dominance bands  259
Integration of sensory maps  260

10.7	 Development of feature maps  261
Feature maps in the visual system  261
Role of experience in orientation 
and direction map formation  263

10.8	 Summary  264

	11	 Maturation of Functional 
Properties  265
11.1	 Neurons are excitable cells  266

What makes a cell excitable?  266
Electrical properties of neurons  267
Regulation of intrinsic neuronal 
physiology  269

11.2	 Neuronal excitability during 
development  271
�Neuronal excitability changes dramatically 
during development  271
Early action potentials are driven 
by Ca2+, not Na+  271
�Neurotransmitter receptors regulate 
excitability prior to synapse formation  273
�GABAergic receptor activation switches 
from being excitatory to inhibitory  273



Contents · ix

11.3	� Developmental processes regulated by 
neuronal excitability  275
�Electrical excitability regulates neuronal 
proliferation and migration  275
Neuronal activity and axon guidance  277

11.4	 Synaptogenesis  277
The synapse  278
Electrical properties of dendrites  278
Stages of synaptogenesis  280
Synaptic specification and induction  281
Synapse formation  285
Synapse selection: stabilization 
and withdrawal  286

11.5	 Spinogenesis  286
Spine shape and dynamics  287
Theories of spinogenesis  289
�Mouse models of spinogenesis: the weaver 
mutant  290
Molecular regulators of spine 
development  291

11.6	 Summary  293

	12	 Experience‐Dependent Development  295
12.1	� Effects of experience on visual system 

development  296
�Seeing one world with two eyes: ocular 
dominance of cortical cells  296
Visual experience regulates ocular 
dominance  297
�Competition regulates experience‐
dependent plasticity: the effects of dark‐
rearing and strabismus  299
�Physiological changes in ocular dominance 
prior to anatomical changes  301
�Cooperative binocular interactions 
and visual cortex plasticity  304

�The timing of developmental plasticity: 
sensitive or critical periods  305
�Multiple sensitive periods in the developing 
visual system  306

12.2	� How does experience change 
functional connectivity?  307
�Cellular basis of plasticity: synaptic 
strengthening and weakening  309
�The time‐course of changes in synaptic 
weight in response to monocular 
deprivation  310
�Cellular and molecular mechanisms 
of LTP/LTD induction  312
Synaptic changes that mediate the 
expression of LTP/LTD and experience‐
dependent plasticity  314
Metaplasticity  318
Spike‐timing dependent plasticity  320

12.3	� Cellular basis of plasticity: 
development of inhibitory 
networks  322
�Inhibition contributes to the expression 
of the effects of monocular 
deprivation  322
�Development of inhibitory circuits regulates 
the time‐course of the sensitive period 
for monocular deprivation  323

12.4	 Homeostatic plasticity  324
Mechanisms of homeostatic 
plasticity  325

12.5	� Structural plasticity and the role of the 
extracellular matrix  327

12.6	 Summary  328

Glossary  329
Index  349





Many important conceptual and technical advances have improved our 
understanding of nervous system development over the 6 years that have 
elapsed since we completed the first edition of Building Brains. In this second 
edition, we have updated the book to include recent conceptual break-
throughs in specific areas and we have added new descriptions of major 
technical developments that are likely to have a huge impact in the future. 
Technical advances include our ability to sequence, rapidly and efficiently, 
entire genomes and transcriptomes, telling us much more about the genetic 
control of both normal and abnormal development. Vast quantities of data 
on the genomes and transcriptomes of normal and abnormal organisms, tis-
sues and cells are becoming available on public databases where they can be 
analysed by the scientific community using new computational methods. In 
this second edition, we explain these advances and we stress their potential 
to enhance our understanding of human development and disease. We com-
plement this with more background on how the human nervous system 
develops and we draw out the similarities and differences between neural 
development in humans and other species. We include descriptions of new 
approaches using human cells in culture, for example to generate brain-like 
structures in which mechanisms of normal and abnormal development can 
be modelled and analysed. Advances in transgenic methods, including those 
for generating mutations in specific cells at specific times, have had a major 
impact on our ability to understand the molecular mechanisms of develop-
ment both in human cells and in model organisms. We explain these meth-
ods and the opportunities they offer to the experimentalist. We hope that 
these additions will not only increase the usefulness of our book but will also 
convey the sense of excitement felt by those of us working in this field. The 
opportunities to make major contributions to solving the profound myster-
ies of normal and disordered brain development have never been greater.

We have also taken this opportunity to improve the clarity of aspects of 
the book that readers found difficult in the first edition. We are grateful to 
all of you who have given us suggestions and pointed out errors. We thank 
the undergraduate students taking our course at Edinburgh, who offered 
extensive feedback. In particular, Natasha Anstey gave detailed comments 
far beyond our expectations – thank you! We also thank Natasha Price for 
helping us make movies explaining trickier topics (you can use the QR codes 
in to find them on the companion website) and for original drawings of 
some organisms used in Chapter 1. We are indebted to all at Wiley who 
helped produce this book, in particular Mindy Okura-Marszycki, Rebecca 
Ralf and Ramprasad Jayakumar.

David J. Price
Andrew P. Jarman

John O. Mason
Peter C. Kind

June 2017

Preface to Second Edition





Preface to First Edition

A few years ago we started teaching a new course at the University of 
Edinburgh aiming to stimulate undergraduates in the middle years of their 
studies to think about the challenges and excitement of trying to understand 
how nervous systems are built. We did not set out to cover all possible top-
ics equally. Instead, we selected areas that we thought provided the best 
understood or the most intriguing examples of how developmental events 
are controlled by genetic instructions combined with information from 
other cells and from the developing organism’s environment. We used 
examples taken from all stages of neural development from its earliest 
beginnings in the embryo to its refinement as a mature functioning struc-
ture. We selected research on vertebrates and invertebrates to illustrate key 
findings that provide the greatest insight into developmental mechanisms 
and that can be extrapolated to many or even all species of animal. One of 
our main reasons for writing this book was to gather together the material 
that we teach into a single text that might appeal to students taking similar 
courses elsewhere.

We also teach a variety of other students about these topics: some are in 
their final undergraduate year, some are in the middle year of a medical 
degree and some are taking courses that are components of a postgraduate 
degree. Although these students are at more advanced levels, many of 
them have received little or no training in one or more of several crucial 
subjects such as embryology, neuroscience, genetics and molecular biol-
ogy. Increasingly, many students enter developmental neurobiology with 
backgrounds in mathematics, physics or computer science. We have, 
therefore, to teach our topics without assuming a great level of biological 
knowledge, and so another of our reasons for writing this book was to 
provide an accessible but rigorous introduction to mechanisms of neural 
development for students with little or no prior knowledge in this or 
related fields.

A third reason for writing this book was to provide students with many 
memorable, colourful illustrations of developmental mechanisms and the 
experiments that have led to their discovery. Neural development is a highly 
visual branch of biology: experiments are often made on structures that can 
be seen without great technical difficulty. The real problem with neural 
development, as pointed out by one of our students, is the need to under-
stand genetics, molecular biology, biochemistry and physiology, and then 
apply it all in four dimensions. In this book we have tried to tackle this 
admittedly daunting task by depicting the essential three‐dimensional 
anatomy of developing embryos early in the book, and then using this 
information to help orient the reader throughout the remaining chapters.
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Most of all, we hope that the reader will find our book clear and interest-
ing, and we hope that it succeeds in conveying some of the enthusiasm we 
feel for this subject. If the reader is inspired to go deeper, for example by 
reading one of the more detailed books on neural development that are 
available, then one of our major aims is achieved.

We thank the many people who helped us. A number of reviewers, some 
anonymous, made very constructive comments: in particular, we thank 
Patricia Gaspar, Frank Sengpiel, Ian Thompson, Tom Pratt, Alex Crocker‐
Buque, Valentin Nagerl and David Willshaw. We thank our undergraduate 
students who gave us invaluable feedback. We thank Gillian Kidd, Julie 
Robinson, Anna Price and Natasha Price for help with the illustrations; 
Gillian’s expert work on the cover illustration is greatly appreciated. We 
thank Siân Jarman for her help and insight and Nicky McGirr and our 
publishers for their patience and support.

Finally, we would like to hear what you think works well and what could 
be improved so talk to us on the Building Brains page on Facebook.

David Price
Andrew Jarman

John Mason
Peter Kind

August 2010



Naming conventions for genes and proteins

The conventions for naming genes and their protein products are complicated 
and vary from species to species. We have taken the following pragmatic 
approach. We hope that in most (if not all) places where a gene or protein name 
is used, the context will provide all the information that the reader needs, but 
just in case …

Genes
In many cases this will be roman non‐italic if the gene is named after its 
protein (e.g. the follistatin gene). Cases where the gene was named before 
the protein are usually italicized, for example reeler.

Gene abbreviations
These are italicized and have an initial capital, for example Pax6, Hoxb4. 
This is the convention for the mouse. Frog, chick and zebrafish have a vari-
ety of conventions for gene abbreviations, but here we have mostly followed 
the mouse.

Names of gene families do not necessarily follow these rules and we follow 
the prevailing conventions in each field, for example Hox genes and SMAD 
genes, but Sox genes.

Species‐specific exceptions

Human
The same as above, except gene abbreviations are italic, all capitals, for 
example PAX6.

Drosophila
Genes and gene abbreviations are italicized.

If mutation of the gene is recessive, for example hedgehog (hh), then all 
the letters are lower case.

If mutation is dominant (e.g. Krüppel (Kr)) – or if the gene is secondarily 
named after the protein (e.g. Dscam) – then the initial letter is a capital.

C. elegans
Gene abbreviations are lower‐case italic and include a hyphen, for example 
ced‐7.

Conventions and Commonly 
used Abbreviations
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Proteins (all species)
Proteins are generally in lower‐case roman, for example follistatin and ree-
lin, but may have an initial capital letter in cases that might otherwise be 
ambiguous or odd in a sentence, for example Dishevelled, Sonic hedgehog.

Proteins named after a gene abbreviation are given the gene name in 
roman letters, all capitals, for example PAX6, SOX1, HOXB4 and SMADs.

Commonly used abbreviations

We have tried to minimize the use of abbreviations. We have defined abbre-
viations where they are first used and in some cases repeatedly in multiple 
locations where we thought it would be helpful to remind the reader. Here 
is a list of some of the more commonly used abbreviations.

AIS
AMPA

axon initial segment
α‐amino‐3‐hydroxyl‐5‐methyl‐4‐isoxazole‐propionate

AP anteroposterior
BDNF brain‐derived neurotrophic factor
bHLH basic helix–loop–helix
BMP
BMPR

bone morphogenetic protein
BMP receptor

BrdU bromodeoxyuridine
CAM cell adhesion molecule
cDNA complementary DNA
CNS central nervous system
CP cortical plate
CR cells Cajal–Retzius cells
CSPG
CS

chondroitin sulphate proteoglycan
Carnegie stage

DiI 1,1′‐dioctadecyl‐3,3,3′,3′‐tetramethylindocarbocyanine 
perchlorate

dLGN dorsal lateral geniculate nucleus
DNA deoxyribonucleic acid
DV dorsoventral
ECM extracellular matrix
EGL external granule layer
EPSP excitatory post‐synaptic potential
ES cells embryonic stem cells
FGF fibroblast growth factor
G protein guanine nucleotide binding protein
GABA γ‐amino butyric acid
GAP GTPase activating protein
GDNF glial cell derived neurotrophic factor
GEF Guanine–nucleotide exchange factor
GFP green fluorescent protein
GMC ganglion mother cell
HES hairy/enhancer of split
HSN hermaphrodite specific neuron
HSPG
IPC
iPSC

heparan sulphate proteoglycan
intermediate progenitor cell
induced pluripotent stem cell
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IPSP inhibitory post‐synaptic potential
ISO
ISVZ

isthmic organizer
inner subventricular zone

LGE lateral ganglionic eminence
LTD long‐term depression
LTP long‐term potentiation
MAP microtubule‐associated protein
MAPK mitogen‐activated protein kinase
MD monocular deprivation
mEPSP miniature excitatory post‐synaptic potential
mIPSP miniature inhibitory post‐synaptic potential
ML mediolateral
mRNA messenger RNA
MZ mantle zone
NCAM neural cell adhesion molecule
NGF nerve growth factor
NMDA N‐methyl‐D‐aspartic acid
NMJ neuromuscular junction
OD
oRG
OSVZ

ocular dominance
outer radial glial cell
outer subventricular zone

PIP3 phosphatidylinositol (3,4,5)‐trisphosphate
PKA protein kinase A
pMN progenitor domain of the motor neurons
PNS peripheral nervous system
PSD post‐synaptic density
r1–8 rhombomeres 1–8
RA retinoic acid
RGC retinal ganglion cell
RNA ribonucleic acid
SOP sense organ precursor
SVZ subventricular zone
TCA
TS

thalamocortical axon
Theiler stage

TTX tetrodotoxin
UAS upstream activating sequence
VEP
Vp0

visually evoked potential
progenitor domain of the V0 interneurons

VZ ventricular zone
ZLI zona limitans intrathalamica

Significance of bold and blue bold terms

All terms that are shown using a blue bold typeface are defined in the mar-
gin close to their appearance in the text and also in the Glossary section at 
the end of the book. All terms that are shown using bold lettering are defined 
in the Glossary. The terms are not shown as bold every time they appear, 
just the first time or in other places where their emphasis might be helpful. 
The Glossary also contains some additional terms that are not given a bold 
type face in the text but whose definition might be helpful.





Major Components of the Adult Human Brain

Although the brain is extremely complex, you will be relieved to hear that 
you need only a relatively simple understanding of its anatomy to learn 
about its mechanisms of development. The following diagrams map the 
locations of major brain structures described in this book; we shall refer 
back to them at the appropriate places.
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The structures depicted here have the same names, are in the same rela-
tive positions and have similar functions in other mammals, even those with 
smaller and simpler brains. (a) The cerebral cortex, lying just beneath the 
skull, is spread across two hemispheres and looks like a giant walnut. The 
visible cortex is neocortex (‘neo’ meaning new, in evolutionary terms, to 
distinguish it from more primitive cortical regions such as the hippocam-
pus; see (d)). Cortical ridges are called gyri (singular, gyrus) and the valleys 
between them are called sulci (singular, sulcus). Cortex with wrinkles like 
this has a very large surface area if you stretch it out. (b) Slicing through 
the brain reveals its internal structures (the plane here is called coronal). 
The lateral ventricles are fluid‐filled cavities. They are continuous with 
other fluid‐filled cavities running through the centre of the CNS, which are 
not seen in this plane (they are the 3rd and 4th ventricles, which are in the 
brain, and the central canal of the spinal cord). The thalamus, which is in 
the centre of the vertebrate brain, transmits sensory input to the cerebral 
cortex; see (j). The basal ganglia are large groups of neurons lying under 
the cerebral cortex responsible for the control of movements; one of these 
is the substantia nigra, a layer of grey matter in the midbrain. The hypo-
thalamus regulates hormone secretion and controls many autonomic func-
tions. The corpus callosum is a massive bundle of axons connecting the 
cerebral hemispheres along their anterior to posterior length. (c) A side view 
of the brain. The cerebellum regulates a range of functions including motor 
control, attention and cognition. The brainstem is the posterior region 
of  the brain of vertebrates consisting of the medulla oblongata, pons and 
midbrain. (d) The left thalamus, prethalamus, basal ganglia and hip-
pocampus, which is associated with learning and memory, seen through a 
translucent left hemisphere. (e) The brain is cut in half in the plane shown 
in (d), which is called sagittal. You are looking at the inner surface of the 
right hemisphere. Many of the structures mentioned above are marked. The 
superior colliculus is a region of the midbrain that receives visual input 
from the retina. Spinothalamic axons transmit sensory signals arising 
mainly from the skin (e.g. about touch, temperature and so on) from the 
spinal cord to the thalamus, from where they are relayed to the cerebral 
cortex (this is referred to as the somatosensory system, ‘soma’ being Greek 
for body; see also (j). (f ) The inputs from the eyes to the brain: axons from 
each retina run through the optic nerve to the optic chiasm, where some 
cross to the other side of the brain and others stay on the same side, and 
connect with neurons in a region of the thalamus called the dorsal lateral 
geniculate nucleus, which connects to the visual cortex. (g) Thalamocortical 
axons relay sensory signals from the thalamus to the sensory regions of the 
cortex, which are in its back (or posterior) part; see also (j). (h) The neocor-
tex is regionalized into many areas with different functions. (i) The motor 
system: corticospinal axons from the motor cortex run down the spinal cord 
to control muscles on the opposite side of the body. (j) Somatosensory 
information is relayed to the opposite cortex via sensory nerves, spinotha-
lamic axons and thalamocortical axons.
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Prefrontal cortex (high level mental function)
Premotor cortex (aids control of movement)
Broca’s area (speech production)
Motor cortex (control of movement)
Somatosensory cortex (sensation across the body)
Sensory association cortex (aids sensation across the body)
Wernicke’s area (language processing)
Visual cortex (visual perception)
Auditory cortex (auditory perception) 
Association cortex (memory and high level mental function)

Somatosensory 
cortex

Thalamus
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axons
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Models and Methods 
for Studying Neural 
Development 1
1.1 What is neural development?

Neural development is the process by which the nervous system grows from 
its first beginnings in the embryo to its completion as a mature functioning 
system. The mature nervous system contains two classes of specialized and 
closely interacting cells: neurons and glia. Neurons transmit signals to, 
from and within the brain: their axons transmit electrical signals and they 
communicate with other cells via synapses. There are many types of neuron 
with specialized shapes and functions, with cell bodies that vary in diameter 
from only a few micrometers to around 100 micrometers and with axons 
whose lengths vary from a few micrometers to more than 1 meter. There are 
also different types of glial cell. The interactions between neurons and glia 
are very precise and they allow the nervous system to function efficiently. 
Figure 1.1 shows a beautiful example of the complex structures created by 
interacting neurons and glia, in this case a microscopic view of a labelled 
node of Ranvier, which allows rapid signalling in the nervous system.

The great molecular, structural and functional diversity of neurons and 
glia is acquired in an organized way through processes that build on dif-
ferences between the relatively small numbers of cells in the early embryo. 
As more and more cells are generated in a growing organism, new cells 
diversify in specific ways as a result of interactions with pre‐existing cells, 
continually adding to the organism’s complexity in a highly regulated 
manner. The development of an organism is a bit like the development of 
human civilization (allowing for the obvious difference that organismal 
development repeats over and over again). In both, population size and 
sophistication (be it humans on earth or cells in an organism) grow hand‐
in‐hand, each stage adding further layers of complexity to previously gen-
erated structures, functions and interactions. The mechanisms that 
regulate cellular actions and interactions during development are often 
described using terms commonly applied to human activities. We shall 
highlight this at several places throughout the book where analogies 
might be helpful.

Neuron

Glia

Node of Ranvier

Figure  1.1  A node of 
Ranvier: these highly 
organized structures, 
formed as a result of 
interactions between 
axons and glia, are 
essential for speeding 
up the transmission of 
electrical signals along 
axons. In this single fibre 
from the mouse spinal 
cord, sodium channels 
(blue) are sandwiched 
between the regions 
where axons and glia 
form junctions (called 
axoglial junctions) 
(green), which are, in 
turn, flanked by potas-
sium channels (red). 
This picture is courtesy of 
Peter Brophy and Anne 
Desmazieres, University 
of Edinburgh, UK.
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To understand how organisms develop we need to know how cells in 
each part of the embryo develop in specific and reproducible ways as a 
result of their own internal mechanisms interacting with an expanding 
array of stimuli from outside the cell. Many laboratories around the world 
are researching this area. Why?

1.2 Why research neural development?

1.2.1 The uncertainty of current understanding

One reason for researching neural development is that we still know rela-
tively little about it. In this book we shall try to explain some of the main 
events that occur during neural development and, in particular, the 
mechanisms by which those events are brought about, in so far as we 
understand them. It is important, however, to appreciate that much of 
what we present, particularly our understanding of molecular mecha-
nisms, is best thought of as continually evolving hypotheses rather than 
established facts. The biologist Konrad Lorenz once stated that ‘truth in 
science can be defined as the working hypothesis best suited to open the 
way to the next better one’; this is highly appropriate in developmental 
neurobiology.

Some of our understanding is incomplete or may be shown by future 
experiments to be inaccurate. We have tried to highlight issues of particular 
uncertainty or controversy and to indicate the limits of our knowledge, 
since it is at least as important and interesting to acknowledge what we do 
not know as it is to learn what we do know. Much of the excitement of devel-
opmental neurobiology arises from the mystery that surrounds Nature’s 
remarkable ability to create efficiently and reproducibly neural structures of 
great power.

One reason that we still know relatively little about the mechanisms of 
neural development is the sheer size and complexity of the finished product 
in higher animals. During the development of the human brain, for exam-
ple, about 100 billion cells are generated with about 1000 trillion connec-
tions between them; if this number of connections is hard to visualize then 
consider that it might roughly equal the number of grains of sand on a small 
beach. Although cells and connections with similar properties can be 
grouped together, there is still great variation in their molecular make‐ups, 
morphologies and functions throughout the nervous system. In reading this 
book you will see that many of our hypotheses about neural development 
are formulated at the level of tissues or populations of cells rather than indi-
vidual cells and their connections, particularly in higher mammals. Only in 
very simple organisms containing a few hundred neurons (e.g. in some 
worms) do we fully understand where each cell of the adult nervous system 
comes from and even then we do not know for sure what mechanisms 
determine how each cell and its connections develop. We still have a long 
way to go to gain a profound understanding of the molecular and cellular 
rules that govern the emergence of cells of the right types in the right 
numbers at the right places with the right connections between them 
functioning in the right ways.
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1.2.2 Implications for human health

Just because we do not know much about a subject is not sufficient reason 
to want to invest time and resources in researching it further. However, 
there are many practical reasons for wanting to know more about the ways 
in which the nervous system develops. A better understanding should 
help us to tackle currently incurable diseases of the nervous system. Many 
congenital diseases affect neural development1 but their causes are often 
unknown; some examples of such diseases will be given later in this and in 
subsequent chapters. Numerous relatively common psychiatric and neu-
rological diseases, such as schizophrenia, intellectual disabilities, autisms 
and some forms of epilepsy (Figure 1.2), are now thought to have a devel-
opmental origin, but the mechanisms are poorly understood. Knowledge 
of how cancers form should be helped by a better understanding of normal 
development; the uncontrolled growth of cancer cells is often attributed 
to abnormalities of the same molecules and mechanisms that control 
growth during normal development. Regarding the development of 

1 For a comprehensive compendium of human genes and genetic diseases, see http://omim.org/
about. For an interesting review of neurodevelopmental disease and its impact, try Stoeckli, 
E.T. (2012) What does the developing brain tell us about neural diseases? European Journal of 
Neuroscience, 35, 1811–1817.

Figure 1.2  Schizophrenia, intellectual disabilities, autisms and epilepsies are neurological disorders affecting 
about 3–7% of people. Based on epidemiological and neurobiological evidence, schizophrenia is now 
believed to be a neurodevelopmental disorder with a large heritable component. Many possible susceptibility 
genes have been identified, but how abnormalities of these genes cause the symptoms of the disease is 
unknown. Similarly, autism spectrum disorders and intellectual disabilities are highly heritable and many of 
the known genetic causes seem to regulate the formation of synapses. Malformations of cerebral cortical 
development are among the commonest causes of epilepsy. Some are large defects that would be obvious 
to the naked eye whereas others would only be seen at a microscopic or molecular level. They are a conse-
quence of a disruption of the normal steps of cortical formation, for example defective migration of neurons, 
and can be environmental or genetic in origin. A large number of malformations of cortical development have 
been described, each with characteristic pathological and clinical features. An example of a large congenital 
defect causing epilepsy is shown in the scan of a patient’s brain on the right (between the arrows): for com-
parison, a scan of the brain of a normal person is shown on the left. This picture is courtesy of Professor John 
S. Duncan and the National Society for Epilepsy MRI Unit, UK.

http://omim.org/about
http://omim.org/about
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possible new treatments, it has been suggested that a diseased brain might 
be repaired by replacing dysfunctional genes or implanting new cells into 
the nervous system. Implanted cells would need to recapitulate a develop-
mental programme allowing their survival and functional integration 
into the nervous system and its circuitry. How this might be achieved is 
currently unclear, but research on normal developmental mechanisms 
might help.

1.2.3 Implications for future technologies

Another, perhaps unexpected, motivation for understanding how the 
brain develops comes from the drive to revolutionize computer tech-
nology, to improve robotics and to generate autonomous machines able 
to make decisions. The application of current manufacturing methods to 
build much more complex computers than exist at present will need 
to overcome exponential increases in the production cost of ever 
smaller and faster circuits. In contrast, evolution has produced brains 
of enormous computing power that self‐construct with great efficiency. 
Can lessons learned from studying the way the brain constructs itself be 
used to invent new, more efficient ways of generating computers by hav-
ing them self‐construct? Maybe this sounds like science fiction, but 
international organizations are taking it seriously enough to put large 
amounts of money into research aimed at establishing whether it might 
be possible.2

1.3 Major breakthroughs that have contributed 
to understanding developmental mechanisms

The twentieth century saw breakthroughs that have added greatly to our 
knowledge of how the nervous system develops. Most notable were the dis-
covery of the structure of DNA and the development of methods for manip-
ulating the functions of genes. We assume that the reader is familiar with 
the structure and function of DNA; methods for manipulating gene func-
tion will be outlined later in this chapter.

Another critically important advance in the twentieth century was the 
realization that, although animal species differ hugely in size and structure, 
the mechanisms by which their development is controlled are remarkably 
highly conserved. Many of the genes that control the development of rela-
tively simple invertebrates have clear homologues in higher mammals, 
including primates. This means that by studying the mechanisms control-
ling the development of simple experimentally tractable organisms we can 
learn much of relevance to human development, which cannot be studied 
extensively for practical and ethical reasons.

A small handful of animal species, referred to as model organisms, are 
used in most developmental neurobiological research because each has 

homologue a gene or 
structure that is similar 
in different species since 
it was derived from their 
common ancestor dur-
ing evolution.

2 See Douglas, R. (2011) Constructive cortical computation. Procedia Computer Science, 7, 
18–19, which links to a recording of an interesting lecture on this topic.
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clear advantages for certain types of research. The following sections 
describe the best‐studied of these and their advantages; there are many oth-
ers that have been used less frequently.

1.4 Invertebrate model organisms

1.4.1 Fly

One of the most famous invertebrate model organisms for developmental 
genetics is the fruit fly, Drosophila melanogaster (right), a small insect 
often found around rotting fruit. Drosophila has a life cycle of only 2 
weeks and is cheap and easy to breed in large numbers. The eggs can be 
collected easily and embryogenesis takes only 24 hours. Much of the 
research that has been done with this organism started when scientists 
established lines of mutant flies with abnormal phenotypes (Figure 1.3). 
The analysis of these mutant lines led to the discovery of the genes that 
were mutated in each case. By finding the genetic defects that caused the 
abnormal phenotypes, researchers gained knowledge of the functions of 
critical genes.

Working from phenotype to gene is often referred to as forward genet-
ics. Box 1.1 illustrates in more detail how lines of Drosophila with abnormal 
phenotypes can be generated in a so‐called forward genetic screen. 
Drosophila contain up to 17 000 genes, many of which are named, some-
times fancifully, after the phenotype that results from their mutation; in 
comparison, the human genome contains around 20 000–25 000 genes. 
Remarkably, about 50% of fly protein sequences have mammalian homo-
logues. Drosophila is being used increasingly as a model organism in which 

1 mm

phenotype the observ-
able characteristics of 
an organism, such as its 
physical appearance or 
behaviour.

line a collection of organ-
isms related by breeding 
that is relatively pure 
genetically because of 
continued inbreeding 
and artificial selection.

Figure 1.3  Two fruit flies face each other: the fly on the right is a normal (wild‐type) fly, the one on the left is 
a mutant. In the mutant, a gene that is essential for the formation of eyes is defective. Flies lacking this gene 
do not develop eyes. The gene in question, Pax6, can be found in virtually all animals: in humans, flies, mol-
luscs and even very simple worms. The Pax6 gene is also called eyeless in Drosophila, since Drosophila 
genes are often named after their mutant phenotype: thus, somewhat confusingly, the eyeless gene is 
required to make the eye. This striking image is reproduced here with permission and is the copyright of 
Jürgen Berger and Ralf Dahm, Max Planck Institute for Developmental Biology, Tübingen, Germany (www.
ralf‐dahm.com).

http://www.ralf-dahm.com
http://www.ralf-dahm.com


Box 1.1  Forward genetics: working from phenotype to gene
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This diagram shows a strategy that has been widely used in Drosophila to mutate randomly 
a large number of genes and then screen for those mutations that produce abnormal pheno-
types in the offspring. Once such a screen is done, the experimenter can go on to identify 
genes whose mutation causes abnormal phenotypes of interest. Mutations are usually 
induced by feeding male flies the potent mutagen ethyl methane sulphonate or by X‐ray 
irradiation (top right). This induces mutations in the male germ cells. These mutagenized 
males (blue and red colouring indicates flies with different mutations) are crossed to normal 
wild‐type females (top left; two chromosomes are shown, wild‐type chromosome marked +). 
This generates an F1 population containing a large number of flies, many of which will be 
heterozygous for a random mutation (m1, m2, …). At this stage, the experimenter will only 
know of flies carrying dominant mutations that generate phenotypes in the heterozygotes. 
Each F1 fly is crossed to wild‐type females (second row) to generate populations of F2 flies 
(third row). Sibling mating within these populations will generate populations of F3 flies (final 
row), some of which will be homozygous for each mutation, allowing phenotypes due to 
recessive mutations to be identified. In this way, the experimenter can establish many lines 
of Drosophila carrying dominant or recessive mutations generating phenotypes of interest.3 
Similar approaches can be used in other species. Amongst mammals, the mouse is the spe-
cies of choice and many lines carrying naturally occurring mutations or mutations induced by 
chemicals or radiation have been established. Once phenotypes of interest have been identi-
fied by these screens, the process of identifying the genes whose mutation causes them 
begins. Descriptions of how this is done can be found elsewhere.4

heterozygous (for a particular genetic feature, e.g. a gene or mutation) describes the situation where 
the two copies of the feature in question are different.

homozygous (for a particular genetic feature, e.g. a gene or mutation) describes the situation where 
the two copies of the feature in question are the same.
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to study human disease:5 75% of human disease‐associated genes have fly 
homologues. The importance of research on this organism was recognized 
in 1995 by the award of a Nobel Prize to Ed Lewis, Christiane Nusslein‐
Volhard and Eric Wieschaus for their discoveries on the genetic control of 
early embryonic development.6

As well as being ideal for forward genetics, Drosophila can also be used 
for the opposite type of approach, called reverse genetics, in which one 
starts with an interesting‐looking gene and manipulates its activity so as 
to learn about its function. It is possible to activate specific genes in 
Drosophila using a method called the GAL4/UAS system. Box 1.2 outlines 
how the GAL4/UAS system works.7 It allows specific genes to be activated 
in a spatially and temporally controlled manner and it can be used in a 
variety of ways. For example, genes normally found in the Drosophila 
genome can be activated by the experimenter to discover what they do 
(called a gain‐of‐function approach). Alternatively, the method can be 
used to activate genetic inhibitors manufactured by the experimenter to 
produce molecules that block the actions of a specific Drosophila gene 
(called a loss‐of‐function approach). How such blocking molecules work 
is discussed in more detail below (see Figure 1.4).

1.4.2 Worm

Another invertebrate model organism even simpler than Drosophila whose 
analysis has contributed greatly to understanding mechanisms of neural 
development is the nematode worm, Caenorhabditis elegans (C. elegans, 
right), which lives in the soil and feeds on bacteria and fungi. It is easy to 
maintain in the laboratory and viable organisms can be stored frozen. Its 
development is completed rapidly within 2–3 days, it is transparent and its 
anatomy is known in precise detail: for example, all of its neurons and the 
connections between them are known. Furthermore, its development is 
highly stereotypical and, from zygote to adult worm, we know all the cell 
divisions that occur to generate a particular differentiated cell (i.e. we know 
the full details of each cell’s lineage). Detailed knowledge of cell lineage is 
unusual and valuable; in most model species indirect methods must be used 
to deduce lineages and knowledge is usually far from complete. Further dis-
cussion of cell lineage can be found in Box 1.3.

In C. elegans, for any cell at any point in normal development it is possible 
to know what that cell will do and what it will become, that is its fate. Against 
this background of precise morphological knowledge, it is relatively straight-
forward to study gene function by forward or reverse genetic methods, that 
is by generating mutant worm strains or by interfering with the actions of 

0.1 mm

zygote a fertilized cell 
that gives rise to an 
embryo.

3 The reader should also be aware that this is a simplified description of only one type of screen 
and for a more comprehensive review we suggest St Johnston, D. (2002) The art and design of 
genetic screens: Drosophila melanogaster. Nature Reviews Genetics, 3, 176–188.
4 For example, Kile, B.T. and Hilton, D.J. (2005) The art and design of genetic screens: mouse. 
Nature Reviews Genetics, 6, 557–567.
5 Botas, J. (2007) Drosophila researchers focus on human disease. Nat. Genet., 39, 589–591.
6 www.nobel.se/medicine/laureates/1995/illpres/index.html [20 November 2010].
7 See also Brand, A.H. and Perrimon, N. (1993) Targeted gene expression as a means of altering 
cell fates and generating dominant phenotypes. Development, 118, 401–415.

http://www.nobel.se/medicine/laureates/1995/illpres/index.html


Box 1.2  Reverse genetics: working from gene to phenotype

The GAL4/UAS system is used by many researchers to study the function 
of genes in Drosophila (it has also been used in other species such as 
frogs and fish). The system has two parts, each contained in a different 
line of organisms. The two parts are brought together by crossing the two 
lines, resulting in a line in which a specific gene is activated in a specific 
set of cells.

GAL4 driver line:
Regulatory

element GAL4 gene

UAS Gene X

UAS responder line:

GAL4 protein

Gene X
protein

(1)	 The first thing needed is a line of transgenic organisms, called the driver line, in which 
a protein called GAL4 is produced selectively in the cells where the experimenter eventu-
ally wants the gene of interest (X) to be activated. If such a line does not already exist 
(see below), the experimenter makes one by constructing a piece of DNA containing: (i) 
the GAL4 gene, (ii) sequences that will activate the GAL4 gene in the desired pattern 
(called regulatory elements) and (iii) a sequence called a P‐element (not shown), which 
allows the whole piece of DNA to enter the genome when it is injected into an embryo. 
Making this piece of DNA requires the selection of a suitable regulatory element that will 
activate the GAL4 gene in the desired pattern. This selection would be based on prior 
knowledge from research on the regulatory elements that normally activate specific 
genes in specific patterns. How genes are controlled by regulatory elements is described 
in Chapter 3. (Note that GAL4 is a yeast gene engineered into Drosophila, where the 
gene is italicized and the protein is not; see section on Conventions and Commonly used 
Abbreviations at the start of this book.)

(2)	 The second line (called the responder line) is made by generating a piece of DNA with 
three components: (i) the sequence of the gene to be activated (X), (ii) a sequence that will 
activate this gene only if it is bound by GAL4 (called the upstream activation sequence, or 
UAS) and (iii) a P‐element (not shown) to carry the DNA into the genome. Gene X will not 
be activated in this line since GAL4 is a yeast protein that would not normally be there.

Once these two lines have been generated, they are crossed to achieve activation of the 
gene of interest (X) in the desired pattern. This might seem a long‐winded way of doing 
things: for example, why not put the gene to be activated (X) directly under the control of 
sequences that will activate it in the desired pattern? There are several reasons for this; a 
main one is that large numbers of GAL4 driver lines have already been made and, in prac-
tice, the experimenter should only need to make the responder. Once the responder line is 
made it can then be crossed to a large variety of existing GAL4 driver lines, increasing the 
flexibility of the experiment.

transgenic describes an organism whose genetic material has been modified.



Invertebrate model organisms · 9

specific genes (for example, using RNA interference methods; see Figure 1.4). 
Since one of the sexes of C. elegans is hermaphrodite (the other is male), 
mutant worms that are severely defective and would be unable to mate can 
still be bred via self‐fertilization. In 2002, Sydney Brenner, Robert Horvitz 
and John Sulston were awarded a Nobel Prize for work on the genetics of 
C. elegans development.8 Since many of the genes in C. elegans have func-
tional counterparts in humans and whole biochemical pathways are often 
conserved, research on this relatively simple organism has given us a major 
insight into our own development (for example, in work on naturally occur-
ring cell death described in Chapter 9, Section 9.3).

Antisense
RNA

Embryo

(a) (b)

Amino acid
chain

DNA
mRNA

Transcription

Protein

Ribosome

Figure 1.4  Reverse genetics RNA interference can be used to block gene function experimentally. (a) Inside 
normal cells, genes are transcribed to make single‐stranded messenger RNA (mRNA) that is translated by 
ribosomes to generate specific proteins. (b) To block gene function, antisense RNA molecules with sequences 
complementary to the sense sequences of specific mRNAs are introduced into cells where they interact with 
their target mRNAs and block their translation. Many types of antisense molecule have been developed. They 
fall into two broad groups: after binding to target mRNA, some cause its enzymatic degradation whereas oth-
ers can block its translation. For example, antisense molecules called morpholinos, which have been exploited 
very successfully in studies of Xenopus and zebrafish development, are examples of the latter. As well as 
being experimental tools, antisense molecules have therapeutic potential for treatment of human diseases. 
The development of antisense methods to regulate gene function experimentally or therapeutically was fol-
lowed by the discovery of a wide range of small RNA molecules called microRNAs that are generated natu-
rally by cells and act as physiological antisense molecules (see Section 3.8.4 in Chapter 3). In this diagram, 
the antisense RNA is introduced by microinjection, but there are many other ways such as electroporation 
(see Figure 1.7 later) or the use of viruses. Each method has pros and cons and which one is best depends 
on factors such as the numbers and types of cells to be targeted, the species and the age of the organism. In 
the future, the use of inhibitory RNA molecules described here is likely to be replaced increasingly by the use 
of RNA‐based approaches that disrupt gene function by mutating the gene in the DNA (e.g. using the 
CRISPR/Cas9 system; see Section 1.5.4).

hermaphrodite an 
organism with both male 
and female sexual char-
acteristics and organs.

8 http://nobelprize.org/nobel_prizes/medicine/laureates/2002/horvitz‐lecture.html [20 November 
2010].

http://nobelprize.org/nobel_prizes/medicine/laureates/2002/horvitz-lecture.html
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Box 1.3  Cell lineage

Cell lineage is a term used to describe the sequence of cell divisions that have given rise to 
any particular cell in an organism. To describe the lineage of a cell, therefore, we must 
observe directly, or infer by more indirect means, the divisions that have generated it. Direct 
observation is feasible in simple organisms. The first cell lineage studies were done by 
Charles Whitman in 1870 on leech embryos; since then, direct observations have been used 
to follow cell lineages in other invertebrate species such as C. elegans and Drosophila. In 
some situations in the analysis of invertebrate lineages, and in most situations in the analysis 
of vertebrate lineages, it is not possible to observe lineages directly. In such cases, the use 
of molecular markers carried through the generations from a cell to its descendents can help 
define cell lineages; suitable markers include dyes or reporter molecules (for example green 
fluorescent protein, see Box 1.4 and Chapter 7, Section 7.2) whose genes are incorporated 
into the genome of selected cells. The latter have the advantage that they are not diluted with 
each round of division. In simple organisms such as the leech (see below) and C. elegans, 
patterns of cell division are very similar or identical from individual to individual, and the line-
ages of the cells that are generated in this way are described as invariant. In the complex 
nervous systems of higher organisms it is hard to know the extent to which lineages are 
invariant. It is likely that lineages in higher organisms show greater variation because, as we 
shall see in later chapters, the fates of their cells rely heavily on signalling between cells and 
this process is inherently susceptible to variation from individual to individual.

Segmental
ganglia

midline

Q Q

M M

N N

O/P O/P

O/P O/P

At the bottom is shown the early leech embryo devel-
oping from bilateral sets of teloblasts, five on each side 
named M, N, O/P, O/P and Q. Dye injection (red) into a 
teloblast labels the cells generated by that teloblast 
(small red cells making a bandlet). At the top is shown 
the front end of a mature leech (cut off from the rest of 
the body, which is not shown) showing dye‐labelled 
cells descending from the injected teloblast in the seg-
mental ganglia on the injected side (red shading indi-
cates collections of labelled cells).
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1.4.3 Other invertebrates

Other invertebrates have been used as model organisms for research on 
neural development, including sea urchins (used since the 1800s 
because their embryos are easily viewed under the microscope), leeches 
(Box  1.3) and sea squirts (which, despite their appearance, are most 
closely related to vertebrates). These species have provided invaluable 
insights and have significant advantages for some studies. Sea squirts, 
for example, will be discussed again in the context of neural induction 
in Chapter 3.

1.5 Vertebrate model organisms

1.5.1 Frog

Among vertebrate model organisms, the African clawed frog Xenopus 
laevis (right) provided some of the earliest and most important insights 
into mechanisms of embryogenesis, including the initial formation of the 
nervous system. Starting in the late 1800s, German scientists exploited 
the relatively large robust eggs of frogs, and of other amphibians, in 
experiments aimed at understanding how specific groups of cells instruct 
other groups of cells to develop in particular ways. They studied the 
extent to which specific groups of cells are committed to the fates they 
are normally instructed to follow. At the heart of this work was the ques-
tion: could the normal developmental fates of cells be altered by experi-
mental manipulation? The experiments involved microsurgery on the 
embryos, which are easily accessible since they develop outside the body. 
In some experiments, portions of embryos were grafted from one region 
into another, to discover how they develop at the new site and their effects 
on their new neighbours. In other experiments, cells were cultured in 
isolation. One scientist, Hans Spemann, had his great contribution to this 
field of experimental embryology recognized by the award of a Nobel 
Prize in 1935.9 The discoveries that were made will be discussed in 
Chapter 3.

Unfortunately, Xenopus laevis is not ideal for forward genetics because 
it takes many months for females to reach maturity, which would make 
the breeding required to establish mutant lines difficult. They also have 
four copies of many genes (allotetraploid), complicating the study of 
inheritance. The feasibility is greater with Xenopus tropicalis, which 
matures more quickly and is diploid. In reverse genetic experiments, the 
size, accessibility and robustness of Xenopus eggs and embryos does 
make them favourable targets for the injection of molecules designed to 
raise or lower levels of specific gene products. The levels of a specific 
protein can be raised by injecting mRNA molecules; the levels of specific 
proteins can be lowered by injecting molecules that interfere with the 
function of specific mRNAs (this is sometimes called a knockdown; see 
Figure 1.4). 

5 cm

diploid an organism 
with a pair of each type 
of chromosome.

9 www.nobelprize.org/nobel_prizes/medicine/laureates/1935/spemann‐lecture.html [20 November 
2010].

http://www.nobelprize.org/nobel_prizes/medicine/laureates/1935/spemann-lecture.html
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1.5.2 Chick

Chick (Gallus gallus) embryos are favoured model organisms because of the 
ease with which eggs can be obtained and stored. Furthermore, the embryo 
has a short incubation time; the nervous system is well developed after only 
a few days; and it is relatively easy to observe and manipulate the embryo by 
opening a small window in the shell. Since the early 1900s experimenters 
used fine surgical methods (micromanipulation) to transplant pieces of live 
embryos from one place to another (a process known as grafting) to find out 
how the transplanted parts respond (discussed further in Chapter 3). More 
recently, chick embryos have proved useful models for testing the functions 
of developmentally important genes using mRNA‐mediated reverse genetic 
methods (Figure 1.4).

1.5.3 Zebrafish

In the past decades the small freshwater zebrafish (Danio rerio, left), native 
to India, has become another very popular vertebrate model organism. 
Since its eggs are fertilized and its embryos develop externally, they are 
readily accessible for experimental manipulation. Its embryos develop rap-
idly and are translucent, allowing morphogenesis to be visualized and 
recorded relatively easily. The process can be observed under the micro-
scope in real‐time, as it unfolds (Figure 1.5), using stains that are compatible 
with life such as green fluorescent protein and its variants (Box 1.4). Not 
only are reverse genetic approaches being exploited successfully in zebrafish, 
but the species is also proving suitable for large‐scale forward genetic 
screens in which mutagens are used to create lines of fish carrying pheno-
typic abnormalities (along the lines shown in Box 1.1).

1.5.4 Mouse

Among mammalian species, the mouse (Mus musculus) has tremendous 
advantages for molecular genetics. Originally, Gregor Mendel studied 
inheritance in mice, but his work was stopped by the religious hierarchy in 
Austria who considered it inappropriate for a monk to share a room with 
copulating animals! Mouse inheritance was re‐examined at the start of the 
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Start 3.5 minutes 7 minutes 10.5 minutes 14 minutes 17.5 minutes

Figure 1.5  A time‐lapse series of images of labelled neural cells in a live zebrafish embryo showing one 
dividing while the other remains quiescent, made by Paula Alexandre in Jon Clarke’s laboratory, King’s 
College London, UK. Green is green fluorescent protein (GFP) that is being used to label cell membranes. 
Red is red fluorescent protein (RFP), a different fluorescent protein that is being used here to show nuclei 
(see Box 1.4 for details of these fluorescent molecules).
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Box 1.4  Green fluorescent protein (GFP)

GFP in living cells fluoresces bright green when illuminated with blue light. It was first iso-
lated from jellyfish. Its gene can be introduced into organisms in a variety of ways, so as to 
label either all their cells (e.g. the mouse pictured top left or a mouse embryo pictured bot-
tom left) or only some of their cells (e.g. pictured right: red is a non‐specific stain for all 
nuclei). Whether all cells are labelled or only some specific cells are labelled depends on 
what regulatory sequence the experimenter chooses to activate the GFP gene. GFP can 
also be joined to specific proteins to visualize their subcellular location. Labelling cells with 
GFP can be used in numerous ways, for example to follow cell lineages (Box 1.3; see also 
Section 7.2 in Chapter 7) or to study where and when regulatory elements activate their 
genes. We will describe many examples of the use of GFP throughout the book. Martin 
Chalfie, Osamu Shimomura and Roger Y. Tsien were awarded the Nobel Prize in chemistry 
in 2008 for their discovery and development of GFP.10 Variations of GFP that fluoresce with 
other colours are now available, allowing more than one label to be used simultaneously 
(Figure  1.5). Photographs of GFP‐labelled embryo and cells are courtesy of Tom Pratt, 
University of Edinburgh, UK; photograph of GFP‐labelled adult mouse is reprinted from 
Hadjantonakis, A.‐K. et al. (1998) Generating green fluorescent mice by germline transmis-
sion of green fluorescent ES cells. Mechanisms of Development, 76, 79–90, with permis-
sion from Elsevier.

10 http://nobelprize.org/nobel_prizes/chemistry/laureates/2008/chalfie‐lecture.html [20 November 
2010].

http://nobelprize.org/nobel_prizes/chemistry/laureates/2008/chalfie-lecture.html

