




ffi rs.indd 6:36:3:PM/07/28/2016 Page i

 VMware® 
Software- 
Defi ned Storage





ffi rs.indd 6:36:3:PM/07/28/2016 Page iii

VMware® 
Software-
Defi ned Storage
A Design Guide 
to the Policy-Driven, 
Software-Defi ned Storage Era

Martin Hosken, VCDX



ffi rs.indd 6:36:3:PM/07/28/2016 Page iv

Executive Editor: Jody Lefevere

Development Editor: David Clark

Technical Editor: Ray Heffer

Production Editor: Barath Kumar Rajasekaran

Copy Editor: Sharon Wilkey

Editorial Manager: Mary Beth Wakefi eld

Production Manager: Kathleen Wisor

Proofreader: Nancy Bell

Indexer: Nancy Guenther

Project Coordinator, Cover: Brent Savage

Cover Designer: Wiley

Cover Image: ©Mikhail hoboton Popov/Shutterstock

Copyright © 2016 by John Wiley & Sons, Inc., Indianapolis, Indiana

Published simultaneously in Canada

ISBN: 978-1-119-29277-7   
ISBN: 978-1-119-29279-1 (ebk.)
ISBN: 978-1-119-29278-4 (ebk.)

Manufactured in the United States of America

No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any form or by any means, electronic, 
mechanical, photocopying, recording, scanning, or otherwise, except as permitted under Sections 107 or 108 of the 1976 United States 
Copyright Act, without either the prior written permission of the Publisher, or authorization through payment of the appropriate per-copy 
fee to the Copyright Clearance Center, 222 Rosewood Drive, Danvers, MA 01923, (978) 750-8400, fax (978) 646-8600. Requests to the Publisher 
for permission should be addressed to the Permissions Department, John Wiley & Sons, Inc., 111 River Street, Hoboken, NJ 07030, (201) 748-
6011, fax (201) 748-6008, or online at http://www.wiley.com/go/permissions.

Limit of Liability/Disclaimer of Warranty: The publisher and the author make no representations or warranties with respect to the accuracy 
or completeness of the contents of this work and specifi cally disclaim all warranties, including without limitation warranties of fi tness for a 
particular purpose. No warranty may be created or extended by sales or promotional materials. The advice and strategies contained herein 
may not be suitable for every situation. This work is sold with the understanding that the publisher is not engaged in rendering legal, 
accounting, or other professional services. If professional assistance is required, the services of a competent professional person should be 
sought. Neither the publisher nor the author shall be liable for damages arising herefrom. The fact that an organization or website is 
referred to in this work as a citation and/or a potential source of further information does not mean that the author or the publisher 
endorses the information the organization or website may provide or recommendations it may make. Further, readers should be aware that 
Internet websites listed in this work may have changed or disappeared between when this work was written and when it is read.

For general information on our other products and services or to obtain technical support, please contact our Customer Care Department 
within the U.S. at (877) 762-2974, outside the U.S. at (317) 572-3993 or fax (317) 572-4002.

Wiley publishes in a variety of print and electronic formats and by print-on-demand. Some material included with standard print versions 
of this book may not be included in e-books or in print-on-demand. If this book refers to media such as a CD or DVD that is not included in 
the version you purchased, you may download this material at http://booksupport.wiley.com. For more information about Wiley 
products, visit www.wiley.com.

Library of Congress Control Number: 2016944021

TRADEMARKS: Wiley, the Wiley logo, and the Sybex logo are trademarks or registered trademarks of John Wiley & Sons, Inc. and/or its 
affi liates, in the United States and other countries, and may not be used without written permission. VMware is a registered trademark of 
VMware, Inc. All other trademarks are the property of their respective owners. John Wiley & Sons, Inc. is not associated with any product 
or vendor mentioned in this book.

10 9 8 7 6 5 4 3 2 1

http://www.wiley.com/go/permissions
http://booksupport.wiley.com
http://www.wiley.com


ffi rs.indd 6:36:3:PM/07/28/2016 Page v

About the Author

Martin Hosken is employed as a global cloud architect within the VMware Global Cloud 

Practice, which is part of its Cloud Provider Software Business Unit. 

He has extensive experience architecting and consulting with international customers and 

designing the transition of organizations’ legacy infrastructure onto VMware cloud-based 

platforms. His broad and deep knowledge of physical and virtualized services, platforms, and 

cloud infrastructure solutions is based on involvement and leadership in the global architecture, 

design, development, and implementation of large-scale, complex, multitechnology projects 

for enterprises and cloud service providers. He is a specialist in designing, implementing, and 

integrating best-of-breed, fully redundant Cisco, EMC, IBM, HP, Dell, and VMware systems into 

enterprise environments and cloud service providers’ infrastructure.

In addition, Martin is a double VMware Certifi ed Design Expert (VCDX #117) in Data Center 

Virtualization and Cloud Management and Automation. (See the Offi cial VCDX directory avail-

able at http://vcdx.vmware.com.) Martin also holds a range of industry certifi cations from 

other vendors such as EMC, Cisco, and Microsoft, including MCITP and MCSE in Windows 

Server and Messaging.

He has been awarded the annual VMware vExpert title for a number of years for his sig-

nifi cant contribution to the community of VMware users. (See the VMware Community vEx-

pert Directory available at https://communities.vmware.com/vexpert.jspa.) This title 

is  awarded to individuals for their commitment to the sharing of knowledge and their pas-

sion for VMware technology beyond their job requirements. Martin is also a part of the CTO 

Ambassador Program, and as such is responsible for connecting the R&D team at VMware with 

customers, partners, and fi eld employees.

Follow Martin on Twitter: @hoskenm.

http://vcdx.vmware.com
https://communities.vmware.com/vexpert.jspa




ffi rs.indd 6:36:3:PM/07/28/2016 Page vii

About the Technical Reviewer

Ray Heffer is employed as a global cloud architect for VMware’s Cloud Provider Software 

Business Unit. He is also a double VCDX #122 (Desktop and Datacenter). In his previous roles 

with End User Computing (EUC), Technical Marketing, and Professional Services at VMware, 

he has led many large-scale platform designs for service providers, manufacturing, and govern-

ment organizations.

Since 1997 Ray has specialized in administering, designing, and implementing solutions 

ranging from Microsoft Exchange, Linux, Citrix, and VMware. He deployed his fi rst VMware 

environment in 2004 while working at a hosting company in the United Kingdom.

Ray is also a regular presenter at VMworld and VMUG events, covering topics such as Linux 

desktops and VMware Horizon design best practices.  





ffi rs.indd 6:36:3:PM/07/28/2016 Page ix

Contents at a Glance

Foreword by Duncan Epping   . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii

Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .xix

Chapter 1 • Software-Defi ned Storage Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Chapter 2 • Classic Storage Models and Constructs  . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

Chapter 3 • Fabric Connectivity and Storage I/O Architecture. . . . . . . . . . . . . . . . . . 101

Chapter 4 • Policy-Driven Storage Design with Virtual SAN  . . . . . . . . . . . . . . . . . . . 187

Chapter 5 • Virtual SAN Stretched Cluster Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . 315

Chapter 6 • Designing for Web-Scale Virtual SAN Platforms . . . . . . . . . . . . . . . . . . . 367

Chapter 7 • Virtual SAN Use Case Library . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 381

Chapter 8 • Policy-Driven Storage Design with Virtual Volumes . . . . . . . . . . . . . . . . 429

Chapter 9 • Delivering a Storage-as-a-Service Design  . . . . . . . . . . . . . . . . . . . . . . . . . 453

Chapter 10 • Monitoring and Storage Operations Design  . . . . . . . . . . . . . . . . . . . . . . 473

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 509





ftoc.indd 7:59:44:PM/07/28/2016 Page xi

Contents

Foreword by Duncan Epping. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii

Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .xix

Chapter 1 • Software-Defi ned Storage Design. . . . . . . . . . . . . . . . . . . . . . . . .1

Software-Defi ned Compute  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Software-Defi ned Networking  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Software-Defi ned Storage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Designing VMware Storage Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

Technical Assessment and Requirements Gathering . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Establishing Storage Design Factors  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

The Economics of Storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

Calculating the Total Cost of Ownership for Storage Resources  . . . . . . . . . . . . . . . . 11

Information Lifecycle Management. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Implementing a Software-Defi ned Storage Strategy  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Software-Defi ned Storage Summary  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

Hyper-Converged Infrastructure and Virtual SAN . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

Virtual Volumes  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

Classic and Next-Generation Storage Models  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

Chapter 2 • Classic Storage Models and Constructs  . . . . . . . . . . . . . . . . . . .21

Classic Storage Concepts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

RAID Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

Virtual Provisioning. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

Storage Tiering  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

Storage Scalability Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

Storage Management Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

Multitenanted Storage Design  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

Quality of Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Data Deduplication and Data Compression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

Storage Device Security . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Hardware High Availability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Storage Array–Based Disaster Recovery and Backups . . . . . . . . . . . . . . . . . . . . . . . . . 62

Storage Array Snapshots and Clones in a Classic Storage Environment. . . . . . . . . . 63

vSphere Metro Storage Cluster . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

All-Flash Disk Arrays. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

vSphere Storage Technologies  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Virtual Disks  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

Virtual Machine Storage Controllers (vSCSI Adapters) . . . . . . . . . . . . . . . . . . . . . . . . 71

Datastore  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73



XII | CONTENTS

ftoc.indd 7:59:44:PM/07/28/2016 Page xii

Raw Device Mapping. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

When to Use RDMs over VMFS or NFS?  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

Storage vMotion and Enhanced vMotion Operations  . . . . . . . . . . . . . . . . . . . . . . . . . 81

Datastore Clusters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

Storage Distributed Resource Scheduler   . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

Storage I/O Control  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

Classic Storage Model—vStorage APIs for Array Integration. . . . . . . . . . . . . . . . . . . 89

Classic Storage Model—VASA 1.0  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

VADP and VAMP  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

Boot from SAN  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

Classic Storage Model—vSphere Storage Policies   . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

Tiered Storage Design Models in vSphere  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

Sub-LUN System Access  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

Chapter 3 • Fabric Connectivity and Storage I/O Architecture. . . . . . . . 101

Fibre Channel SAN  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

Fibre Channel Protocol  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

Fibre Channel Topologies  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Switch-Based Fabric Architecture  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

Security and Traffi c-Isolation Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

N_Port Virtualization and N_Port ID Virtualization . . . . . . . . . . . . . . . . . . . . . . . . . 131

Boot from SAN  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

Fibre Channel Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

iSCSI Storage Transport Protocol. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

iSCSI Protocol Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

iSCSI Traffi c Isolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Jumbo Frames  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

iSCSI Device-Naming Standards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

CHAP Security  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

iSCSI Network Adapters  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

Virtual Switch Design  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

iSCSI Boot from SAN  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

iSCSI Protocol Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

NFS Storage Transport Protocol. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

Comparing NAS and SAN  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

NFS Components  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

NAS Implementation  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

Single Virtual Switch / Single Network Design  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

Single Virtual Switch / Multiple Network Design  . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

vSphere 6 NFS Version 4.1 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

NFS Protocol Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

Fibre Channel over Ethernet Protocol. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

Fibre Channel over Ethernet Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

Fibre Channel over Ethernet Physical Components  . . . . . . . . . . . . . . . . . . . . . . . . . . 165

Fibre Channel over Ethernet Infrastructure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167



CONTENTS | XIII

ftoc.indd 7:59:44:PM/07/28/2016 Page xiii

Fibre Channel over Ethernet Design Options  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

Fibre Channel over Ethernet Protocol Summary  . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

Multipathing Module  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

Pluggable Storage Architecture  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

iSCSI Multipathing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

NAS Multipathing  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

Direct-Attached Storage  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

Evaluating Switch Design Characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

Fabric Connectivity and Storage I/O 

Architecture Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

Chapter 4 • Policy-Driven Storage Design with Virtual SAN. . . . . . . . . . 187

Challenges with Legacy Storage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

Policy-Driven Storage Overview  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

VMware Object Storage Overview. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

Virtual SAN Overview  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

Virtual SAN Architecture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

Virtual SAN Disk Groups  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

Comparing Virtual SAN Hybrid and All-Flash Models  . . . . . . . . . . . . . . . . . . . . . . 200

All-Flash Deduplication and Compression  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202

Data Locality and Caching Algorithms  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

Virtual SAN Destaging Mechanism  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

Virtual SAN Distributed Datastore . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

Objects, Components, and Witnesses  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

On-Disk Formats. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

Swap Effi ciency / Sparse Swap  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

Software Checksum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

Virtual SAN Design Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

Host Form Factor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

Host Boot Architecture  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217

Virtual SAN Hardware Requirements  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

Virtual SAN Network Fabric Design  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

vSphere Network Requirements  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

Physical Network Requirements  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240

Virtual SAN Storage Policy Design. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250

Storage Policy–Based Management Framework  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250

Virtual SAN Rules  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251

Virtual SAN Rule Sets  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

Default Storage Policy  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267

Application Assessment and Storage-Policy Design. . . . . . . . . . . . . . . . . . . . . . . . . . 268

Virtual SAN Datastore Design and Sizing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271

Hosts per Cluster  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273

Storage Capabilities  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275

Confi guring Multiple Disk Groups  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276

Endurance Flash Sizing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278



XIV | CONTENTS

ftoc.indd 7:59:44:PM/07/28/2016 Page xiv

Objects, Components, and Witness Sizing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279

Datastore Capacity Disk Sizing  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281

Capacity Disk Size  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282

Designing for Availability  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287

Designing for Hardware Component Failure  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 289

Host Cluster Design and Planning for Host Failure . . . . . . . . . . . . . . . . . . . . . . . . . . 292

Quorum Logic Design and vSphere High Availability  . . . . . . . . . . . . . . . . . . . . . . . 302

Fault Domains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 302

Virtual SAN Internal Component Technologies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 308

Reliable Datagram Transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 308

Cluster Monitoring, Membership, and Directory Services  . . . . . . . . . . . . . . . . . . . . 308

Cluster-Level Object Manager  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 310

Distributed Object Manager   . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 310

Local Log-Structured Object Manager  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 310

Object Storage File System   . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311

Storage Policy–Based Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 312

Virtual SAN Integration and Interoperability. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 312

Chapter 5 • Virtual SAN Stretched Cluster Design . . . . . . . . . . . . . . . . . . 315

Stretched Cluster Use Cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 317

Fault Domain Architecture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 318

Witness Appliance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 318

Network Design Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 320

Distance and Latency Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 322

Bandwidth Requirements Calculations  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 325

Stretched Cluster Deployment Scenarios. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327

Default Gateway and Static Routes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327

Stretched Cluster Storage Policy Design  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327

Preferred and Nonpreferred Site Concepts  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329

Stretched Cluster Read/Write Locality  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329

Distributed Resource Scheduler Confi gurations  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 332

High Availability Confi guration  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 335

Stretched Cluster WAN Interconnect Design  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339

Evaluating WAN Platforms for Stretched Clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . 339

Deploying Stretched VLANs  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 347

WAN Interconnect High Availability  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 353

Secure Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 353

Data Center Interconnect Design Considerations Summary  . . . . . . . . . . . . . . . . . . . . . 354

Stretched Cluster Solution Architecture Example  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 356

Cisco vPC over DWDM and Dark Fiber  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 358

OTV over DWDM and Dark Fiber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 360

Cisco LISP Confi guration Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 363

Stretched Cluster Failure Scenarios  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 363

Stretched Cluster Interoperability. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365

Support Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365



CONTENTS | XV

ftoc.indd 7:59:44:PM/07/28/2016 Page xv

Chapter 6 • Designing for Web-Scale Virtual SAN Platforms  . . . . . . . . . 367

Scale-up Architecture  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 368

Scale-out Architecture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 370

Designing vSphere Host Clusters for Web-Scale  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 372

Building-Block Clusters and Scale-out Web-Scale Architecture  . . . . . . . . . . . . . . . . . . 372

Scalability and Designing Physical Resources 

for Web-Scale  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373

Leaf-Spine Web-Scale Architecture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 377

Chapter 7 • Virtual SAN Use Case Library  . . . . . . . . . . . . . . . . . . . . . . . . . 381

Use Cases Overview  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 383

Two-Node Remote Offi ce / Branch Offi ce Design  . . . . . . . . . . . . . . . . . . . . . . . . . . . 386

Horizon and Virtual Desktop Infrastructure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 392

Virtual SAN File Services  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 395

Solution Architecture Example: Building a 

Cloud Management Platform with Virtual SAN  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 395

Introduction and Conceptual Design  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 395

Customer Design Requirements and Constraints. . . . . . . . . . . . . . . . . . . . . . . . . . . . 398

Cluster Confi guration  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 404

Network-Layer Design. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 408

Storage-Layer Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 412

Cloud Management Platform Security Design  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 423

Chapter 8 • Policy-Driven Storage Design with Virtual Volumes . . . . . . 429

Introduction to Virtual Volumes Technology  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 430

Virtual Volumes Component Technology Architecture. . . . . . . . . . . . . . . . . . . . . . . 434

Virtual Volumes Object Architecture  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 434

Management Plane  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 436

VASA 2.0 Specifi cation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 436

VASA Provider  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 436

Data Plane  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 437

Storage Container . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 437

Protocol Endpoints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 440

Binding Operations  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 442

Storage Policy–Based Management with Virtual Volumes . . . . . . . . . . . . . . . . . . . . . . . 444

Published Capabilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 446

Storage Capabilities  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 448

Storage Capabilities Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 449

Benefi ts of Designing for Virtual Volumes  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 449

Enhanced Performance  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 450

Greater Application Control  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 450

Operational Simplifi cation  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 450

Reduced Wasted Capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 450

Virtual Volumes Key Design Requirements  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 450

vSphere Storage Feature Interoperability. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 451

VAAI and Virtual Volumes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 451

Virtual Volumes Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 451



XVI | CONTENTS

ftoc.indd 7:59:44:PM/07/28/2016 Page xvi

Chapter 9 • Delivering a Storage-as-a-Service Design . . . . . . . . . . . . . . . 453

STaaS Service Defi nition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 457

Cloud Platforms Overview. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 458

Cloud Management Platform Architectural Overview . . . . . . . . . . . . . . . . . . . . . . . . . . 461

vRealize Automation Cloud Management Platform. . . . . . . . . . . . . . . . . . . . . . . . . . 461

vRealize Orchestrator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 465

The Combined Solution Stack  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 468

Workfl ow Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 468

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 472

Chapter 10 • Monitoring and Storage Operations Design  . . . . . . . . . . . . 473

Storage Monitoring  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 473

Monitoring Component Health  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 474

Monitoring Capacity  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 474

Monitoring Storage Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 475

Monitoring Security . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 476

Storage Component Monitoring  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 477

Monitoring Storage on Host Servers  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 477

Monitoring the Storage Fabric  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 477

Monitoring a Storage Array System. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 480

Storage Monitoring Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 481

Common Storage Management and Monitoring Standards . . . . . . . . . . . . . . . . . . . . . . 483

Virtual SAN Monitoring and Operational Tools  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 486

vRealize Operations Manager  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 492

Management Pack for Storage Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 492

Storage Partner Solutions  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 494

vRealize Log Insight  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 497

Log Insight Syslog Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 498

End-to-End Monitoring Solution Summary  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 499

Storage Capacity Management and Planning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 499

Management Strategy Design. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 502

Process and Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 503

Capacity Management for Virtual SAN  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 505

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 505

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 509



fl ast.indd 2:35:18:PM/07/28/2016 Page xvii

Foreword by Duncan Epping
I had just completed the fi nal chapter of the Virtual SAN book I was working on when Martin 

reached out and asked if I wanted to write a foreword for his book. You can imagine I was sur-

prised to fi nd out that there was another person writing a book on software-defi ned storage, 

and pleasantly surprised to fi nd out that VSAN is one of the major topics in this book. Not just 

surprised, but also very pleased. The world is changing rapidly, and administrators and archi-

tects need guidance along this journey, the journey toward a software-defi ned data center.

When talking to customers and partners on the subject of the software-defi ned data center, 

a couple of concerns typically arise. Two parts of the data center have always been historically 

challenging and/or problematic—namely, networking and storage. Networking problems 

and concerns (and those related to security, for that matter) have been largely addressed with 

VMware NSX, which allows virtualization and networking administrators to work closely 

together on providing a fl exible yet very secure foundation for the workloads they manage. This 

is done by adding an abstraction layer on top of the physical environment and moving specifi c 

services closer to the workloads (for instance, fi rewalling and routing), where they belong.

Over 30 years ago, RAID was invented, which allowed you to create logical devices formed 

out of multiple hard disk drives. This allowed for more capacity, higher availability, and of 

course, depending on the type of RAID used, better performance. It is fair to say, however, that 

the RAID construct was created as a result of the many constraints at the time. Over time, all of 

these constraints have been lifted, and the hardware evolution started the (software-defi ned) 

storage revolution. SSDs, PCIe-based fl ash, NVMe, 10GbE, 25GbE (and higher), RDMA, 12 Gbps 

SAS, and many other technologies allowed storage vendors to innovate again and to make life 

simpler. No longer do we need to wide-stripe across many disks to meet performance expecta-

tions, as that single SSD device can now easily serve 50,000 IOPS. And although some of the 

abstraction layers, such as traditional RAID or disk groups, may have been removed, most stor-

age systems today are not what I would consider admin/user friendly.

There are different protocols (iSCSI, FCoE, NFS, FC), different storage systems (spindles, 

hybrid, all fl ash), and many different data services and capabilities these systems provide. As a 

result, we cannot simply place an abstraction layer on top as we have done for networking with 

NSX. We still need to abstract the resources in some shape or form and most defi nitely present 

them in a different, simpler manner. Preferably, we leverage a common framework across the 

different types of solutions, whether that is a hyper-converged software solution like Virtual 

SAN or a more traditional iSCSI-based storage system with a combination of fl ash and spindles.

Storage policy–based management is this framework. If there is anything you need to take 

away from this book, then it is where your journey to software-defi ned storage should start, and 

that is the SPBM framework that comes as part of vSphere. SPBM is that abstraction layer that 

allows you to consume storage resources across many different types of storage (with different 

protocols) in a simple and uniform way by allowing you to create policies that are passed down 

to the respective storage system through the VMware APIs for Storage Awareness.

In order to be able to create an infrastructure that caters to the needs of your customers 

(application owners/users), it is essential that you, the administrator or architect, have a good 

understanding of all the capabilities of the different storage platforms, the requirements of the 

application, and how architectural decisions can impact availability, recoverability, and perfor-

mance of your workloads.
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But before you even get there, this book will provide you with a good foundational under-

standing of storage concepts including thin LUNs, protocols, RAID, and much more. This will 

be quickly followed by the software-defi ned storage options available in a VMware-based infra-

structure, with a big focus on Virtual Volumes and Virtual SAN.

Many have written on the subject of software-defi ned storage, but not many are as qualifi ed 

as Martin. Martin is one of the few folks who have managed to accrue two VCDX certifi cations, 

and as a global cloud architect has a wealth of experience in this fi eld. He is going to take you on 

a journey through the world of software-defi ned storage in a VMware-based infrastructure and 

teach you the art of architecture along the way. 

I hope you will enjoy reading this book as much as I have.

Duncan Epping

Chief Technologist, Storage and Availability, VMware
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Introduction

Storage is typically the most important element of any virtual data center. It is the key compo-

nent in system performance, availability, scalability, and manageability. It has also traditionally 

been the most expensive component from a capital and operational cost perspective. 

The storage infrastructure must meet not only today’s requirements, but also the business 

needs for years to come, because of the capital expenditure costs historically associated with the 

hardware. Storage and vSphere architects must therefore make the most informed choices pos-

sible, designing solutions that take into account multiple complex and contradictory business 

requirements, technical goals, forecasted data growth, constraints, and of course, budget.

In order for you to be confi dent about undertaking a vSphere storage design that can meet 

the needs of a whole range of business and organization types, you must understand the capa-

bilities of the platform. Designing a solution that can meet the requirements and constraints set 

out by the customer requires calling on your experience and knowledge, as well as keeping up 

with advances in the IT industry. A successful design entails collecting information, correlating 

it into a solid design approach, and understanding the design trade-offs and design decisions.

The primary content of this book addresses various aspects of the VMware vSphere software-

defi ned storage model, which includes separate components. Before you continue reading, you 

should ensure that you are already well acquainted with the core vSphere products, such as 

VMware vCenter Server and ESXi, the type 1 hypervisor on which the infrastructure’s virtual 

machines and guest operating systems reside.

It is also assumed that you have a good understanding of shared storage technologies and 

networking, along with the wider infrastructure required to support the virtual environment, 

such as physical switches, fi rewalls, server hardware, array hardware, and the protocols associ-

ated with this type of equipment, which include, but are not limited to, Fibre Channel, iSCSI, 

NFS, Ethernet, and FCoE.

Who Should Read Th is Book?
This book will be most useful to infrastructure architects and consultants involved in design-

ing new vSphere environments, and administrators charged with maintaining existing vSphere 

deployments who want to further optimize their infrastructure or gain additional knowledge 

about storage design. In addition, this book will be helpful for anyone with a VCA, VCP, or a 

good foundational knowledge who wants an in-depth understanding of the design process for 

new vSphere storage architectures. Prospective VCAP, VCIX, or VCDX candidates who already 

have a range of vSphere expertise but are searching for that extra bit of detailed knowledge will 

also benefi t.
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What Is Covered in Th is Book?
VMware-based storage infrastructure has changed a lot in recent years, with new technologies 

and new storage vendors stepping all over the established industry giants, such as EMC, IBM, and 

NetApp. However, life-cycle management of the storage platform remains an ongoing challenge 

for enterprise IT organizations and service providers, with hardware renewals occurring on an 

ongoing basis for many of VMware’s global customer base.

This book aims to help vSphere architects, storage architects, and administrators alike under-

stand and design for this new generation of VMware-focused software-defi ned storage, and to 

drive effi ciency through simple, less complex technologies that do not require large numbers of 

highly trained storage administrators to maintain.

In addition, this book aims to help you understand the design factors associated with these 

new vSphere storage options. You will see how VMware is addressing these data-center chal-

lenges through its software-defi ned storage offerings, Virtual SAN and Virtual Volumes, as well 

as developing cloud automation approaches to these next-generation storage solutions to further 

simplify operations.

This book offers you deep knowledge and understanding of these new storage solutions by

 ◆ Providing unique insight into Virtual SAN and Virtual Volumes storage technologies and 

design

 ◆ Providing a detailed knowledge transfer of these technologies and  an understanding of 

the design factors associated with the architecture of this next generation of VMware-

based storage platform

 ◆ Providing guidance over delivering storage as a service (STaaS) and enabling enterprise IT 

organizations and service providers  to deploy and maintain storage resources via a fully 

automated cloud platform

 ◆ Providing detailed and unique guidance in the design and implementation of a stretched 

Virtual SAN architecture, including an example solution

 ◆ Providing a detailed knowledge transfer of legacy storage and protocol concepts, in order 

to help provide context to the VMware software-defi ned storage model

Finally, in writing this book, I hope to help you understand all of the design factors associ-

ated with these new vSphere storage options, and to provide a complete guide for solution 

architects and operational teams to maximize quality storage design for this new generation of 

technologies.

The following provides a brief summary of the content in each of the 10 chapters:

Chapter 1: Software-Defi ned Storage Design  This chapter provides an overview of where 

vSphere storage technology is today, and how we’ve reached this point. This chapter also 

introduces software-defi ned storage, the economics of storage resources, and enabling stor-

age as a service.

Chapter 2: Classic Storage Models and Constructs  This chapter covers the legacy and 

classic storage technologies that have been used in the VMware infrastructure for the last 

decade. This chapter  provides the background required for you to understand the focus of 

this book, VMware vSphere’s next-generation storage technology design.
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Chapter 3: Fabric Connectivity and Storage I/O Architecture  This chapter presents stor-

age connectivity and fabric architecture, which is relevant for legacy storage technologies as 

well as next-generation solutions including Virtual Volumes.

Chapter 4: Policy-Driven Storage Design with Virtual SAN  This chapter addresses all of 

the design considerations associated with VMware’s Virtual SAN storage technology. The 

chapter provides detailed coverage of Virtual SAN functionality,  design factors, and archi-

tectural considerations.

Chapter 5: Virtual SAN Stretched Cluster Design  This chapter focuses on one type of 

Virtual SAN solution, stretched cluster design. This type of solution has specifi c design and 

implementation considerations that are addressed in depth. This chapter also provides an 

example Virtual SAN stretched architecture design as a reference.

Chapter 6: Designing for Web-Scale Virtual SAN Platforms   This chapter addresses spe-

cifi c considerations associated with large-scale deployments of Virtual SAN hyper-converged 

infrastructure, commonly referred to as web-scale.

Chapter 7 Virtual SAN Use Case Library  This chapter provides an overview of Virtual 

SAN use cases. It also provides a detailed solution architecture for a cloud management plat-

form that you can use as a reference.

Chapter 8: Policy-Driven Storage Design with Virtual Volumes  This chapter provides 

detailed coverage of VMware’s Virtual Volumes technology and its associated policy-driven 

storage concepts. This chapter also provides a low-level knowledge transfer, as well as 

addressing in detail the design factors and architectural concepts associated with implement-

ing Virtual Volumes.

Chapter 9: Delivering a Storage-as-a-Service Design  This chapter explains how IT organi-

zations and service providers can design and deliver storage as a service in a cloud-enabled 

data center by using VMware’s cloud management platform technologies.

Chapter 10: Monitoring and Storage Operations Design   To ensure that a storage design 

can deliver an operationally effi cient storage platform end to end, this fi nal chapter covers 

storage monitoring and alerting design in the software-defi ned storage data center. 
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Chapter 1

Software- Defi ned Storage Design

VMware is the global leader in providing virtualization solutions. The VMware ESXi software 

provides a hypervisor platform that abstracts CPU, memory, and storage resources to run 

multiple virtual machines concurrently on the same physical server.

To successfully design a virtual infrastructure, other products are required in addition to the 

hypervisor, in order to manage, monitor, automate, and secure the environment. Fortunately, 

VMware also provides many of the products required to design an end-to-end solution, and to 

develop an infrastructure that is software driven, as opposed to hardware driven. This is com-

monly described as the software-defi ned data center (SDDC), illustrated in Figure 1.1.

Figure 1.1
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The SDDC is not a single product sold by VMware or anyone else. It is an approach whereby 

management and orchestration tools are confi gured to manage, monitor, and operationalize the 

entire infrastructure. This might include products such as vSphere, NSX, vRealize Automation, 

vRealize Operations Manager, and Virtual SAN from VMware, but it could also include solu-

tions such as VMware Integrated OpenStack, CloudStack, or any custom cloud-management 

solution that can deliver the required platform management and orchestration capabilities.

The primary aim of the SDDC is to decouple the infrastructure from its underlying hard-

ware, in order to allow software to take advantage of the physical network, server, and storage. 

This makes the SDDC location-independent, and as such, it may be housed in a single physi-

cal data center, span multiple private data centers, or even extend into hybrid and public cloud 

facilities.

From the end user’s perspective, applications that are delivered from an SDDC are consumed 

in exactly the same way as they otherwise would be—through mobile, desktop, and virtual 

desktop interfaces—from anywhere, any time, with any device.

However, with the SDDC infrastructure decoupled from the physical hardware, the opera-

tional model of a virtual machine—with on-demand provisioning, isolation, mobility, speed, 

and agility—can be replicated for the entire data-center environment (including networking and 

storage), with complete visibility, security, and scale.



2 | CHAPETR 1 SOFTWAREDEFINED STORAGE DESIGN

c01.indd 3:22:45:PM/08/08/2016 Page 2

The overall aim is that an SDDC can be achieved with the customer’s existing physical infra-

structure, and also provide the fl exibility for added capacity and new deployments.

Software-Defi ned Compute
In this book, software-defi ned compute refers to the compute virtualization of the x86 architecture. 

What is virtualization? If you don’t know the answer to this question, you’re probably reading the 

wrong book, but in any case, let’s make sure we’re on the same page.

In the IT industry, the term virtualization can refer to various technologies. However, from a 

VMware perspective, virtualization is the technique used for abstracting the physical hardware 

away from the operating system. This technique allows multiple guest operating systems 

(logical servers or desktops) to run concurrently on a single physical server. This allows these 

logical servers to become a portable virtual compute resource, called virtual machines. Each 

virtual machine runs its own guest operating system and applications in an isolated manner.

Compute virtualization is achieved by a hypervisor layer, which exists between the hard-

ware of the physical server and the virtual machines. The hypervisor is used to provide hard-

ware resources, such as CPU, memory, and network to all the virtual machines running on that 

physical host. A physical server can run numerous virtual machines, depending on the hard-

ware resources available.

Although a virtual machine is a logical entity, to its operating system and end users, it 

seems like a physical host with its own CPU, memory, network controller, and disks. However, 

all virtual machines running on a host share the same underlying physical hardware, but each 

taking its own share in an isolated manner. From the hypervisor’s perspective, each virtual 

machine is simply a discrete set of fi les, which include a confi guration fi le, virtual disk fi les, 

log fi les, and so on.

It is VMware’s ESXi software that provides the hypervisor platform, which is designed from 

the ground up to run multiple virtual machines concurrently, on the same physical server 

hardware.

Software-Defi ned Networking
Traditional physical network architectures can no longer scale suffi ciently to meet the require-

ments of large enterprises and cloud service providers. This has come about as the daily opera-

tional management of networks is typically the most time-consuming aspect in the process of 

provisioning new virtual workloads. Software-defi ned networking helps to overcome this problem 

by providing networking to virtual environments, which allows network administrators to 

manage network services through an abstracted higher-level functionality.

As with all of the components that make up the SDDC model, the primary aim is to provide 

a simplifi ed and more effi cient mechanism to operationalize the virtual data-center platform. 

Through the use of software-defi ned networking, the majority of the time spent provision-

ing and confi guring individual network components in the infrastructure can be performed 

programmatically, in a virtualized network environment. This approach allows network 

administrators to get around this infl exibility of having to pre-provision and confi gure physical 

networks, which has proved to be a major constraint to the development of cloud platforms.

In a software-defi ned networking architecture, the control and data planes are decoupled 

from one another, and the underlying physical network infrastructure is abstracted from 
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the applications. As a result, enterprises and cloud service providers obtain unprecedented 

 programmability, automation, and network control. This enables them to build highly scalable, 

fl exible networks with cloud agility, which can easily adapt to changing business needs by

 ◆ Providing centralized management and control of networking devices from multiple 

vendors.

 ◆ Improving automation and management agility by employing common application 

program interfaces (APIs) to abstract the underlying networking from the orchestration 

and provisioning processes, without the need to confi gure individual devices.

 ◆ Increasing network reliability and security as a result of centralized and automated 

management of the network devices, which provides this unifi ed security policy enforce-

ment model, which in turn reduces confi guration errors.

 ◆ Providing more-granular network control, with the ability to apply a wide range of policies 

at the session, user, device, or application level.

NSX is VMware’s software-defi ned networking platform, which enables this approach to 

be taken through an integrated stack of technologies. These include the NSX Controller, NSX 

vSwitch, NSX API, vCenter Server, and NSX Manager. By using these components, NSX can 

create layer 2 logical switches, which are associated with logical routers, both north/south and 

east/west fi rewalling, load balancers, security policies, VPNs, and much more.

Software-Defi ned Storage
Where the data lives! That is the description used by the marketing department of a large fi nan-

cial services organization that I worked at several years ago. The marketing team regularly used 

this term in an endearing way when trying to describe the business-critical storage systems that 

maintained customer data, its availability, performance level, and compliance status.

Since then, we have seen a monumental shift in the technologies available to vSphere for vir-

tual machine and application storage, with more and more storage vendors trying to catch up, 

and for some, steam ahead. The way modern data centers operate to store data has been chang-

ing, and this is set to continue over the coming years with the continuing shift toward the next-

generation data center, and what is commonly described as software-defi ned storage.
VMware has undoubtedly brought about massive change to enterprise IT organizations 

and service-provider data centers across the world, and has also signifi cantly improved the 

operational management and fundamental economics of running IT infrastructure. However, 

as application workloads have become more demanding, storage devices have failed to keep 

up with IT organizations’ requirements for far more fl exibility from their storage solutions, 

with greater scalability, performance, and availability. These design challenges have become an 

everyday conversation for operational teams and IT managers.

The primary challenge is that many of the most common storage systems we see in data cen-

ters all over the world are based on outdated technology, are complex to manage, and are highly 

proprietary. This ties organizations into long-term support deals with hardware vendors.

This approach is not how the biggest cloud providers have become so successful at scaling 

their storage operations. The likes of Amazon, Microsoft, and Google have scaled their cloud 

storage platforms by trading their traditional storage systems for low-cost commodity hardware, 
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and employed the use of powerful software around it to achieve their goals, such as availability, 

data protection, operational simplifi cation, and performance. With this approach, and through 

the economies of scale, these large public cloud providers have achieved their supremacy at a 

signifi cantly lower cost than deploying traditional monolithic centralized storage systems. This 

methodology, known as web-scale, is addressed further in Chapter 6, “Designing for Web-Scale 

Virtual SAN Platforms (10,000 VMS+).”

The aim of this book is to help you understand the new vSphere storage options, and how 

VMware is addressing these data-center challenges through its software-defi ned storage offer-

ings, Virtual SAN and Virtual Volumes. The primary aim of these two next-generation storage 

solutions is to drive effi ciency through simple, less complex technologies that do not require 

large numbers of highly trained storage administrators to maintain. It is these software-defi ned 

data-center concepts that are going to completely transform all aspects of vSphere data-center 

storage, allowing these hypervisor-driven concepts to bind together the compute, networking, 

and software-defi ned storage layers.

The goal of software-defi ned storage is to separate the physical storage hardware from the 

logic that determines where the data lives, and what storage services are applied to the virtual 

machines and data during read and write operations.

As a result of VMware’s next-generation storage offerings, a storage layer can be achieved 

that is more fl exible and that can easily be adjusted based on changing application require-

ments. In addition, the aim is to move away from complex proprietary vendor systems, to a 

virtual data center made up of a coherent data fabric that provides full visibility of each virtual 

machine through a single management toolset, the so-called single pane of glass. These features, 

along with lowered costs, automation, and application-centric services, are the primary drivers 

for enterprise IT organizations and cloud service providers to begin to rethink their entire stor-

age architectural approach.

The next point to address is what software-defi ned storage isn’t, as it can sometimes be hard 

to wade through all the marketing hype typically generated by storage vendors. Just because 

a hardware vendor sells or bundles management software with their products, doesn’t make 

it a software-defi ned solution. Likewise, a data center full of different storage systems from a 

multitude of vendors, managed by a single common software platform, does not equate to a 

software-defi ned storage solution. As each of the underlining storage systems still has its legacy 

constructs, such as disk pools and LUNs, this is referred to as a federated storage solution and not 

software-defi ned. These two approaches are sometimes confused by storage vendors, as under-

standably, manufacturers always want to use the latest buzzwords in their marketing material.

Despite everything that has been said up until now, software-defi ned storage isn’t just about 

software. At some point, you have to consider the underlying disk system that provides the 

storage capacity and performance. If you go out and purchase a lot of preused 5,400 RPM hard 

drives from eBay, you can’t then expect solid-state fl ash-like performance just because you’ve 

put a smart layer of software on top of it.

Designing VMware Storage Environments
Gathering requirements and documenting driving factors is a key objective for you, the archi-

tect. Understanding the customer’s business objectives, challenges, and requirements should 

always be the fi rst task you undertake, before any design can be produced. From this activity, 

you can translate the outcomes into design factors, requirements, constraints, risks, and assump-

tions, which are all critical to the success of the vSphere storage design.
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Architects use many approaches and methodologies to provide customers with a meaningful 

design that meets their current and future needs. Figure 1.2 illustrates one such method, which 

provides an elastic sequence of activities that can typically fulfi ll all stages of the design process. 

However, many organizations have their own approach, which may dictate this process and 

mandate specifi c deliverables and project methodologies.

Figure 1.2
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The fi rst step toward any design engagement is discovery, and the process of gathering the 

requirements for the environment in which the vSphere-based storage will be deployed. Many 

practices are available for gathering requirements, with each having value in different customer 

scenarios. As the architect, you must use the best technique to gain a complete picture from 

various stakeholders. This may include one-to-one meetings with IT organizational leaders and 

sponsors, facilitated sessions or workshops with the team responsible for managing the storage 

operations, and review of existing documents. Table 1.1 lists key questions that you need to ask 

stakeholder and operational teams.

Table 1.1: Requirements gathering

Architect Question Architectural Objective

What will it be used for? Focus on applications and systems

Who will be using it? Users and stakeholders

What is the purpose? Objectives and goals

What will it do? When? How? Help create a scenario

What if something goes wrong with it? Availability and recoverability

What quality? How fast? How reliable? How 

secure? How many?

Scaling, security, and performance

After all design factors and business drivers have been reviewed and analyzed, it is essen-

tial to take into account the integration of all components into the design, before beginning the 

qualifi cation effort needed to sort through the available products and determine which solution 

will meet the customer’s objectives. The integration of all components within a design can take 

place only if factors such as data architecture, business drivers, application architecture, and 

technologies are put together.
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The overall aim of all the questions is to quantify the objectives and business goals. 

For instance, these objectives and goals might include the following:

Performance  User numbers and application demands: Does the organization wish to 

implement a storage environment capable of handling an increase in user numbers and 

application storage demands, without sacrifi cing end-user experience?

Total Cost of Ownership  Does the organization wish to provide separate business units 

with a storage environment that provides signifi cant cost relief?

Scalability  Does the organization wish to ensure capability and sustainability of the storage 

infrastructure for business continuity and future growth?

Management  Does the organization wish to provide a solution that simplifi es the man-

agement of storage resources, and therefore requires improved tools to support this new 

approach?

Business Continuity and Disaster Recovery  Does the organization wish to provide a solu-

tion that can facilitate high levels of availability, disaster avoidance, and quick and reliable 

recovery from incidents?

In addition to focusing on these goals, you need to collect information relating to the existing 

infrastructure and any new technical requirements that might exist. These technical require-

ments will come about as a result of the business objectives and the current state analysis of the 

environment. However, these are likely to include the following:

 ◆ Application classifi cation

 ◆ Physical and virtual network constraints

 ◆ Host server options

 ◆ Virtual machines and workload deployment methodology

 ◆ Network-attached storage (NAS) systems

 ◆ Storage area network (SAN) systems

Understanding the customer’s business goals is critical, but what makes it such a challenge 

is that no two projects are ever the same. Whether it is different hardware, operating systems, 

maintenance levels, physical or virtual servers, or number of volumes, the new design must be 

validated for each component within each customer’s specifi c infrastructure. In addition, just as 

every environment is different, no two workloads are the same either. For instance, peak times 

can vary from site to site and from customer to customer. These individual differentiators must 

be validated one by one, in order to determine the confi guration required to meet the customer’s 

design objectives.

Establishing Storage Design Factors
Establishing storage design factors is key to any architecture. However, as previously stated, the 

elements will vary from one engagement to another. Nevertheless, and this is important, the 

design should focus on the business drivers and design factors, and not the product features or 

latest technology specifi cation from the customer’s preferred storage hardware vendor. 
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A customer-preferred storage device could well be the best product ever, but may not align 

with the customer use cases, regardless of what they’re being told by their supplier. Therefore, 

creating an architecture that focuses on the hardware specifi cation and not the business goals is 

likely to introduce signifi cant risks and ultimately fail as a design.

Although the business drivers and design factors for each customer will be different, with all 

having their own priorities and goals that need to be factored into the design, you likely will see 

many common design qualities, illustrated in Figure 1.3, time and time again. 

Figure 1.3
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The availability of the storage infrastructure is typically dictated by a service-level agreement 

(SLA) of some sort, and is often represented as a percentage of possible uptime (such as four 

nines, 99.99 percent). Availability is achieved through techniques such as redundant hardware, 

RAID technologies, array mirroring, or eliminating single points of failure. Additionally, high 

levels of availability can be provided by using technologies such as storage replication, vSphere 

anti-affi nity rules, or Virtual SAN Stretched Clusters. An available design is reliable and 

implements multiple mechanisms to restore services within the IT organization’s agreed-upon 

 service-level agreement.

Compliance

Compliance means conforming to a specifi cation, policy, standard, or law. Regulatory compliance 

is now a part of everyday life for an information technology architect. Having a strong under-

standing of the requirements that the customers must comply with will help signifi cantly in pro-

ducing a design that meets the needs of the organization you’re working with. Compliance goals 

also differ for different countries. For instance, in the United States, architects may be familiar 

with the Sarbanes–Oxley Act of 2002 or the Health Insurance Portability and Accountability Act 

of 1996 (HIPAA). In addition, global compliance standards, such as the Payment Card Industry 

Data Security Standard (PCI DSS), cross geographical boundaries.

DESIGNING VMWARE STORAGE ENVIRONMENTS | 7
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Usability

Usability is the ease of use and learnability of the day-to-day operations associated with the stor-

age platform. As the architect, one of your tasks will be to ensure that the customer’s operational 

team or administrators are able to manage the environment after you leave and move on to the 

next project. This, of course, links into manageability, and you may be required to provide opera-

tional documentation, or partake in knowledge transfer and training as defi ned in the scope of 

work.

Budget

Unfortunately, few projects have unlimited budgets. Cost is always at the forefront of stakehold-

ers’ minds, and, as the architect, you will probably fi nd that justifying costs associated with the 

design will often come down to you. I can assure you from personal experience that CFOs and 

their representatives can be scary and love to ask diffi cult and challenging questions. (To be fair, 

all they are trying to do is justify costs, so let’s not be too hard on them.) Your goal is to meet the 

organization’s business needs, while remaining within budget. If this is not possible, you must 

be able to explain and justify the best course of action to the organization’s key stakeholders, 

who hold the purse strings.

The budget will depend on multiple factors. It might be too small a number, and you can 

think of it as a design constraint. In an ideal world, the design should focus only on system 

readiness, performance, and capacity, with an aim to provide a world-class solution with the 

future in mind, regardless of the cost. However, this is rarely the case; typically, the task of an 

architect is to take in all of the requirements and provide the best solution with the lowest con-

ceivable budget. Even if, as the architect, you are not accountable for the fi nancial aspects of the 

design, it’s typically useful to have an understanding of budgetary constraints and to be able to 

demonstrate value for money, as and when required.

Manageability

For this design factor, you should keep in mind KISS: keep it standardized and simple. Making a 

design unnecessarily complex has a serious impact on the manageability of the environment. 

Also, a design that is unnecessarily complex can easily contribute to failure, because the opera-

tional team might not understand the design, and making a change to one component can have 

implications on another. Instead, your aim should be to keep the design as simple as possible, 

while still meeting the business goals. The objective should be to keep the design easy to deploy, 

easy to administer and maintain for the operational teams, and easy to update and upgrade 

when the time comes.

Goals

The key goals for the design will be different for each project . However, in general, a good 

design is not unnecessarily complex, provides detailed documentation (which includes ratio-

nales for design decisions), balances the organization’s requirements with technical best 
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practices, and involves key stakeholders and the customer’s subject matter experts in every 

aspect of the design, delivery, testing, and hand-over of the storage platform.

Security and Governance

Needless to say, in today’s world security is a key deliverable in every enterprise IT or cloud 

service provider project. On some of the projects involving government agencies and fi nancial 

institutions that I’ve worked on almost every aspect of the design is governed by security con-

siderations and requirements. This can have a signifi cant impact on both operational consider-

ations and budget.

Standards

An enterprise organization or cloud service provider typically has standards that must be 

met for every project. Hopefully, these standards include a clear methodology for identifying 

stakeholders, identifying the most relevant business drivers, and providing transparency and 

traceability for all decisions. Standards might also include a defi ned and repeatable approach to 

design, delivery, testing and verifi cation, and hand-over to operational teams.

Performance

Like availability, performance is often governed by a service-level agreement. The design must 

meet the performance requirements set out by the customer. Performance is typically measured 

by achievable throughput, latency, I/O per second, or other defi ned metrics the customer deems 

appropriate. Storage performance is probably less understood than capacity or availability. 

However, in a virtualized infrastructure, not much has a greater impact on the overall perfor-

mance of the environment than the storage platform.

Recoverability

Like availability and performance, recoverability is typically governed by a service-level agree-

ment. The design should document how the infrastructure can be recovered from any kind of 

outage. Typically, two metrics are used to defi ne recoverability: recovery time objective (RTO), 

which is the amount of time it takes to restore the service after the disruption began; and recov-
ery point objective (RPO), which is the point in time at which data must be recovered to, after the 

disruption began.

Scalability

The design should be scalable—able to grow as the customer’s data requirements change and the 

storage platform is required to expand. As part of the project, it is important to determine 

the business growth plans for data capacity, and any future performance requirements. This 

information is typically provided as a percentage of growth per year, and the design should take 

these factors into account. Later we address a building-block approach to storage design, but for 

DESIGNING VMWARE STORAGE ENVIRONMENTS | 9
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now, it’s of key importance that the customer is able to provide clear expectations on the growth 

of their environment, as this will almost certainly impact the design.

Capacity

The design’s capacity requirements can typically be achieved as a business grows or shrinks. 

Capacity is generally predictable and can be provisioned on demand, as it is typically a rela-

tively easy procedure to add disks and/or enclosures to most storage arrays or hosts without 

experiencing downtime. As a result, capacity can be managed relatively easily, but it is still an 

important aspect of storage design.

Th e Economics of Storage
At fi rst glance, storage technologies, much like compute resource, should be priced based on a 

commodity hardware model; however, this is typically not the case. As illustrated in Figure 1.4, 

each year the cost of raw physical disk storage, on a per gigabyte basis, continues to fall, and has 

being doing so since the mid-1980s.

Figure 1.4
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Alongside the falling cost of storage, as you might expect, in terms of raw disk capacity per 

drive, this has aligned with the falling cost per gigabyte charged by cloud service providers. 

This is illustrated in Figure 1.5, where the increasing capacity available on physical disks pretty 

much aligns with that falling cost.

Despite these falling costs in raw disk storage capacity, the chassis, the disk shelves used to 

create disk arrays, and the storage controllers tasked with organizing disks into large RAID 

(redundant array of independent disks) or JBOD (just a bunch of disks) sets, vendor prices for 

their technologies continue to increase year after year, regardless of this growing commoditiza-

tion of the components used by them.

The reason for this is the ongoing development and sophistication of vendor software. For 

instance, an array made up of commoditized components, including 300 2 TB disks stacked in 

commodity shelves, may have a hardware cost totaling approximately $4,000. However, the end 

array vendor might assign a manufacturer’s suggested retail price tag of $400,000. This price is 

based on the vendor adding their secret source software, enabling the commodity hardware to 

include features such as manageability and availability and to provide the performance aspects 

required by its customers, while also allowing the vendor to differentiate their product from 

that of their competitors. It is this aspect of storage that often adds the most signifi cant cost 
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component to storage technologies, regardless of the actual value added by the vendor’s soft-

ware, or which of those added features are actually used by their customers.

Figure 1.5
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So whether you are buying or leasing, storage costs and other factors all contribute to the 

acquisition of storage resources, which is why IT organizations are increasingly trying to extend 

the useful life expectancy of their storage hardware. A decade ago, IT organizations were pur-

chasing hardware with an expected life expectancy of three years. Today the same IT organiza-

tions are routinely acquiring hardware with the aim of achieving a fi ve-to-seven-year useful life 

expectancy. One of the challenges is that most hardware and software ships with a three-year 

support contract and warranty, and renewing that agreement when it reaches end-of-life can 

sometimes cost as much as purchasing an entirely new array.

The next signifi cant aspect of storage ownership to consider is that hardware acquisition 

accounts for approximately only one-fi fth of the estimated annual total cost of ownership (TCO). 

This clearly outweighs the cost to acquire or capital expenditures (CapEx), and makes opera-

tional and management costs (OpEx) a far greater factor than many IT organizations account for 

in their initial design and planning cost estimations.

Calculating the Total Cost of Ownership for Storage Resources
As illustrated in Figure 1.6, the operational management, disaster recovery, and environmental 

costs are the real drivers behind the total cost of ownership calculations for storage devices.

Figure 1.6
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One of the factors that contributes to these operational costs is the heterogeneity of enterprise 

storage infrastructure. This signifi cantly increases the challenges associated with providing a 

unifi ed management approach, and as such, increases costs. Some IT organizations use this as a 

driver for the replacement of their heterogeneous storage platform, in favor of a more homoge-

neous approach. But typically, the replacement environment results from a deliberate attempt to 

procure the latest, best-of-breed technologies, or an attempt to facilitate storage tiering through 

a combination of hardware from a variety of vendors. Storage vendors often are unable to offer a 

varying portfolio of products for different types of workloads and data use cases. Furthermore, 

this problem is exacerbated by vendors who offer a wide range of products but can’t typically 

offer a common management platform across all storage offerings. This is especially true when 

vendors have acquired the technology through a business acquisition.

The simplifi ed formula in Figure 1.7 can be used to estimate the annual total cost of owner-

ship of storage resources over the hardware’s life expectancy.

Figure 1.7
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The next aspect of calculating storage costs relates to how effi ciently storage capacity is allo-

cated to the appropriate storage tier. Utilization effi ciency, provides a measure of how effectively 

storage capacity is allocated to the correct storage type, based on factors such as frequency of 

access, availability requirements of the data, or required response time.

IT organizations often do not use storage capacity effi ciently. They often use tier-1 storage to 

host data for workloads and applications that do not require the expensive, high-performance 

attributes that the hardware is capable of delivering. Tiered storage is supposed to enable the 

placement of data based on cost-appropriate requirements for performance and capacity, as 

defi ned by the business. However, a growing movement to fl atten storage via strategies such as 

those offered up by Hadoop (among others) in leveraging the hyper-converged storage model is, 

in itself, eliminating the requirement for tiered storage altogether.

IT organizations are typically charged with identifying the tiers of storage, the storage 

technologies employed, and the optimal percentage of business data that should represent 

each category of storage. Failing to do so undoubtedly leads to a signifi cant increase in the 

per gigabyte cost of storage, which in turn results in an infl ated total cost of ownership for the 

storage platform.

Figure 1.8 shows a tiered storage example. A business’s IT organization uses this cost per 

gigabyte model to determine cost-appropriate storage for a specifi c workload type. For instance, 

if the IT organization requires a 100 TB storage estate, employing only two tiers of storage (tier 1 

and tier 2 in this example), the total disk cost would be approximately $765,000. However, meet-

ing the same storage requirements through the four tiers shown, segregated using the ratios 
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illustrated, would cost approximately $482,250, and therefore represent a savings of $282,750, or 

a 37 percent reduction to the original cost.1

Figure 1.8
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As you can see, an enterprise IT organization that fails to use this type of tiered storage 

strategy— which moves data across the storage estate based on its access frequency and other 

criteria—will suffer from poor utilization effi ciency, as well as a signifi cantly increased total 

cost of ownership of storage resources, within their storage platform.

Information Lifecycle Management
Information Lifecycle Management (ILM) is the primary approach used by businesses to ensure 

availability, capacity, and performance of data throughout its existence. When designing a stor-

age solution for business systems, one of the key business requirements that you must under-

stand is the ILM strategy being used by the customer for their business data.

Modern businesses and organizations must address the challenges associated with informa-

tion management and its ever increasing growth, because business data and the way that it is 

used is playing a growing role in determining business success. For instance, companies such 

as Amazon and Rakuten are using their business data to gain strategic advantage over their 

competitors. The use of customer profi ling and identifying what a customer may wish to pur-

chase, based on their purchase history, provides a serious competitive advantage. In addition, 

understanding each customer’s purchase habits (such as typically making all orders within the 

same few days each month, after payday) enables these businesses to target specifi c products at 

1 This calculation is based on 100 TB of storage, deployed at a cost of $50–$100 per gigabyte for fl ash (1–3 percent as tier 1), 

plus $7–$20 per gigabyte for fast disk (12–20 percent as tier1), plus $1 to $8 per gigabyte for capacity disk (20–25 percent as 

tier 3), plus $0.20–$2 per gigabyte for low-performance, high-capacity storage (40–60 percent as tier 4) totals approximately 

$482,250. Splitting the same capacity requirement between only tier 2 and tier 3 at the estimated cost range per gigabyte for 

each type of storage provides an estimated storage infrastructure cost of $765,000.
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specifi c customers at a precise time, via a customized email based on the individual’s purchase 

history and purchasing profi le.

Another key consideration is how the value of the data changes over time. For instance, if a 

customer stops making purchases or closes their account, legislation might require that data to 

be deleted after a set period. Therefore, information that is stored may have a different value to 

the business, depending on its age. Understanding how an organization uses its data, and the 

value of its information throughout its life cycle, can be at the heart of storage design for many 

businesses (see Figure 1.9).

Figure 1.9
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It is also important to recognize that ILM is a strategy adopted by a business or organization, 

and not a product or service. This strategy must be proactive and dynamic, in order to help plan 

for storage system growth, and also must refl ect the value of the information to the business.

Implementing an ILM strategy throughout a large organization can take a signifi cant period 

of time, but can deliver key benefi ts that directly address business challenges and information 

management and utilization. The key design considerations that relate ILM strategy to the archi-

tecture of a storage platform include the following:

 ◆ Improving utilization by employing tiered storage platforms, and providing increased vis-

ibility into all enterprise information, alongside archiving capabilities

 ◆ Providing simplifi ed storage management tools and increasing the use of automation for 

daily storage operational processes

 ◆ Implementing a wide range of backup, data protection, and recovery options to balance the 

need for business continuity with the cost of losing data

 ◆ Simplifying compliance and regulatory requirements by providing control over data 

placement, and knowing what data needs to be secured and for how long

 ◆ Lowering the total cost of ownership while continuing to meet the required service levels 

demanded by the business, and aligning the storage management costs with the value of 

the data, so that storage resources are not wasted, and unnecessarily complex environ-

ments are not introduced

 ◆ Providing a tiered storage solution that ensures that low-value data is not stored at the 

same cost per gigabyte as high-value data
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Implementing a Software-Defi ned Storage Strategy
As a consequence of the ever-increasing cost of enterprise business storage, as outlined previ-

ously, more IT industry attention than ever before is focused on new storage architectures and 

technologies designed to drive down the total cost of ownership associated with storage. This 

approach aims to reduce both CapEx and OpEx costs by reducing hardware to its bare commod-

ity components, and removing secret source software from the controllers, in favor of placing it 

onto a common storage software layer provided by either the hypervisor or a software-defi ned 

storage model.

In the past, several attempts have been made to develop a common management system that 

can transcend storage hardware and software vendors. For example, the Storage Networking 

Industry Association (SNIA) developed the Storage Management Initiative Specifi cation (SMI-S), 

and the World Wide Web Consortium has Representational State Transfer (REST). However, 

these have seen only limited adoption by the storage industry. To achieve even limited interop-

erability and provide a sense of single point of management and support, the only real option 

for large enterprise IT organizations and cloud service providers has been to deploy homoge-

neous storage islands from a single hardware vendor in an attempt to manage operational over-

head and therefore reduce OpEx costs.

The theory behind the software-defi ned storage model is to facilitate management across a 

common plane, by breaking down the barriers to interoperability that exist with proprietary 

vendor storage hardware. For most IT organizations, storage from different vendors, or even dif-

ferent models of storage array hardware from the same vendor, create isolated storage islands. 

It can be diffi cult to interoperate, share resources, or even manage across these islands from a 

single pane of glass.

The software-defi ned storage model aims to provide OpEx cost savings by driving effi -

cient capacity utilization and platform management in a more agile way, typically by provid-

ing automation and a common management interface for all of the storage infrastructure. 

Therefore, the challenge for enterprise IT organizations and cloud service providers is to fi nd 

the right software-defi ned storage solution, one that can apply the right centralized software 

services to the entire infrastructure by using simple, unifi ed operational procedures within a 

common user interface.

The software-defi ned storage model also aims to reduce CapEx costs by moving away from 

proprietary storage hardware, and toward technology that facilitates unifi ed management 

across all components of the storage infrastructure. When considering hardware solutions to 

deliver a software-defi ned storage-based environment, IT executives may be focused on reduc-

ing the total cost of ownership of storage resources. The following list provides a buyer’s guide 

that IT organizations can use when working with their respective storage vendors to establish 

core storage requirements:

 ◆ Which storage solutions can work with the applications, hypervisors, and data that we 

currently have and are predicting to have going forward?

 ◆ Which storage solutions can enhance application performance?

 ◆ Which storage solutions best provide the required data availability?



16 | CHAPETR 1 SOFTWAREDEFINED STORAGE DESIGN

c01.indd 3:22:45:PM/08/08/2016 Page 16

 ◆ Which storage solutions can be deployed, confi gured, and managed quickly and effec-

tively using currently available skills?

 ◆ Which storage solutions can provide greater, and if possible, optimal, storage capacity?

 ◆ Which storage solutions can best facilitate fl exibility (provide the ability to add capacity or 

performance in the future without impacting the applications)?

 ◆ Which storage solutions provide automation and centralized management capabilities?

 ◆ Which storage technology will meet the preceding requirements within the available 

budget?

The approach often taken by IT organizations is to follow the lead of a trusted storage ven-

dor. However, a key challenge for IT decision makers is to see beyond current trends in the 

industry and to arrive at a strategy that will provide a solution meeting not only today’s storage 

requirements at an acceptable level of cost, but also next year’s requirements for the various 

lines of business, and even the next decade’s. This requires a subjective and clear-headed evalu-

ation of the options, their costs, and the alternative approaches that could deliver the required 

storage functionality that optimizes both CapEx and OpEx budgets.

An additional challenge, which you also shouldn’t overlook, is the complication associated 

with educating decision makers about the intricacies of storage technologies, in order to obtain 

budgetary approval. Enterprise IT executives rarely question the requirement to store and retain 

their ever-growing volume of business data. However, explaining the differences between vari-

ous storage products, and their advantages and drawbacks, often requires a transfer of technical 

knowledge in order for the decision makers to grasp the concepts and challenges faced by the 

architect, and how they relate to their storage platform design.

When fi nances are stretched, as they so often are, a high storage infrastructure expenditure 

can signifi cantly stand out on an IT executive’s annual budget spreadsheet. By examining the 

storage environment and calculating the total cost of ownership of storage resources, IT organi-

zations can seek to identify new and innovative ways to address CapEx and OpEx expenditures 

through the software-defi ned storage model, without compromising application performance, 

capacity, availability or other data-related services.

Software-Defi ned Storage Summary
Just as VMware introduced x86 server virtualization to improve the cost metrics and utilization 

effi ciencies of the compute platform, so too can the software-defi ned storage model be used to 

make the most effi cient use of storage infrastructure, thereby reducing the total cost of owner-

ship through storage acquisition and operational cost savings.

In the software-defi ned storage data center, all storage—whether it is directly attached 

hyper-converged Virtual SAN, or is SAN attached and leveraging Virtual Volumes–enabled 

arrays—can be used as part of a storage resource pool. This eliminates the requirement to rip 
and replace all of the storage infrastructure in order to adopt a fully hyper-converged unifi ed 

storage model as part of a single migration project, and allows the IT organization to spread the 

costs associated with a full storage infrastructure refresh over a number of years.

This is only one storage strategy. Equally valid is the mixed hybrid approach of employing 

Virtual Volumes and Virtual SAN as a long-term design, effectively using both solutions for spe-

cifi c use cases and workloads, as illustrated in Figure 1.10.
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Figure 1.10
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Just like the classic storage model, large enterprise customers and cloud service providers 

that are adopting software-defi ned storage typically should confi gure resources into pools. Each 

pool is composed of a different set of characteristics and services. 

For instance, a Virtual SAN tier 1 pool may be optimized for performance and business-

critical workloads, while a tier 0 pool may comprise all-fl ash disk groups and provide stor-

age resources to specifi c I/O-intensive workloads. Following a similar model, high-capacity, 

low-cost, low-performance disks may be fashioned into a pool intended for the data that is 

infrequently accessed or updated. With this type of approach to storage provisioning, the 

software-defi ned storage model will continue to enable the implementation of a tiered storage 

strategy in order to provide improved capacity utilization and resource effi ciency.

Furthermore, the implementation of a software-defi ned storage model allows technologies 

such as thin provisioning, compression, and de-duplication to be applied across an entire stor-

age platform, rather than isolating these features behind specifi c hardware controllers. This 

helps to ensure that storage capacity can be used more effi ciently, via a global storage policy.

These technologies can help slow the rate at which new capacity must be added to the infra-

structure, and help ensure that where appropriate, less-expensive hardware can be deployed. In 

addition, centralizing this functionality through a single control plane enhances ease of admin-

istration, which in turn can also help reduce operational costs and the efforts associated with 

software maintenance.

The software-defi ned storage model is not an industry standard, and various approaches 

exist for the design, implementation, and function of the solution stack. Both VMware and 

independent software vendors (ISVs) have in recent years developed the concepts and product 

architecture of the software-defi ned storage platform for its integration into the market’s leading 

hypervisor, to ensure that software-defi ned storage can operate within a robust and affordable 

model. These initiatives, which are the focus of much of this book, include the following:

 ◆ The introduction of the hyper-converged infrastructure product Virtual SAN, a bare-

bones, hardware-agnostic model with a direct-attached storage confi guration. This 

reduces or removes altogether the requirement for a switched fabric or LAN-attached stor-

age infrastructure to manage, with no more proprietary storage hardware to support.

 ◆ The abstraction of advanced storage functions away from the storage vendor, and 

instead placed in the hypervisor software and management control plane. This approach 
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simplifi es operations, with no more proprietary software licenses and fi rmware levels 

to manage, and enables storage services to be applied to all capacity, not just specifi c 

hardware.

 ◆ The introduction of a single storage service management plane, via a unifi ed user interface. 

This removes the requirement for third-party tools and specifi c array element managers to 

monitor and administer a heterogeneous storage infrastructure.

All of these attributes provide a signifi cant improvement over the ongoing challenges asso-

ciated with classic storage infrastructures, although they do not address all the problems that 

make proprietary storage systems expensive to own and operate.

Hyper-Converged Infrastructure and Virtual SAN
The hyper-converged infrastructure (HCI) hardware architecture model uses the hypervisor 

to deliver compute, networking, and shared storage from a single x86 server platform. This 

software-driven architecture enables physical storage resources to become part of commodity 

x86 servers, enabling a building-block approach with a web-scale level of scalability. Also, by 

adopting this commodity x86 server hardware approach, and combining both storage and com-

pute hardware into a single entity, IT organizations and cloud service provider data centers can 

operate with agility, on a highly scalable, cost-effective, fully converged platform.

Virtual SAN is VMware’s HCI platform, which enables this approach to be taken through 

the VMware integrated stack of technologies. Virtual SAN aggregates local storage into a uni-

fi ed data plane, which virtual machines can then use. Virtual SAN also uses a fully integrated 

policy-driven management layer, which allows virtual machines to be managed centrally, 

through a policy-driven storage mechanism that is integrated into the virtual machines’ own 

settings. These policies can defi ne reliability, redundancy, and performance characteristics that 

must be obeyed, independently of all other virtual machines that may reside on the same stor-

age platform.

Virtual SAN is the foundational component of VMware’s hyper-converged infrastructure 

solution. This model allows the convergence of compute, storage, and networking onto a single 

integrated layer of software that can run on any commodity x86 infrastructure aligned with the 

requirements set out on VMware’s hardware compatibility list (HCL). While vSphere abstracts 

and aggregates compute resources into logical pools, Virtual SAN, embedded into the hyper-

visor’s VMkernel, can pool together server-attached disk devices to create a high-performance 

distributed datastore.

This approach can easily meet the storage requirements of the most demanding IT organi-

zation or cloud service provider, at a lower cost than legacy monolithic SAN or NAS storage 

devices. Virtual SAN also allows vSphere and vSphere storage administrators to ignore concepts 

such as RAID sets and LUNs, and instead focus on the specifi c storage needs of applications. In 

addition, Virtual SAN can simplify capacity planning by scaling both storage and compute con-

currently, allowing for the nondisruptive addition of new nodes, without the purchase of costly 

storage frames or disk shelves. Virtual SAN is addressed in more detail in Chapters 4–7.

Virtual Volumes
While they are not part of an HCI architecture strategy, Virtual Volumes is nevertheless an 

important component in VMware’s software-defi ned storage model. Virtual Volumes uses 
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shared storage devices in a new way, and transforms storage management by enabling full 

virtual machine awareness from the storage array. Based on a T10 industry standard, Virtual 

Volumes provides a unique level of integration between vSphere and third-party vendors’ 

storage hardware, which signifi cantly improves the effi ciency and manageability of virtual 

workloads.

Virtual Volumes virtualizes shared SAN and NAS storage devices, which are then pre-

sented to vSphere hosts, providing logical pools of raw disk capacity, called a virtual datastore. 
Then, Virtual Volume objects, which represent virtual disks and other virtual machine enti-

ties, natively reside on the underlining storage, making the object, or virtual disk, the primary 

unit of data management at the array level, instead of a LUN. As a result, it becomes possible to 

execute storage operations with virtual-machine, or even virtual-disk, granularity on the under-

lining storage system, and therefore provide native array-based data services, such as snapshots 

or replication, to individual virtual machines.

To facilitate a simplifi ed and unifi ed approach to management, all this is done with a com-

mon storage-policy-driven mechanism, which encompasses both Virtual SAN storage resources 

and Virtual Volumes external storage, into a single management plane. Virtual Volumes is cov-

ered in more detail in Chapter 8, “Policy-Driven Storage Design with Virtual Volumes.”

Classic and Next-Generation Storage Models
 This book refers to storage technologies as either classic or next-generation. Because these terms 

can have multiple meanings, this section provides an overview of each to clarify.

This book uses classic storage model to describe the traditional shared storage model used by 

vSphere. This typically includes LUNs, VMFS-based volumes and datastores, or NFS mount 

points, with a shared storage protocol providing I/O connectivity. Despite its constraints, this 

model has been successfully employed for years, and will continue to be used for some time by 

IT organizations and cloud service providers across the industry.

The next-generation storage model refers to VMware’s software-defi ned solutions, Virtual 

SAN and Virtual Volumes, which bring about a new era in storage design, implementation, and 

management.

As addressed earlier in this chapter, the primary aim of VMware’s software-defi ned storage 

model is to bring about simplicity, effi ciency, and cost savings to storage resources. The model 

does this by abstracting the underlining storage in order to make the application the funda-

mental unit of management across a heterogeneous storage platform. With both Virtual SAN 

and Virtual Volumes, VMware moves away from the rigid constraints of the classic LUNs and 

volumes, and provides a new way to manage storage on a per virtual machine basis, through its 

more fl exible policy-driven approach.

However, before addressing these next-generation storage technologies, you fi rst need to 

understand the approach taken to storage over the last generation of vSphere-based virtualiza-

tion platforms, and see how the VMware stack itself interacts with storage resources to provide 

a fl exible, modern virtual data center.

This fi rst chapter has addressed the VMware storage landscape, processes associated with 

storage design, and challenges faced by vSphere storage administration teams when maintain-

ing complex, heterogeneous storage platforms on a daily basis for enterprise IT organizations 

and cloud service providers. The next chapter presents many of the essential design consider-

ations based on the classic storage model previously outlined.
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Chapter 2

Classic Storage Models and 
Constructs 

This chapter covers the design considerations for deploying classic storage technologies in a 

VMware-based virtual data center, and addresses the primary storage concepts that impact the 

platform design of the storage layer.

Classic Storage Concepts
Storage infrastructure is made up of a multitude of complex components and technologies, all of 

which need to interact seamlessly to provide high performance, continuous availability, and low 

latency across the environment. For students of vSphere storage, understanding the design and 

implementation complexities of mixed, multiplatform, multivendor enterprise or service pro-

vider–based storage can at fi rst be overwhelming. Gaining the required understanding of all the 

components, technologies, and vendor-specifi c proprietary hardware takes time.

This chapter addresses each of these storage components and technologies, and their interac-

tions in the classic storage environment. Upcoming chapters then  move on to next-generation 

VMware storage solutions and the software-defi ned storage model.

This classic storage model employs intelligent but highly proprietary storage systems to 

group disks together and then partition and present those physical disks as discrete logical 

units. Because of the proprietary nature of these storage systems, my intention here is not to 

address the specifi c confi guration of, for instance, HP, IBM, or EMC storage, but to demonstrate 

how the vSphere platform can use these types of classic storage devices.

In the classic storage model, the logical units, or storage devices, are assigned a logical unit 

number (LUN) before being presented to vSphere host clusters as physical storage devices. 

These LUNs are backed by a back-end physical disk array on the storage system, which is typi-

cally served by RAID (redundant array of independent disks) technology; depending on the 

hardware type, this technology can  be applied at either the physical or logical disk layer, as 

shown in Figure 2.1.



Figure 2.1
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The LUN, or storage device, is a virtual representation of a portion of physical disk space 

within the storage array. The LUN aggregates a portion of disk space across the physical disks 

that make up the back-end system. However, as illustrated in the previous fi gure, the data is not 

written to a single physical device, but is instead spread across the drives. It is this mechanism 

that allows storage systems to provide fault tolerance and performance improvements over writ-

ing to a single physical disk.

This classic storage model has several limitations. To start with, all virtual disks (VMDKs) on 

a single LUN are treated the same, regardless of the LUN’s capabilities. For instance, you cannot 

replicate just a single virtual disk at the storage level; it is the whole LUN or nothing. Also, even 

though vSphere now supports LUNs of up to 64 terabytes, LUNs are still restricted in size, and 

you cannot attach more than 256 LUNs to a vSphere host or cluster.

In addition, with this classic storage approach, when a SCSI LUN is presented to the vSphere 

host or cluster, the underlying storage system has no knowledge of the hypervisor, fi lesystem, 

guest operating system, or application. It is left to the hypervisor and vCenter, or other manage-

ment tools, to map objects and fi les (such as VMDKs) to the corresponding extents, pages, and 

logical block address (LBA) understood by the storage system. In the case of a NAS-based NFS 

solution, there is also a layer of abstraction placed over the underlying block storage to handle 

fi le management and the associated fi le-to-LBA mapping activity.

Other classic storage architecture challenges include the following:

 ◆ Proprietary technologies and not commodity hardware

 ◆ Low utilization of raw storage resources

 ◆ Frequent overprovisioning of storage resources

 ◆ Static, nonfl exible classes of service

 ◆ Rigid provisioning methodologies

 ◆ Lack of granular control, at the virtual disk level

 ◆ Frequent data migrations required, due to changing workload requirements

 ◆ Time-consuming operational processes

 ◆ Lack of automation and common API-driven provisioning

 ◆ Slow storage-related requests requiring manual human interaction to perform 

maintenance and provisioning operations

Most storage systems have two basic categories of LUN: the traditional model and disk pools. 

The traditional model  has been the standard mechanism for many years in legacy storage sys-

tems. Disk pools have recently provided compatible systems with additional fl exibility and scal-

ability, for the provisioning of virtual storage resources.

In the traditional model, when a LUN is created, the number and choice of disks directly cor-

responds to the RAID type and disk device confi gured. This traditional model has limitations, 

especially in virtual environments, which is why it was superseded by the more modern disk 

pool concept. The traditional model would often have a fi xed maximum number of physical 

disks, which could be combined to form the logical disk. This maximum disk limitation was 

imposed by storage array systems as a hard limit, but was also linked to the practical consider-

ations around availability and performance.
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With this traditional disk-grouping method, it was often possible to expand a logical 

disk beyond its imposed physical limits by creating some sort of MetaLUN. However, this 

increased operational complexity and could often be diffi cult and time-consuming.

An additional consideration with this approach was that the amount of storage provisioned 

was often far greater than what was required, because of the tightly imposed array constraints. 

Provisioning too much storage was also done by storage administrators to prevent applica-

tion outages often required to expand storage, or to cover potential workload requirements or 

growth patterns that were unknown. Either way, this typically resulted in expensive disk stor-

age lying unutilized for a majority of the time.

On the plus side, this traditional approach to provisioning LUNs provided fi xed, predict-

able performance, based on the RAID and disk type employed. For this reason, this method 

of disk provisioning is still sometimes a good choice when storage requirements do not have 

large amounts of expected growth, or have fi xed service-level agreements (SLAs) based on strict 

application I/O requirements.

In more recent years, storage vendors have moved almost uniformly to disk pools. Pools 

can use far larger groups of disks, from which LUNs can be provisioned. While the disk pool 

concept still comprises physical disks employing a RAID mechanism to stripe or mirror data, 

with a LUN carved out from the pool, this device type can be built across a far greater number 

of disks. As a result of this approach, storage administrators can provision signifi cantly larger 

LUNs without sacrifi cing levels of availability.

However, the sacrifi ce made by employing this more fl exible approach is the small level of 

variability in performance that results. This is due to both the number of applications that are 

likely to share the storage of this single disk pool, which will inevitably increase over time, and 

the potential heterogeneous nature of disk pools, which have no requirement for uniformity, as 

it relates to the speed and capacity of individual physical disks (see Figure 2.2).

Figure 2.2
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Also relevant from a classic storage design perspective are the trade-offs associated with 

choosing between provisioning a single disk pool or multiple disk pools. If choosing multiple 

pools, what criteria should a design use to defi ne those pools?

We address tiering and autotiering in more detail later in this chapter, but this is one of 

the key design factors when considering whether to provision a single pool, with all the disk 
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resources, or to deploy multiple storage pools on the array and to split storage resources 

accordingly.

Choosing a single pool provides simpler operational and capacity management of the envi-

ronment. In addition, it allows LUNs or fi lesystems to be striped across a larger number of phys-

ical disks, which improves overall performance of the array system. However, it is also likely 

that a larger number of hosts and clusters will share the same underlying back-end disk system. 

Therefore, there is an increased possibility for resource contention and also an increased risk of 

specifi c applications not using an optimal RAID confi guration, and maximizing I/O, which is 

likely to result in a degraded performance for those workloads.

Using multiple disk pools offers the fl exibility to customize storage resources to meet spe-

cifi c application I/O requirements, and also allows operational teams to isolate specifi c work-

loads to specifi c physical drives, reducing the risk of disk contention. However, as the pools are 

inevitably smaller in this type of architecture, some systems may experience lower levels of 

performance than with a single larger pool. In addition, with multiple smaller pools, capacity 

planning becomes more complex, as growth across disk pools may not be consistent, and there 

is likely to be an increase in overall disk resources not being used.

Neither of these options is without its advantages and drawbacks, and there is no one perfect 

solution. However,  designing a solution that uses multiple smaller pools over one universal 

disk pool will likely come down to one or more of the following key design factors:

 ◆ Disk pools based on function, such as development, QA, production, and so on. This option 

may be preferred if you are concerned with performance for specifi c environments, and 

want to isolate them from impacting the production system.

 ◆ In multitenanted environments, whether public or based on internal business units, each 

tenant can be allocated its own pool. However, depending on the environment and SLAs, 

each tenant might end up with multiple pools in order to address specifi c I/O characteris-

tics of various applications.

 ◆ Application-based pools, such as database or email systems. This can provide optimum 

performance as applications of similar type often have similar I/O characteristics. For this 

reason, it may be worth considering designing pools based on application type. However, 

this also carries the risk of some databases, for instance, generating very high volumes of 

I/O and potentially impacting other databases residing on the same disk pool.

 ◆ Drive technology and RAID type. This allows you to place data on the storage type that 

best matches the application I/O characteristics, such as reads versus writes versus sequen-

tial. However, this approach can also increase costs and does not address any specifi c 

application I/O intensity requirement.

 ◆ Storage tier–based pools (such as Gold, Silver, and Bronze) could allow you to mix drive 

technologies and/or RAID types within each pool, therefore reducing the number of pools 

required to support most application types, confi gurations, and SLAs.

RAID Sets
The term RAID has already been used multiple times in different contexts, so let’s address this 

technology next.
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RAID (redundant array of independent disks) combines two or more disk drives into a 

logical grouping, typically known as a RAID set. Under the control of a RAID controller (or in 

the case of a storage system, the storage processors or controllers), the RAID set appears to the 

connected hosts as a single logical disk drive, even though it is made up of multiple physical 

disks. RAID sets provide four primary advantages to a storage system:

 ◆ Higher data availability

 ◆ Increased capacity

 ◆ Improved I/O performance

 ◆ Streamlined management of storage devices

Typically, the storage array management software handles the following aspects of RAID 

technology:

 ◆ Management and control of disk aggregation

 ◆ Translation of I/O requests between the logical and the physical entities 

 ◆ Error correction if disk failures occur

The physical disks that make up a RAID set can be either traditional mechanical disks or 

solid-state fl ash drives (SSDs). RAID sets have various levels, each optimized for specifi c use 

cases. Unlike many other common technologies, RAID levels are not standardized by an indus-

try group or standardization committee. As a result, some storage vendors provide their own 

unique implementation of RAID technology. However, the following common RAID levels are 

covered in this chapter:

 ◆ RAID 0–striping

 ◆ RAID 1–mirroring

 ◆ RAID 5–striping with parity

 ◆ RAID 6–striping with double parity

 ◆ RAID 10–combining mirroring and striping

Determining which type of RAID to use when building a storage solution largely depends on 

three factors: capacity, availability, and performance. This section addresses the basic concepts 

that provide a foundation for understanding disk arrays, and how RAID can enable increased 

capacity by combining physical disks, provide higher availability in case of a drive failure, and 

increase performance through parallel drive access.

A key element in RAID is redundancy, in order to improve fault tolerance. This can be 

achieved through two mechanisms, mirroring and striping, depending on the RAID set level con-

fi gured. Before addressing the RAID set capabilities typically used in storage array systems, we 

must fi rst explain these two terms and what they mean for availability, capacity, performance, 

and manageability.

NOTE Some storage systems also provide a JBOD confi guration, which is an acronym for just 

a bunch of disks. In this confi guration, the disks do not use any specifi c RAID level, and instead 

act as stand-alone drives. Th is type of disk arrangement is most typically employed for storage 

devices that contain swap fi les or spooling data, where redundancy is not paramount.
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Striping in RAID Sets

As highlighted previously, RAID sets are made up of multiple physical disks. Within each disk 

are groups of continuously addressed blocks, called strips. The set of aligned strips that spans 

across all disks within the RAID set is called the stripe (see Figure 2.3).

Figure 2.3
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Striping improves performance by distributing data across the disks in the RAID set (see 

Figure 2.4). This use of multiple independent disks allows multiple reads and writes to take 

place concurrently, providing one of the main advantages of disk striping: improved per-

formance. For instance, striping data across three hard disks would provide three times the 

bandwidth of a single drive. Therefore, if each drive runs at 175 input/output operations per 

second (IOPS), disk striping would make available up to 525 IOPS for data reads and writes 

from that RAID set.

Striping also provides performance and availability benefi ts by doing the following:

 ◆ Managing large amounts of data as it is being written; the fi rst piece is sent to the fi rst 

drive, the second piece to the second drive, and so on. These data pieces are then put back 

together again when the data is read.

 ◆ Increasing the number of physical disks in the RAID set increases performance, as more 

data can be read or written simultaneously.

 ◆ Using a higher stripe width indicates a higher number of drives and therefore better 

performance.

 ◆ Striping is managed through storage controllers, and is therefore transparent to the 

vSphere platform.

As part of the same mechanism, parity is provided as a redundancy check, to ensure that the 

data is protected without having to have a full set of duplicate drives, as illustrated in Figure 2.5. 

Parity is critical to striping, and provides the following functionality to a striped RAID set:

 ◆ If a single disk in the array fails, the other disks have enough redundant data so that the 

data from the failed disk can be recovered.

 ◆ Like striping, parity is generally a function of the RAID controller or storage controller, 

and is therefore fully transparent to the vSphere platform.

 ◆ Parity information can be

 ◆ Stored on a separate, dedicated drive

 ◆ Distributed across all the drives in the RAID set
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Figure 2.4
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Mirroring in RAID Sets

Mirroring uses a mechanism that enables multiple physical disks to hold identical copies of the 

data, typically on two drives. Every write of data to a disk is also a write to the mirrored disk, 

meaning that both physical disks contain exactly the same information at all times. This mecha-

nism is once again fully transparent to the vSphere platform and is managed by the RAID con-

troller or storage controller. If a disk fails, the RAID controller uses the mirrored drive for data 

recovery, but continues I/O operations simultaneously, with data on the replaced drive being 

rebuilt from the mirrored drive in the background.

The primary benefi ts of mirroring are that it provides fast recovery from disk failure 

and improved read performance (see Figure 2.6). However, the main drawbacks include the 

following:

 ◆ Degraded write performance, as each block of data is written to multiple disks 

simultaneously

 ◆ A high fi nancial cost for data protection, in that disk mirroring requires a 100 percent cost 

increase per gigabyte of data

Figure 2.6
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Enterprise storage systems typically support multiple RAID levels, and these levels can be 

mixed within a single storage array. However, once a RAID type is assigned to a set of physical 

disks, all LUNs carved from that RAID set will be assigned that RAID type.
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Nested RAID

Some RAID levels are referred to as nested RAID, as they are based on a combination of RAID 

levels. Examples of nested RAID levels include RAID 03 (RAID 0+3, also known as RAID 53, 

or RAID 5+3) and RAID 50 (RAID 5+0). However, the only two commonly implemented nested 

RAID levels are RAID 1+0, also commonly known as RAID 10, and RAID 01 (RAID 0+1). These 

two are similar, except the data organization methods are slightly different; rather than creating 

a mirror and then striping the mirror, as in RAID 1+0, RAID 0+1 creates a stripe set and then 

mirrors it.

Calculating I/O per Second RAID Penalty

One of the primary ways to measure disk performance is input/output per second, also referred 

to as I/O per second or, more commonly, IOPS. This formula is simple: one read request or one 

write request is equal to one I/O.

Each physical disk in the storage is capable of providing a fi xed number of I/O. Disk manu-

facturers calculate this based on the rotational speed, average latency, and seek time. Table 2.1 

shows examples of typical physical drive IOPS specifi cations for the most common drive types.

Table 2.1: Typical average I/O per second (per physical disk)

Drive Speed Typical Average IOPS/Drive

Solid-State Disk (SSD) 6,000

15,000 RPM 175

10,000 RPM 125

7,200 RPM 75

5,400 RPM 50

A storage device’s IOPS capability is calculated as an aggregate of the sum of disks that make 

up the device. For instance, when considering a JBOD confi guration, three disks rotating at 

10,000 RPMs provide the JBOD with a total of 375 IOPS. However, with the exception of RAID 0 

(which is simply a set of disks aggregated together to create a larger storage device), all RAID set 

confi gurations are based on the fact that write operations result in multiple writes to the RAID 

set, in order to provide the targeted level of availability and performance.

In a RAID 5 disk set, for example, for each random write request, the storage controller is 

required to perform multiple disk operations, which has a signifi cant impact on the raw IOPS 

calculation. Typically, that RAID 5 disk set requires four IOPS per write operation. In addition, 

RAID 6, which provides a higher level of protection through double fault tolerance, also pro-

vides a signifi cantly worse I/O penalty of six operations per write. Therefore, as the architect of 

such a solution, you must also plan for any I/O penalty associated with the RAID type being 

used in the design.

Table 2.2 summarizes the read and write RAID penalties for the most common RAID levels. 

Notice that you don’t have to calculate parity for a read operation, and no penalty is associated 
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with this type of I/O. The I/O penalty relates specifi cally to writes, and there is no negative 

performance or IOPS impact when calculating read operations. It is only when you have writes 

to disk that you will see the RAID penalty come into play in RAID calculations and formulas. 

This is true even though in a parity-based RAID-type write operation, reads are performed as 

part of that write. For instance, writes in a RAID 5 disk set, where data is being written with a 

size that is less than that of a single block, require the following actions to be performed:

 1. Read the old data block.

 2. Read the old parity block.

 3. Compare data in the old block with the newly arrived data. For every changed bit, change 

the corresponding bit in parity.

 4. Write the new data block.

 5. Write the new parity block.

As noted previously, a RAID 0 stripe has no write penalty associated with it because there is 

no parity to be calculated. In Table 2.2, a no RAID penalty is expressed as a 1.

Table 2.2: RAID I/O penalty impact

RAID Level Read 

Write 

Penalty

Example of Write 

IOPS for a K Disk

RAID 0–Striping 1 1 175

RAID 1–Mirroring 1 2 85

RAID 3–Parallel transfer with parity 1 3 65

RAID 5–Striping with parity 1 4 40

RAID 6–Striping with double parity 1 6 30

RAID 10–Combining mirroring 

and striping

1 2 85

Parity-based RAID sets introduce additional processing overhead on the storage controllers, 

which results from the additional calculations required to determine the parity data. The higher 

the level of parity protection you provide to a RAID set, the more processing overhead you incur 

on the controllers, although, as you would expect, the actual overhead incurred is highly depen-

dent on the workload’s read/write balance.

In calculating the number of IOPS incurred by the RAID penalty, the following formula 

provides a good starting point, assuming you have derived the customer’s workload balance 

between read and write operations from a current state analysis. However, you must also take 

into account peak and average workloads, to ensure that the storage device can deliver the 

required IOPS.
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(total workload IOPS)  (% of workload that is read operations) + (total workload IOPS  % of 

workload that is read operations  RAID I/O penalty)

In this example calculation, the customer has provided the following workload I/O values:

 ◆ Total IOPS required: 250 IOPS

 ◆ Read workload: 50 percent

 ◆ Write workload: 50 percent

 ◆ RAID level required: 6 (I/O penalty of 6)

You would require a RAID 6 disk set that could support 875 IOPS, in order to meet the cus-

tomer’s requirement for 250 IOPS on a RAID 6 disk set, where the workload has 50 percent write 

operations.

As this example makes clear, the number of disks is far more important than the disk capac-

ity. Based on the information provided by the customer, you would require twelve 7,200 RPM 

disks, seven 10K RPM disks, or fi ve 15K RPM disks to support the required IOPS.

As you can see, determining the correct RAID type for a specifi c workload is key, and 

will come down to various design factors and compromises between cost, availability, and 

performance.

RAID Levels Explained

The RAID type chosen for a specifi c LUN determines the level of redundancy and data integrity 

that the LUN provides to the applications running on it. However, not all storage array vendors 

support all RAID types, and some have even developed their own. As part of ensuring that your 

storage design meets the customer’s needs, you should establish the types of RAID  available for the 

hardware vendor’s storage devices. Tables 2.3 through 2.8 provide insight into the types of RAID 

that are most commonly employed in storage arrays, with illustrations in Figures 2.7 through 2.12.

Table 2.3: RAID 0—striped disk array without fault tolerance

Design Factor Description

Data protection None. RAID 0 stripes the information across the drives in the array without 

generating redundant data. By providing no parity or mirroring, there is no fault 

tolerance, making it extremely diffi  cult to recover data.

Advantages RAID 0 off ers great performance, both in read and write operations. No overhead 

is created by parity controls, which also allows all storage capacity to be used. Th is 

technology is also easy to implement.

Drawbacks RAID 0 is not fault-tolerant. If one drive fails, all data in the RAID 0 disk set will 

be lost. Th is RAID type should not be employed for business-critical systems.

Performance 

characteristics

RAID 0 is superior to a JBOD confi guration, as it uses striping. All the data is 

spread out in chunks across all the disks in the RAID set. Th e I/O rate, or through-

put, can be good when I/O sizes are small; however, larger I/Os will produce high 

bandwidth (data moved per second) with this RAID type. Performance can be 

further improved when data is striped across multiple controllers, with only one 

drive per controller.


