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FOREWORD

Though many may not recognize it as such, we live in the systems age. Those engaged
with systems engineering understand the challenges and opportunities of today and
tomorrow are truly systems challenges. On the grand scale, we must address clean
energy, clean water, food, resource allocation, health care, and more. None would
argue that these are systems engineering challenges, but they are systems challenges
indeed. On a somewhat smaller scale, we see unprecedented opportunities fueled
by the ever-increasing rate of technology infusion and the opportunity to connect
existing systems in new and novel ways. Our stakeholders demand more from us,
and technology allows us to deliver: end-to-end connected transportation enabled by
autonomous vehicles; new efficiencies in energy generation, storage, and distribu-
tion unlocked by new sensor technologies and insights from big data; innovations in
personal health care through wearables and other technologies.

Scientists, architects, specialists, and engineers of all types collaborate in a wide
range of complicated and often complex situations to address issues and deliver
against stakeholder demands with upgraded and innovative systems. As Randy
Pausch reminded us in The Last Lecture, “engineering is not about perfect solutions,
it’s about doing the best you can with limited resources.” In this quest to serve
our customers and stakeholders, the fundamental purpose of systems engineering
is neither process, enabler, specification, nor any other tool or artifact. Systems
engineering is charged with delivering the required value in an effective and efficient
manner, making the best possible use of the resources available. In doing so, making
the inevitable trade-offs should not be treated as a necessary evil. Informed trade-offs
based on appropriate analysis properly performed are a critical enabler delivering
the required value efficiently and effectively. They are a key tool in our systems
engineering toolbox – one that we must embrace and improve.
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Systems engineering and all those who practice it are connectors, and connecting
diverse approaches across multiple perspectives requires these trade-offs, both large
and small. In connecting processes and analytics to properly understand the true prob-
lem and architect the right solution, what processes do we select and what level of
fidelity do we pursue to balance investment made with value delivered? In assess-
ing both the problem space and the possible solution space, how do we prioritize the
“right” blend of desires, constraints, approaches, technologies, and specialties nec-
essary to solve the problem within the bounds of capability, schedule, and budget?
Looking to the evolution of the environment and our solution, what resilience and
adaptability must we account for and what range of sensitivity can we accept?

As we continue to embrace and expand systems practices across diverse com-
munities, our problems move from the complicated to the complex. We engage an
even broader range of subject matter experts with their particular perspectives, tools,
and techniques. We have greater technical, economic, and social considerations as
we address both bounded problems with defined requirements and fuzzy problems
characterized by market behaviors and stakeholder concerns. As the scope continues
to expand, these questions become more challenging. Properly performing trade-off
analysis from problem definition through ultimate solution delivery becomes even
more critical.

In this text, Parnell et al. bring together in a systems engineering context the fun-
damental foundations, the processes and principles, the techniques and examples
necessary to help us perform better trade-off analyses. They recognize the broad
scope including cost, value, schedule, and risk drivers and provide tools to deal with
the inherent uncertainty within which systems engineers operate. Put simply, Parnell
and his colleagues provide a complete and cohesive treatment of this critical enabler
for systems engineering, moving us from sometimes disjoint, ad hoc approaches to
an informed, disciplined approach to explicitly define our decision opportunities and
alternatives in the journey to making better decisions.

As we connect teams and technologies to better meet stakeholder needs in an
ever-evolving environment, it is not a question of whether or not we perform trade-off
analysis. It is a question of how well we do so: whether we make errors of omission
and commission, whether we are implicit or explicit, whether we rely on unsound
approaches or informed practices. All those who practice systems engineering serve
as the “guardians of why,” balancing multiple options and considerations as we col-
laborate with others to match the right solution to the real problem. Through informed
trade-off analysis, we better leverage the talents, techniques, insights, and perspec-
tives of those around us, ultimately driving better decisions and enabling the delivery
of systems to meet the diverse and complex challenges of today and tomorrow.

David Long
President, Vitech Corporation

INCOSE President (2014 & 2015)
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PREFACE

NEED FOR MORE EFFECTIVE TRADE STUDIES

Today’s complex systems are multidisciplinary systems involving challenging
missions, advanced technologies, significant uncertainties, and multiple stakeholders
with conflicting objectives. Decision-making is central to generating creative alter-
natives, creating value, managing risks, and meeting affordability goals. Systems
engineering trade-offs are needed throughout the system life cycle to inform these
system decisions. In the absence of a formal framework, trade-off studies are
sometimes performed in an ad hoc manner. Also, some systems engineers may not
have an in-depth understanding of trade-off analysis techniques. As a result, some
use unsound techniques.

This project began with a need identified by a professional society. The Inter-
national Council on Systems Engineering (INCOSE) (www.incose.org) has nearly
10,000 members and about 95 members of its Corporate Advisory Board. The
INCOSE Corporate Advisory Board documented the need for more effective trade
studies. They believed there was a lack of best practices information that crossed the
life cycle and aligned with ISO standard (ISO/IEC/IEEE 15288, 2015), the Systems
Engineering Handbook (INCOSE, 2015), and the Systems Engineering Body of
Knowledge (SEBok, Systems Engineering Body of Knowledge (SEBoK), 2015).

This textbook presents a Decision Management process based on decision theory
and cost analysis best practices and is aligned with ISO/IEC 15288, the Systems Engi-
neering Handbook, and the Systems Engineering Body of Knowledge. We introduce
key concepts and demonstrate these trade-off analysis concepts in the different life
cycle stages using illustrative examples from defense and commercial domains.

http://www.incose.org
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AUDIENCE

The audience for this book are graduate students (systems engineering, industrial
engineering, engineering management, other engineering disciplines); professional
systems engineers, operations analysts, project managers, and engineering managers;
and undergraduate students (systems engineering, industrial engineering, engineering
management, other engineering disciplines). We assume that the reader has had an
introduction to systems engineering, an undergraduate knowledge in probability and
statistics, a course in systems modeling, and a course in engineering economy and/or
life cycle cost. However, Chapter 3 reviews probability and Chapter 4 presents impor-
tant resource analysis techniques required for cost analysis and affordability analysis.

THEMES

We had several major themes that provided the foundation for this book.
1. Use standard SE terminology. We have attempted to use terminology from

the ISO standard (ISO/IEC/IEEE 15288, 2015), the Systems Engineering
Handbook (INCOSE, 2015), and the Systems Engineering Body of Knowl-
edge (SEBok, Systems Engineering Body of Knowledge (SEBoK) wiki page,
2015).

2. Avoid trade-off analysis mistakes of omission and commission. The mis-
takes of omission are errors made by not doing the right things. The mistakes
of commission are errors made by doing the right things the wrong way.

3. Use a decision management process. Systems decisions are made through-
out the life cycle. Many of these systems decisions are difficult decisions that
include multiple competing objectives, numerous stakeholders, substantial
uncertainty, significant consequences, and high accountability. These deci-
sions can benefit from a structured decision management process.

4. Use decision analysis as the mathematical foundation for trade-off
analyses. A credible trade-off analysis should be based on a sound math-
ematical foundation. Ad hoc methods and unsound mathematics provide
a base of sand for a trade-off study and, therefore, a base of sand for
the decision-makers. Since trade-off studies involve complex alternatives,
multiple objectives, and major uncertainties, we believe that decision analysis
is the operations research technique that provides this sound mathematical
foundation for trade-off analyses.

5. Explicitly define the decision opportunity. Every trade-off study begins with
an implicit understanding of the problem or opportunity. The initial problem is
never the final problem. It is important to clearly define the decision problem
as a broader decision opportunity.

6. Identify and structure decision objectives and measures. Once the oppor-
tunity is explicitly identified, the next step is to identify and structure the
decision objectives of the decision-makers and stakeholders. The decision
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opportunity and stakeholder values determine the objectives. Measures that
align with the objectives are required to perform the trade-off analysis.

7. Develop creative, doable alternatives. The key to trade-off analysis is
developing good alternatives that span the tradespace. The generation of
the tradespace is a critical trade-off analysis task that requires participation
of the entire trade-off analysis team and support from decision-makers,
stakeholders, and subject matter experts.

8. Include resource analysis in the trade-off analysis. Organizations do not
have unlimited resources. Therefore, affordability analysis is almost always a
critical part of the trade-off analysis.

9. Explicitly consider uncertainty. Systems development, deployment, opera-
tion, and retirement involve many uncertainties. The systems life cycle may
be years to decades. The major uncertainties include technology performance,
integration with other systems, markets/missions, environments, and the
actions of competitors/ adversaries.

10. Identify the cost, value, schedule, and risk drivers. The purpose of
a trade-off analysis is to provide insights for system decision-making.
Decision-makers need to understand the cost, value, schedule, and risk
drivers of the system.

11. Provide an integrated for cost, value, and risk analysis. Unfortunately,
most of the current systems engineering practice develops and performs sep-
arate cost, value, and risk analyses. We recommend an integrated framework
for cost, value, and risk analysis.

BOOK ORGANIZATION

The book is organized into three sections and a summary (Figure 1). The first section
discusses the trade-off analysis foundations. Chapter 1 provides an introduction to
trade-off analysis and includes common mistakes of commission and omission made
in trade studies. Chapter 2 provides a conceptual framework for trade-off analysis and
presents key decision theory concepts required for a sound mathematical foundation.
As mentioned earlier, Chapter 3 reviews probability and Chapter 4 presents resource
analysis techniques and affordability analysis.

The Decision Management process is presented in the second section of the book.
Chapter 5 introduces the INCOSE Decision Management process and provides a
detailed illustrative example of the process. Chapter 6 provides the principles and
techniques for identifying the decision opportunity that the trade-off analysis sup-
ports. Chapter 7 provides principles and techniques for identifying objectives and
value measures that assess how well the alternatives meet the objectives. These mea-
sures are the foundation for assessing the trade-offs. Chapter 8 reviews and evaluates
the techniques for generating and evaluating alternatives. Many of these techniques
are illustrated in the third section of the book. Chapter 9 illustrates a model for
trade-off analysis that integrates value and cost analysis.
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Foundations

6. Identifying
opportunities

8. Developing and
evaluating

alternatives

9. An integrated
model for

trade-off analysis

3. Quantifying
uncertainity

4. Analyzing
resources

15. Summary
and future

trends

10. Exploring concept
trade-offs

11. Architecture
evaluation framework

12. Exploring the
desing space

13. Sustainment
related models and

trade studies

14.Performing
programmatic

trade-off analysis

7. Identifying objectives
and value measures

5. Understanding decision
management

IIlustrative life cycle
issues and examples

Process, priniciples and
techniques

1. Introduction
to trade-off

analysis

2. A conceptual
framework and
mathematical
foundation for

trade-off analysis

Figure 1 Organization of the book

The third section provides trade-off analysis issues and illustrative examples in the
life cycle stages. The scope and information available for trade-off analysis are differ-
ent in each life cycle stage. Chapter 10 presents trade-off analysis methods to explore
the trade-offs in the early life cycle stages when many system concepts and archi-
tectures need to be evaluated to determine the most affordable concept for further
development. Chapter 11 presents processes and techniques for evaluating system
architectures. Chapter 12 presents illustrative examples for system design trade-off
analysis. Chapter 13 presents an illustrative sustainment model with deterministic and
probabilistic analysis. Chapter 14 provides several illustrative examples of program-
matic trade-offs that focus on system acceptance and termination.

Chapter 15 summarizes the major themes of the book and identifies some potential
trends that may impact trade-off analyses in the future.

COURSE OUTLINES USING THE TEXTBOOK

In this section, we offer some possible course outlines that could be developed using
this textbook. Of course, the content presented in the course should be selected based
on the academic/professional education program objectives and the course objectives.



�

� �

�

PREFACE xxxvii

We present a notional set of course objectives and offer some potential course out-
lines.

NOTIONAL COURSE OBJECTIVES

1. Understand the role of trade-off analyses to support system decisions in each
stage in the system life cycle.

2. Identify and avoid the mistakes of omission and commission in trade-off anal-
ysis.

3. Understand and use decision analysis as the mathematical foundation for
trade-off analysis.

4. Understand the sources of uncertainty in the system life cycle and be able to
identify, assess, and model uncertainty using probability.

5. Understand the advantages and disadvantages of common systems engineer-
ing approaches used to generate and evaluate system alternatives.

6. Identify and structure stakeholder objectives and develop single objective and
multiobjective decision analysis models to evaluate alternatives.

7. Identify and define a system decision opportunity that requires a trade-off
analysis.

8. Understand the advantages and disadvantages of tradespace exploration tech-
niques for trade-off analysis of concepts, architectures, designs, operations,
and retirement.

9. Understand the need for an integrated decision model that incorporates design
features, value, cost, and risk.

10. Perform a trade-off analysis using the INCOSE Decision Management Pro-
cess using both deterministic and probabilistic techniques.

11. Communicate the insights of a trade study and the important trade-offs to
senior stakeholders and decision-makers.

ILLUSTRATIVE ACADEMIC COURSE OUTLINES

In addition to the course objectives, the coverage of course topics will depend on the
role of the course in the curriculum (required or elective), the prerequisites, the loca-
tion of the course (early or late in program), and the type of course (lecture, project,
or combined). The textbook could be used to prepare for a capstone design course.
The textbook presents more material that can probably be covered in a one semester
course. I would recommend covering all of Chapters 1, 2, 5–7. The instructor would
select the sections to read for other chapters. Depending on the academic curriculum,
Chapters 3 and 4 could be reviewed or covered in more detail.
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Week Systems Analysis
Project Course

System Design
Project Course

Systems Analysis
Lecture Course

Pre-
reqs

Undergrad probability
and statistics

Undergrad probability
and statistics

None

1 Introduction (Chapter 1) Introduction (Chapter 1) Introduction (Chapter 1)
2 Framework and

Mathematical
Foundations (Chapter 2)

Framework and
Mathematical
Foundations (Chapter 2)

Framework and
Mathematical
Foundations (Chapter 2)

3 Uncertainty (Chapter 3) Uncertainty (Chapter 3) Uncertainty (Chapter 3)
4 Resource Analysis

(Chapter 4)
Resource Analysis
(Chapter 4)

Uncertainty (Chapter 3)

5 Decision Management
Process I (Chapter 5)

Decision Management
Process I (Chapter 5)

Resource Analysis
(Chapter 4)

6 Decision Management
Process II (Chapter 5)

Opportunity Definition
(Chapter 6)

Resource Analysis
(Chapter 4)

7 Opportunity Definition
(Chapter 6)

Objectives and
Measures (Chapter 7)

Decision Management
Process II (Chapter 5)

8 Objectives and
Measures (Chapter 7)

Class
Project – Opportunity
Presentations

Opportunity Definition
(Chapter 6)

9 Class
Project – Opportunity
Presentations

Generation and
Evaluation of
Alternatives (Chapter 8)

Objectives and
Measures (Chapter 7)

10 Generation and
Evaluation of
Alternatives (Chapter 8)

Integrated Value, Cost,
and Risk Analysis
(Chapter 9)

Generation and
Evaluation of
Alternatives (Chapter 8)

11 Integrated Value, Cost,
and Risk Analysis
(Chapter 9)

Concept Evaluation
(Chapter 10)

Integrated Value, Cost,
and Risk Analysis
(Chapter 9)

12 Concept and
Architecture Evaluation
(Chapters 10 & 11)

Architecture Evaluation
(Chapter 11)

Concept Evaluation
(Chapter 10)

13 Design Evaluation
(Chapter 12)

Design Evaluation
(Chapter 12)

Architecture Evaluation
(Chapter 11)

14 Sustainment Trade-Offs
(Chapter 13)

Design Evaluation
(Chapter 12)

Design Evaluation
(Chapter 12)

15 Programmatic
Trade-Offs
(Chapter 14)

Sustainment Trade-Offs
(Chapter 13)
Programmatic
Trade-Offs
(Chapter 14)

Sustainment Trade-Offs
(Chapter 13)

16 Class Project – Trade-off
Analysis Presentations
(Chapter 15)

Class
Project – Trade-off
Analysis Presentations
(Chapter 15)

Programmatic
Trade-Offs (Chapter 14)
Summary (Chapter 15)
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ILLUSTRATIVE PROFESSIONAL SHORT COURSE OUTLINE

The textbook can also be used as a textbook/reference for professional short courses.
The topics presented in the course would depend on the needs of the organization and
the students’ academic and professional backgrounds. The course could be taught as
a seminar to present new material or as a project course with student’s applying the
material they learn in the course on a notional trade-off analysis or trade-off analyses
they are working or will work in the future. The following outline is for a 1-week
project course with trade-off analysis modeling using notional data (provided to stu-
dents or developed by students).

Monday Tuesday Wednesday Thursday Friday

Morning Introduction
(Chapter 1)
Framework
and
Mathematical
foundations
(Chapter 2)

Decision
Management
Process I
(Chapter 5)

Resource
Analysis
(Chapter 4)

Concept and
Architecture
Evaluation
(Chapters 10
& 11)

Sustainment
Trade-Offs
(Chapter 13)

Opportunity
Definition
(Chapter 6)

Decision
Management
Process II
(Chapter 5)

Uncertainty
(Chapter 3)
Monte Carlo
Simulation

Design
Evaluation
(Chapter 12)

Programmatic
Trade-Offs
(Chapter 14)

Afternoon Objectives
and Measures
(Chapter 7)

Generation
and
Evaluation of
Alternatives
(Chapter 8)

Integrated
Value, Cost,
and Risk
Analysis
(Chapter 9)

Class
Project –
Development
of Notational
Life Cycle
Cost Model

Class
Project –
Monte Carlo
Simulation of
Value and
Cost Models

Class
Project –
Opportunity
Presentation

Class
Project –
Generation of
Alternatives

Class
Project –
Development
of Notional
tradespace
Exploration
Model

Class
Project –
Integration of
Cost and
Value Model

Class
Project –
Trade-Off
Analysis
Presentations
(Chapter 15)

Gregory S. Parnell, PhD, INCOSE Fellow
Editor

University of Arkansas
Fayetteville, AR
September 2016
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2 INTRODUCTION TO TRADE-OFF ANALYSIS

1.1 INTRODUCTION

This book is about trade-off analyses in the life cycle of a system. It is written from
the perspective of engineers, systems engineers, and other decision-makers involved
in the life cycle of a system. In this book, we present the best practices for perform-
ing systems engineering trade-off analyses in a step-by-step, structured manner. Our
intent is to make it an easy-to-understand and useful reference for students, practi-
tioners, and researchers.

Systems are developed to create value for stakeholders by providing desired
capabilities. Stakeholders include investors, government agencies, customers/
acquirers, end users/operators, system developers/integrators, trainers, and system
maintainers, among others. Decisions are ubiquitous across the system life cycle.
System decision-makers (DMs) are those individuals who make important decisions
pertaining to the technical and management compromises that shape the concept
definition, system definition, system realization, deployment and use, and product
and service life management (including maintenance, enhancement, and disposal).

When there are multiple stakeholders, there are often competing objectives and
requirements. To achieve a certain attainment level on one objective, a sacrifice or
trade-off may be required in the attainment level of other objectives. Similarly, com-
plex system designs may offer multiple alternatives to achieve the system’s objectives,
and this, too, requires analysis to achieve the best balance among the trade-offs. The
process that leads to a reasoned compromise in these situations is commonly referred
to as a “trade-off analysis” or a “trade study.”

This book project began with a request by the International Council on Systems
Engineering (INCOSE) (INCOSE Home Page, 2015) Corporate Advisory Board
(CAB) to the INCOSE Decision Analysis Working Group. The CAB identified the
lack of effective trade-off analysis methods as a key concern and requested help in
documenting best practices. This book project was also motivated by the need to
formalize systems engineering trade-off analysis to help make it an integral part of
the systems engineering life cycle. It provides essential elaboration of the decision
management process in ISO/IEC/IEEE 15288, Systems and Software Engineer-
ing – System Life Cycle Processes, the INCOSE Systems Engineering Handbook
Version 4, and the Systems Engineering Body of Knowledge (SEBoK, 2015).

Decision-makers (DM), especially program managers and systems engineers,
stand to benefit from a collaborative decision management process that engages all
stakeholders (SH) who have a say in system design decisions. In particular, systems
engineers can exploit trade-off studies to help define the problem/opportunity,
characterize the solution space, identify sources of value, identify and evaluate
alternatives, identify risks, acquire insights, and provide recommendations to system
SHs and other DMs.

This book focuses on engineering trade-off analysis techniques for both sys-
tems and systems of systems (Madni and Sievers, 2014a,b; Ordoukhanian and
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Madni, 2015). We recommend that trade-off studies be consistent with SE standards
(ISO/IEC/IEEE 15288:2015), based on a formal lexicon, have a sound mathematical
foundation, and provide credible and timely data to DMs and other SHs. We provide
such a lexicon and a formal foundation (Chapter 2) based on decision analysis for
effective and efficient trade-off studies. Our approach supplements decision analysis,
a central part of decision-based design (Hazelrigg, 1998), with Value-Focused
Thinking (Keeney, 1992) within a model-based engineering framework (Madni &
Sievers, 2015).

1.2 TRADE-OFF ANALYSES THROUGHOUT THE LIFE CYCLE

New system development entails a number of interrelated decisions. Table 1.1 pro-
vides a partial list of decisions opportunities to improve the system value that are
commonly encountered throughout a system’s life cycle. Many of these decisions
stand to benefit from a holistic perspective that combines the systems engineering
discipline with a composite decision model that aggregates the data produced by
engineering, performance, and cost models and translates them into terms that are
relevant and meaningful to the various stakeholders, especially DMs. This holistic
perspective is especially valuable in gate (go/no-go funding) decisions to ensure that
affordable alternatives are available for the next life cycle stage.

1.3 TRADE-OFF ANALYSIS TO IDENTIFY SYSTEM VALUE

Systems provide value through the capabilities they provide or the products and
services they enable (Madni, 2012). Decision analysis is an operations research
technique that provides models to define value and a sound data-driven, objective,
defensible, mathematical foundation for trade-off analyses. The graphic shown in
Figure 1.1 helps visualize the importance of opportunity definition (Chapter 6) to
value creation. For example, Chevron uses the “Eagle’s Beak “, as shown in this
figure, to convey the importance of project definition and project execution. The
five phases shown in Figure 1.1 constitute the project life cycle used by Chevron
(Lavingia, 2014). The process leads to value identification and value realization.
At Chevron, decision analysis plays an important role in the three phases of value
identification: identify opportunity; generate and select alternatives; and develop
the preferred opportunity. The Chevron process employs stages and gates similar to
those found in most system life cycles. Each phase consists of activities that produce
information; clearly defined deliverables; and an explicit decision to proceed, exit,
or recycle. Chevron employs project management in all five phases of the Chevron
Project Development and Execution Process (Decision-Making in an Uncertain
World: A Chevron Case Study, 2014). Similarly, for the system life cycle, value
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Table 1.1 Partial List of Decision Opportunities throughout the Life Cycle

Life Cycle Stage Decision Opportunity

Exploratory
research

Assess technology opportunity/initial business case
• Of all the potential system concepts or capabilities that could

incorporate the emerging technology of interest, do any offer
a potentially compelling and achievable market opportunity?

• Of those that do, which should be pursued, when, and in
what order?

Concept Inform, generate, and refine a capability
• What requirements should be included? What are the desired

parameters?

• What really needs to be accomplished and what is able to be
traded away to achieve it within anticipated cost and
schedule constraints?

• How should requirements be expressed such that they are
focused yet flexible?

• How can the set of requirements be demonstrated to be
sufficiently compelling while at the same time achievable
within anticipated cost and schedule constraints?

• Which concepts are affordable?

Create solution class alternatives and select preferred
alternative
• After considering the system-level consequences of the sum

of solution class alternatives across the full set of
stakeholder values (to include cost and schedule), which
solution class alternative should be pursued?

• Is the solution class still affordable?

Development Select/define system elements
• After considering the system-level consequences of the sum

of system element design choices across the full set of
stakeholder values (to include cost and schedule), which
system element alternatives should be pursued? (Repeated
for each recursive level of the system structure.)

Select/design verification and validation methods
• Is prototyping warranted?

• What verification and validation methods should be
performed (test, demonstration, analysis/simulation,
inspection)?

• What are the verification and validation plans?

(continued overleaf )
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Table 1.1 (Continued)

Life Cycle Stage Decision Opportunity

Production Craft production plans
• What is the target production rate?

• To what extent will low-rate initial production be utilized?

• What is the ramp-up plan?

• What production process will be used?

• Who will produce the system?

• Where will the system be produced?

• Is the system still affordable?

Operation,
support

Generate maintenance approach
• What is the maintenance strategy?

• What is the logistics concept?

• What is the preventive-maintenance plan?

• What is the corrective-maintenance plan?

• What is the spare-parts plan?

• Is the system still affordable?

Retirement Retirement plan
• When is it time to retire the system?

• How will disposal of materials be accomplished?

Good
project

definition

Poor project
definition

V
al

ue

Phase1
Opportunity

identified

Phase 2
Generate and

select
alternatives

Phase 3
Develop
preferred
alternative

Phase 4
Execute

Phase 5
Operate

Value identification Value realization

A

B

C

D

Poor
project

execution

Good
project

execution

AFE

Figure 1.1 Eagle’s beak chart
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identification occurs during the concept definition and system definition phases, and
decision analysis plays the same important role.

Figure 1.1 highlights five important points. First, the problem or opportunity def-
inition (see Chapter 6) is an important first step in value identification. Second, the
generation of good alternatives (see Chapter 8) is critical to identifying higher value.
Third, the development, evaluation, and selection of preferred alternatives can signif-
icantly increase value. Fourth, good project execution is required to realize potential
value. Fifth, project execution is performed in the face of uncertainties (see Chapter
3). In this book, we focus on the value of using trade-off studies to help in the identifi-
cation of both value and risk, as the timely identification of risk can help implementers
mitigate potential barriers to value realization.

1.4 TRADE-OFF ANALYSIS TO IDENTIFY SYSTEM UNCERTAINTIES
AND RISKS

System risks can affect performance, schedule, and cost. Building on several frame-
works, Table 1.2 provides a list of the sources of systems risk (Parnell, 2009). The
first column in Table 1.2 lists the potential source of risk. The second column lists
the major questions defining the risk. The third column lists some of the major poten-
tial uncertainties for this risk source. The major questions and the uncertainties are
meant to be illustrative and not all inclusive. Many of these risks create uncertainties,
which should be considered in trade-off analyses. Chapter 3 provides techniques for
using probability to model these uncertainties in trade-off analyses. Later chapters
explicitly consider these uncertainties in illustrative trade-off analyses.

1.5 TRADE-OFF ANALYSES CAN INTEGRATE VALUE AND RISK
ANALYSIS

Program managers for the development of a new system must consider performance,
cost, and schedule, as they are all interrelated. We know that performance prob-
lems can cause cost increases and schedule delays. Similarly, schedule changes can
increase costs. Finally, cost estimate increases can result in reduced performance tar-
gets or schedule delays to make the system more affordable. Trade-off analysis, cost
analysis, and risk analysis are frequently separate analyses performed by different
analysts. Cost analysts typically perform a cost-risk analysis using Monte Carlo sim-
ulation. Many trade-off studies ignore uncertainty and risk.

A major theme of this book is that trade-off analyses should be used to identify
both system value and system risks and that the analysis needs to be performed in
a more integrated manner. In Chapter 9, we discuss and provide examples of how
system value, system costs, and system risks can be integrated by identifying the
system features that impact value, cost, and risk.
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Table 1.2 Sources of Systems Risk

Sources of Risk Major Questions Potential Uncertainties

Business Will political, economic,
labor, social, technological,
environmental, legal, or other
factors adversely affect the
business environment?

Changes in political viewpoint (e.g.,
elections)
Economic disruptions (e.g., recession)
Global disruptions (e.g., supply chain)
Changes to law
Disruptive technologies
Adverse publicity

Market Will there be a market if the
product or service works?

Consumer demand
Threats from competitors (quality and
price) and adversaries (e.g., hackers and
terrorists)
Continuing stakeholder support

Performance
(technical)

Will the product or service
meet the required/desired
performance?

Defining future requirements in
dynamic environments
Understanding technical baseline
Technology maturity to meet
performance.
Adequate modeling, simulation, test,
and evaluation capabilities to predict
and evaluate performance
Impact to performance from external
factors (e.g., interoperating systems)
Availability of enabling systems needed
to support use

Schedule Can the system that provides
the product or service be
delivered on time?

Concurrency in development
Impact of uncertain events on schedule
Time and budget to resolve technical
and cost risks

Development
and production
cost

Can the system be delivered
within the budget?
Will the cost be affordable?

Changes in concept definition (mission
or needs)
Technology maturity
Stability of the system definition
Hardware and software development
processes
Industrial/supply chain capabilities
Production/facilities capabilities
Manufacturing processes

Management Does the organization have
the people, processes, and
culture to manage a major
system?

Organization culture
SE and management experience and
expertise
Mature baselining (technical, cost,
schedule) processes
Reliable cost-estimating processes

(continued overleaf )
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Table 1.2 (Continued)

Sources of Risk Major Questions Potential Uncertainties

Operations and
support cost

Can the owner afford to
operate and support the
system?

Increasing operations and support (e.g.,
resource or environmental) costs
Trades of performance versus ease/cost
of operations and support
Adaptability of the design
Changes in maintenance or logistics
strategy/needs

Sustainability Will the system provide
sustainable future value?

Availability of future resources and
impact on the natural environment

1.6 TRADE-OFF ANALYSIS IN THE SYSTEMS ENGINEERING
DECISION MANAGEMENT PROCESS

Successful systems engineering requires sound decision making. Many systems engi-
neering decisions are difficult because they include multiple competing objectives,
numerous stakeholders, substantial uncertainty, significant consequences, and high
accountability. In these cases, sound decision making requires a formal decision man-
agement process. The purpose of the decision management process, as defined by
ISO/IEC/IEEE 15288:2015, is “… to provide a structured, analytical framework for
objectively identifying, characterizing and evaluating a set of alternatives for a deci-
sion at any point in the life cycle and select the most beneficial course of action.”
The process presented in this book aligns with the structure and principles of the
decision management process of ISO/IEC/IEEE 15288, the INCOSE Systems Engi-
neering Handbook v4.0 (INCOSE, 2015), the Systems Engineering Body of Knowl-
edge (SEBoK), and an INCOSE proceedings paper that elaborated this process (Cilli
& Parnell, 2014). This process was designed to use best practices and to avoid the
trade-off analysis mistakes discussed in the next section.

The INCOSE decision management process, introduced in Figure 1.2, is presented
in more detail in Chapter 5. The purpose of the process is to “provide a structured,
analytical framework for objectively identifying, characterizing, and evaluating a set
of alternatives for a decision at any point in the life cycle and select the most benefi-
cial course of action.” The white text within the outer green ring identifies elements
of a systems engineering process while the 10 blue arrows represent the 10 steps
of the decision management process. Interactions between the systems engineering
process and the decision management process are represented by the small, dotted
green (outer ring to inner ring) or blue arrows (inner ring to outer ring). (The reader
is referred to the online version of this book for color indication.)
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Figure 1.2 INCOSE decision management process

The steps in the decision management process are briefly described in Table 1.3,
with references to the primary chapters that provide additional details about each step.
Chapter 5 describes and illustrates the INCOSE decision management process.

1.7 TRADE-OFF ANALYSIS MISTAKES OF OMISSION AND
COMMISSION

Using the INCOSE decision management process, we identify and discuss the most
common trade-off study mistakes of omission and commission (Parnell et al., 2014).
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Table 1.3 Decision Management Process

Process Step Description Primary Chapters

Frame decision Describe the decision problem or
opportunity that is the focus of the
trade-off analysis in a particular system
life cycle stage

Chapter 6

Develop objectives and
measures

Use mission and stakeholder analysis and
the system artifacts in the life cycle stage
(e.g., function, requirements) to define the
objectives and value measures for each
objective alternative needed to satisfy

Chapter 7

Generate creative
alternatives

Use a divergent–convergent process to
develop creative, feasible alternatives

Chapter 8

Assess alternatives via
deterministic analysis

Use a value model to perform
deterministic analysis for trade-off
analyses

Chapters 9–14

Synthesize results Provide an assessment of the value of
each alternative and the cost versus value
to identify the dominated alternatives

Chapters 9–14

Identify uncertainty and
conduct probabilistic
analysis

Identify the major scenarios and system
features that are uncertain and conduct
probability analysis

Chapters 9, 12–14

Assess impact of
uncertainty

Assess the impact of the uncertainties on
value and cost

Chapters 9, 12–14

Improve alternatives Improve the alternatives by increasing
their system value and/or reducing their
associated system risk

Chapters 9–14

Communicate trade-offs Communicate the trade-off analysis
results to decision-makers and other
stakeholders

Chapters 9–14

Present
recommendations and
implementation plan

Provide decision recommendations and
an implementation plan to describe the
next steps to implement the decision

Chapter 5

Mistakes of omission are errors made by not doing the right things, while mistakes
of commission are errors made by doing the right things the wrong way. For each
step in the decision process, Table 1.4 provides a list of trade-off mistakes, the type
of mistake (omission or commission), and the potential impacts.
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Table 1.4 Trade-Off Mistakes

Step Mistakes Omission/
Commission

Impacts

Overall process Not having a decision
management process

Omission No trade-off studies or
variable trade-off study
quality of those
conducted
Poor decisions;
potential selection of a
poor design
Increased cost and
schedule; inadequate
performance
Loss of SE credibility

Frame decision Not obtaining access to
key DM and SH

Decision frame not
defined

Omission

Omission

No trade-off studies or
trade-off studies on the
wrong issues
Incorrect selection
criteria
Loss of trade-off study
and SE credibility

Develop objectives
and measures

Objectives and/or
measures not credible

Commission Loss of trade-off study
and SE credibility
Potential selection of a
poor design

Generate creative
alternatives

Decision space not
defined
Doing an advocacy
study

Omission

Commission

Potential selection of
poor design
Potential increased
cost and schedule
Loss of trade-off study
and SE credibility

Assess alternatives
via deterministic
analysis

Using non-normalized
value functions
Not using swing
weights
No sensitivity analysis

Commission

Commission

Omission

Potential selection of
poor designs
Loss of trade-off study
and SE credibility

Synthesize results Lack of a sound
mathematical
foundation

Omission Potential selection of
poor designs
Loss of trade-off study
and SE credibility

(continued overleaf )
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Table 1.4 (Continued)

Step Mistakes Omission/
Commission

Impacts

Identify uncertainty
and conduct
probabilistic
analysis

Not identifying
uncertainties
Improper assessment
of uncertainty

Omission

Commission

Loss of trade-off study
and SE credibility
Potential selection of
poor designs

Assess impact of
uncertainty

Not integrating with
system/program risk
assessments

Omission Potential selection of
poor designs
Loss of SE credibility

Improve
alternatives

Not improving
alternatives

Omission Loss of trade-off study
and SE credibility
Potential selection of
poor designs

Communicate
trade-offs

Results not timely or
understood

Commission Recommendations not
implemented
Loss of SE credibility

Present
recommendations
and implementation
plan

Recommendations not
implemented

Commission Loss of trade-off study
and SE credibility

Overall process Not using trade-off
study models on
subsequent trade-off
studies

Omission Loss of trade-off study
and SE credibility

1.7.1 Mistakes of Omission

There are 10 common mistakes of omission.

1.7.1.1 Not Having a Decision Management Process One of the most funda-
mental trade-off analysis mistakes is not having a decision management process that
provides a foundation for all studies. The decision management process should have
the acceptance and participation of the decision-makers and other stakeholders. To
achieve stakeholder acceptance, the process should be tailorable to the needs of each
specific trade-off analysis. Having a sound decision management process can save
time while allowing for organizational learning and development of best practices.
The INCOSE decision management process, shown in Figure 1.2, is an example of
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this kind of process. Without such a process, engineers in an organization are essen-
tially free to use their own, invariably unsound process, and unsound processes can
have a long lifetime! Since systems engineers are the ones who frequently perform
trade-off analysis for critical system decisions, a natural home for the decision man-
agement process is the systems engineering organization.

1.7.1.2 Not Obtaining Access to Key DM, SH, and Subject Matter Experts (SMEs)
Framing any system decision can be a challenge, especially without the right stake-
holders involved. Therefore, it is critically important to have access to key decision
makers, stakeholders, and SMEs to ensure that the opportunity is adequately defined
and the important objectives have been identified. Challenges include gaining access
to leaders and senior decision makers despite their busy schedules, including stake-
holders who are critical to the system or its impact on them, and assuring access to
SMEs in all steps of the trade-off study. To achieve this end, experiential opportuni-
ties that allow all stakeholders to readily understand the context and situation without
having to understand SE notations are an imperative (Madni, 2016).

1.7.1.3 Decision Frame Not Defined The first step in the decision management
process is to identify and describe the decision opportunity in the context of the
problem space. In decision analysis, we call this framing the decision. Experience
has taught us that the initial problem is never the final problem (Madni, 2013; Madni
et al., 1985). The frame describes how we look at the problem. A good decision frame
begins with thorough research and mission/stakeholder analysis (Parnell et al., 2011).
A decision hierarchy (Parnell et al., 2013), which lists the past decisions, the current
decisions, and the subsequent decisions, can also be useful. A short paragraph, writ-
ten in clear terms that define the problem, can be quite helpful to decision-makers,
other stakeholders, and study participants.

1.7.1.4 Lack of a Sound Mathematical Foundation To be credible and have
defensible results, a trade-off study should be based on a sound mathematical foun-
dation comprising both deterministic and probabilistic analyses. Several operations
research and engineering analysis techniques (e.g., optimization, simulation, deci-
sion analysis) are potentially appropriate for trade-off studies. If all the objectives
can be converted into dollars, then a net present value model would serve as a sound
foundation. If not, then the mathematics of multiple objective decision analysis
(MODA) offers a sound foundation for trade-off studies. Chapter 2 discusses this
further.

1.7.1.5 Undefined Decision Space Some trade-off studies list alternatives that are
not explicitly connected to the decision space. In many studies, alternatives are listed
as bullets on a PowerPoint chart. In these cases, there is no explicit understanding
of the decision space. The best techniques to help develop good alternatives are
those that explicitly define the decision space (see Chapter 8). One best practice
technique is called Zwicky’s Morphological Box or Alternative Generation Table
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(Parnell et al., 2011). In decision analysis, the technique is called the Strategy Table
(Parnell et al., 2013), and it seeks to design alternatives that span the decision space.
When the decision space is explicitly defined, it becomes possible to explore the
decision space, identify more decision options, and come up with a better set of alter-
natives (Madni, 2012; Madni et al., 1985). The impact of not defining the decision
space is the loss of the opportunity to create better alternatives to achieve the desired
system value and/or reduce risk.

1.7.1.6 Absence of Sensitivity Analysis Any deterministic trade-off study has to
make multiple assumptions about parameters in the model(s). The parameters typi-
cally include shapes of the value curves, swing weights, scores on the performance
measures, and other variables that are used to calculate the scores. There may be
some uncertainty about what numerical value each parameter should have. The best
practice is to perform sensitivity analysis to determine if the best alternative changes
when the parameter settings are varied across a reasonable range. Based on the sen-
sitivity analysis, additional effort should be devoted to understanding and modeling
the most sensitive variables (Madni, 2015).

1.7.1.7 Not Identifying Uncertainty and Performing Probabilistic Analysis
Deterministic trade-off studies ignore uncertainties. Since uncertainty and risk
are inherent in the life cycle of new systems, this omission is problematic. When
decision analysis is used, it is easy to identify key uncertainties in deterministic
models using deterministic sensitivity analysis, assess the uncertainties, and perform
probabilistic analysis using Monte Carlo simulation, decision trees, influence
diagrams, or probability management decisions (Parnell et al., 2011; Parnell et al.,
2013). The impact of not modeling uncertainty is that we forgo the opportunity to
understand the sources of risk early in the system life cycle when it is invariably
easier to avoid, mitigate, or manage risks.

1.7.1.8 Not Improving Alternatives Several trade-off studies assess only pro-
posed alternatives and never consider improving them. With several bad alternatives,
even a “correctly performed” trade-off study can do no better than identify a bad
alternative! Keeney calls the focus on existing options Alternative-Focused Thinking
and advocates using Value-Focused Thinking to define our values, create decision
opportunities, use our values to create better alternatives, and improve the proposed
alternatives (Keeney, 1992). The decision analysis model provides useful data for
Value-Focused Thinking, since it defines the ideal alternative and the gaps between
the best alternative and the ideal alternative.

1.7.1.9 Failure to Integrate Trade-Off Study Uncertainty Analysis with Sys-
tem/Program Risk Assessments Uncertainty analysis performed in trade-off
studies should be integrated with the system/program risk assessment process.
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Unfortunately, many times trade-off studies do a good job of analyzing uncertainty,
but the results are not integrated into the system risk management process. On many
programs, risk analysis is performed using a simple risk matrix with likelihood
on the rows (columns) and consequences on the columns (rows). In this case, the
risks being analyzed may or may not be linked to trade-off studies. An alternative
approach is to use the trade-off analysis value and cost models to perform risk
assessment. This approach may result in better assessment of the likelihood and
consequences (the loss in potential value) of the risk. In addition, the results of
the risk analysis can be used to identify the need for additional trade-off studies to
mitigate or manage risk.

1.7.1.10 Failure to Use Trade-Off Models on Subsequent Studies On some pro-
grams, each trade-off study is unique and there is no traceability between the results
in one life cycle stage and the subsequent stages. This means the systems engineering
organization might have been using very different value trade-offs for the same sys-
tem without knowing it. A great deal of effort can go into developing trade-off study
value models in early life cycle stages. The best practice is to use information from
previous trade-off study value models (if available) and improve and tailor the model
for subsequent studies. Using improved models can make the analysis results more
accurate as well as more credible to decision-makers, stakeholders, and SMEs.

1.7.2 Mistakes of Commission

In addition to the 10 mistakes of omission, there are 6 common mistakes of
commission.

1.7.2.1 Performing an Advocacy Study Trade-off studies work best when a cre-
ative set of alternatives that span the decision space are developed (Madni, 2013). It
is worth noting that the final decision will be only as good as the alternatives that
are considered. Some project managers and systems engineers inappropriately con-
vert a trade-off study to a biased advocacy study (Parnell et al., 2013). They advocate
the alternative they recommend and use the study to highlight the weaknesses of
other alternatives. Advocacy studies put a significant burden on the decision-makers
and stakeholders to identify and ask the hard questions to make sure that the other
potential alternatives do not provide higher value/lower risk than the advocated alter-
native. Decision-makers and stakeholders should insist on a clear definition of the
opportunity and on a set of creative, feasible alternatives that cover the full range
of possibilities to create value, including verified and validated data and selection
criteria that are free of bias.

1.7.2.2 Objectives and/or Measures Not Credible Trade-off studies require the
development of a complete set of system objectives and measures. To meet the
mathematical requirements of MODA, a nonoverlapping set of direct objectives



�

� �

�

16 INTRODUCTION TO TRADE-OFF ANALYSIS

is needed. In systems engineering, a great deal of effort is spent on identifying
and analyzing system functions. The list of system functions can provide a good
foundation for the development of objectives and value measures by constructing
a functional value hierarchy (Buede & Miller, 2009; Parnell et al., 2011). The
functional hierarchy has functions at the top level(s), then the objectives for each
function, and value measures for each objective.

1.7.2.3 Using Measure Scores Instead of Normalized Value Functions Trade-off
studies require the ability to compare performance on one measure with performance
on other measures. If we have converted every measure level into a common cur-
rency, for example, dollars, we can use dollars as the metric. If decision-makers are
unwilling to use dollars, we can use MODA to quantify the value as a function of the
capability versus the cost. MODA uses the value functions to enable this trade-off
analysis. The value functions (sometimes called scoring functions) convert a value
measure score into a normalized measure of value on a common scale. The most
common scales are 0–1, 0–10, and 0–100. Value functions assess returns to scale on
the range of the value measure score. Value functions usually are of four types: lin-
ear, diminishing returns, increasing returns, and S-curve (increasing, then linear, then
decreasing returns). The value function will be increasing (for a maximize objective)
or decreasing (for a minimize function). The value functions allow us to compare
apples and oranges. These functions must at least be on an interval scale (Keeney,
1992). Zero value on an interval scale means the minimum acceptable value and does
not mean the lack of value. If a ratio scale is used, zero value would mean no value.
The best practice is to obtain the shape of the curve and the rationale for the curve
shape before you assess points on the curve. This will provide very useful informa-
tion when a decision-maker or stakeholder challenges the value judgments of one or
more alternatives. See Chapter 2 for additional information.

1.7.2.4 Use of Importance Weights Instead of Swing Weights A critical mistake
in trade-off studies is using importance weights instead of swing weights. MODA
quantitatively assesses the trade-offs between conflicting objectives by evaluating
the alternative’s contribution to the value measures (a score converted to value by
single-dimensional value functions) and the importance of each value measure across
the range of variation of the value measure (the swing weight). Every MODA book
identifies this as a major problem. For example, “some experimentation with different
ranges will quickly show that it is possible to change the rankings of the alternatives
by changing the range that is used for each evaluation measure. This does not seem
reasonable. The solution is to use swing weights” (Kirkwood, 1997). Swing weights
play a key role in the additive value model presented in Chapter 2. The swing weights
depend on the measure scales’ importance and range. The word “swing” refers to
varying the range of the value measure from its minimum acceptable level to its ideal


