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Preface

The coordination and control problems of multi-agent systems (MAS) have been exten-
sively studied by the control community due to the broad practical applications, for
example, the formation control problem, search and rescue by multiple aerial vehicles,
synchronization, sensor fusion, distributed optimization, the economic dispatch prob-
lem in power systems, and so on. Meanwhile, many industry processes require both
repetitive executions and coordination among several independent entities. This obser-
vation motivates the research of multi-agent coordination from an iterative learning
control (ILC) perspective. This book is dedicated to the application of iterative learning
control to multi-agent coordination problems.

In order to study multi-agent coordination by ILC, an extra dimension, the iteration
domain, is introduced into the problem. A challenging issue in controlling multi-agent
systems by ILC is the non-perfect repeating characteristics of MAS. The inherent
nature of MAS such as heterogeneity, information sharing, sparse and intermittent
communication, imperfect initial conditions, and inconsistent target tracking trajec-
tories increases the complexity of the problem. Due to these factors, controller design
becomes a challenging problem. This book provides detailed guidelines for the design of
learning controllers under various coordination conditions, in a systematic manner. The
main content can be classified into two parts following the two main frameworks of ILC,
namely, contraction-mapping (CM) and composite energy function (CEF) approaches.
Chapters 2–7 apply the CM approach, while Chapters 8–10 apply the CEF approach.
Each chapter studies the coordination problem under certain conditions. For example,
Chapter 2 assumes a fixed communication topology, Chapter 3 assumes a switching
topology, and Chapter 4 addresses the initial state error problem in multi-agent
coordination. In a sense, each chapter addresses a unique coordination control problem
for MAS. Chapters 2–10 discuss continuous-time systems. In Chapter 11 we present a
generalized iterative learning algorithm to solve an optimal power dispatch problem in
a smart grid by utilizing discrete-time consensus algorithms.

This book is self contained and intensive. Prior knowledge of ILC and MAS is not
required. Chapter 1 provides a rudimentary introduction to the two areas. Two minimal
examples of ILC are presented in Chapter 1, and a short review of some terminologies
in graph theory is provided in Appendix A. Readers can skip the preliminary parts if
they are familiar with the domain. We present detailed convergence proofs for each
controller as we believe that understanding the theoretical derivations can benefit read-
ers in two ways. On the one hand, it helps readers appreciate the controller design.
On the other hand, the control design and analysis techniques can be transferred to
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other domains to facilitate further exploration in various control applications. Specifi-
cally for industrial experts and practitioners, we provide detailed illustrative examples
in each chapter to show how those control algorithms are implemented. The examples
demonstrate the effectiveness of the learning controllers and can be modified to handle
practical problems.
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Introduction

1.1 Introduction to Iterative Learning Control

Iterative learning control (ILC), as an effective control strategy, is designed to improve
current control performance for unpredictable systems by fully utilizing past control
experience. Specifically, ILC is designed for systems that complete tasks over a fixed
time interval and perform them repeatedly. The underlying philosophy mimics the
human learning process that “practice makes perfect.” By synthesizing control inputs
from previous control inputs and tracking errors, the controller is able to learn from
past experience and improve current tracking performance. ILC was initially developed
by Arimoto et al. (1984), and has been widely explored by the control community since
then (Moore, 1993; Bien and Xu, 1998; Chen and Wen, 1999; Longman, 2000; Norrlof
and Gunnarsson, 2002; Xu and Tan, 2003; Bristow et al., 2006; Moore et al., 2006; Ahn
et al., 2007a; Rogers et al., 2007; Ahn et al., 2007b; Xu et al., 2008; Wang et al., 2009,
2014).

Figure 1.1 shows the schematic diagram of an ILC system, where the subscript i
denotes the iteration index and yd denotes the reference trajectory. Based on the input
signal, ui, at the ith iteration, as well as the tracking error ei = yd − yi, the input ui+1
for the next iteration, namely the (i + 1)th iteration, is constructed. Meanwhile, the
input signal ui+1 will also be stored into memory for use in the (i + 2)th iteration. It is
important to note that in Figure 1.1, a closed feedback loop is formed in the iteration
domain rather than the time domain. Compared to other control methods such as
proportional-integral-derivative (PID) control and sliding mode control, there are a
number of distinctive features about ILC. First, ILC is designed to handle repetitive
control tasks, while other control techniques don’t typically take advantage of task
repetition—under a repeatable control environment, repeating the same feedback
would yield the same control performance. In contrast, by incorporating learning, ILC
is able to improve the control performance iteratively. Second, the control objective is
different. ILC aims at achieving perfect tracking over the whole operational interval.
Most control methods aim to achieve asymptotic convergence in tracking accuracy
over time. Third, ILC is a feedforward control method if viewed in the time domain.
The plant shown in Figure 1.1 is a generalized plant, that is, it can actually include a
feedback loop. ILC can be used to further improve the performance of the generalized
plant. As such, the generalized plant could be made stable in the time domain, which
is helpful in guaranteeing transient response while learning takes place. Last but not

Iterative Learning Control for Multi-agent Systems Coordination, First Edition.
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Figure 1.1 The framework of ILC.

least, ILC is a partially model-free control method. As long as an appropriate learning
gain is chosen, perfect tracking can be achieved without using a perfect plant model.

Generally speaking, there are two main frameworks for ILC, namely
contraction-mapping (CM)-based and composite energy function (CEF)-based
approaches. A CM-based iterative learning controller has a very simple structure and is
easy to implement. A correction term in the controller is constructed from the output
tracking error; to ensure convergence, an appropriate learning gain is selected based
on system gradient information in place of an accurate dynamic model. As a partially
model-free control method, CM-based ILC is applicable to non-affine-in-input sys-
tems. These features are highly desirable in practice as there are plenty of data available
in industry processes but there is a shortage of accurate system models. CM-based
ILC has been adopted in many applications, for example X-Y tables, chemical batch
reactors, laser cutting systems, motor control, water heating systems, freeway traffic
control, wafer manufacturing, and so on (Ahn et al., 2007a). A limitation of CM-based
ILC is that it is only applicable to global Lipschitz continuous (GLC) systems. The GLC
condition is required by ILC in order to form a contractive mapping, and rule out the
finite escape time phenomenon. In comparison, CEF-based ILC, a complementary
approach to CM-based ILC, applies a Lyapunov-like method to design learning rules.
CEF is an effective method to handle locally Lipschitz continuous (LLC) systems,
because system dynamics is used in the design of learning and feedback mechanisms.
It is, however, worthwhile pointing out that in CM-based ILC, the learning mechanism
only requires output signals, while in CEF-based ILC, full state information is usually
required. CEF-based ILC has been applied in satellite trajectory keeping (Ahn et al.,
2010) and robotic manipulator control (Tayebi, 2004; Tayebi and Islam, 2006; Sun et al.,
2006).

This book follows the two main frameworks and investigates the multi-agent coordi-
nation problem using ILC. To illustrate the underlying idea and properties of ILC, we
start with a simple ILC system.

Consider the following linear time-invariant dynamics:

ẋi(t) = axi(t) + ui(t), t ∈ [0,T], (1.1)

where i is the iteration index, a is an unknown constant parameter, and T is the trial
length. Let the target trajectory be xd(t), which is generated by

ẋd(t) = axd(t) + ud(t), t ∈ [0,T], (1.2)

with ud(t) is the desired control signal. The control objective is to tune ui(t) such
that without any prior knowledge about the parameter a, the tracking error
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ei(t) ≜ xd(t) − xi(t) can converge to zero as the iteration number increases, that
is, limi→∞ ei(t) = 0 for t ∈ [0,T].

We perform the ILC controller design and convergence analysis for this simple control
problem under the frameworks of both CM-based and CEF-based approaches, in order
to illustrate the basic concepts in ILC and analysis techniques. To restrict our discussion,
the following assumptions are imposed on the dynamical system (1.1).

Assumption 1.1 The identical initialization condition holds for all iterations, that is,
xi(0) = xd(0), ∀i ∈ ℕ.

Assumption 1.2 For ∀xd(t), t ∈ [0,T], there exists a ud(t), t ∈ [0,T] such that ui(t) →
ud(t) implies xi(t) → xd(t), t ∈ [0,T].

1.1.1 Contraction-Mapping Approach

Under the framework of CM-based methodology, we apply the following D-type updat-
ing law to solve the trajectory tracking problem:

ui+1 = ui + 𝛾 ėi, (1.3)

where 𝛾 > 0 is the learning gain to be determined. Our objective is to show that the ILC
law (1.3) can converge to the desired ud, which implies the convergence of the tracking
error ei(t), t ∈ [0,T] as i increases.

Define Δui = ud − ui. First we can derive the relation

Δui+1 = ud − ui+1

= ud − ui − 𝛾 ėi

= Δui − 𝛾 ėi. (1.4)

Furthermore, the state error dynamics is given by

ėi = ẋd − ẋi

= (axd + ud) − (axi + ui)
= aei + Δui. (1.5)

Combining (1.4) and (1.5) gives:

Δui+1 = Δui − 𝛾 ėi

= (1 − 𝛾)Δui − a𝛾ei. (1.6)

Integrating both sides of the state error dynamics and using Assumption 1.1 yields

ei(t) = ei(0) + ∫
t

0
ea(t−𝜏)Δui(𝜏)d𝜏

= ∫
t

0
ea(t−𝜏)Δui(𝜏)d𝜏. (1.7)

Then, substituting (1.7) into (1.6), we obtain

Δui+1 = (1 − 𝛾)Δui − a𝛾 ∫
t

0
ea(t−𝜏)Δui(𝜏)d𝜏. (1.8)
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Taking 𝜆-norm on both sides of (1.8) gives

|Δui+1|𝜆 ≤ |1 − 𝛾||Δui|𝜆 + a𝛾 1 − e−(𝜆−a)T

𝜆 − a
|Δui|𝜆

≜ 𝜌1|Δui|𝜆, (1.9)

where 𝜌1 ≜ |1 − 𝛾| + a𝛾 1−e−(𝜆−a)T

𝜆−a
, and the 𝜆-norm is defined as

|Δui+1|𝜆 = sup
t∈[0,T]

e−𝜆t|Δui+1(t)|.
The 𝜆-norm is just a time weighted norm and is used to simplify the derivation. It will

be formally defined in Section 1.4.
If |1 − 𝛾| < 1 in (1.9), it is possible to choose a sufficiently large 𝜆 > a such that 𝜌1 < 1.

Therefore, (1.9) implies that limt→∞ |Δui|𝜆 = 0, namely limt→∞ ui(t) = ud(t), t ∈ [0,T].

1.1.2 Composite Energy Function Approach

In this subsection, the ILC controller will be developed and analyzed under the frame-
work of CEF-based approach. First of all, the error dynamics of the system (1.1) can be
expressed as follows:

ėi(t) = −axi + ẋd − ui, (1.10)
where xd is the target trajectory.

Let k be a positive constant. By applying the control law
ui = −kei + ẋd − âi(t)xi (1.11)

and the parametric updating law ∀t ∈ [0,T],
âi(t) = âi−1(t) + xiei, â−1(t) = 0, (1.12)

we can obtain the convergence of the tracking error ei as i tends to infinity.
In order to facilitate the convergence analysis of the proposed ILC scheme, we intro-

duce the following CEF:

Ei(t) =
1
2

e2
i (t) +

1
2 ∫

t

0
𝜙2

i (𝜏)d𝜏, (1.13)

where 𝜙i(t) ≜ âi − a is the estimation error of the unknown parameter a.
The difference of Ei is

ΔEi(t) = Ei − Ei−1

= 1
2

e2
i +

1
2 ∫

t

0
(𝜙2

i − 𝜙
2
i−1)d𝜏 −

1
2

e2
i−1. (1.14)

By using the identical initialization condition as in Assumption 1.1, the error dynamics
(1.10), and the control law (1.11), the first term on the right hand side of (1.14) can be
calculated as

1
2

e2
i = ∫

t

0
eiėid𝜏

= ∫
t

0
ei(−ẋd + axi + ui)d𝜏

= ∫
t

0
(−𝜙ixiei − ke2

i )d𝜏. (1.15)
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In addition, the second term on the right hand side of (1.14) can be expressed as

1
2 ∫

t

0
(𝜙2

i − 𝜙
2
i−1)d𝜏 =

1
2 ∫

t

0
(âi−1 − âi)(2a − 2âi + âi − âi−1)d𝜏

= ∫
t

0
(𝜙ixiei −

1
2

x2
i e2

i )d𝜏, (1.16)

where the updating law (1.12) is applied. Clearly, 𝜙ixiei appears in (1.15) and (1.16) with
opposite signs. Combining (1.14), (1.15), and (1.16) yields

ΔEi(t) = −k ∫
t

0
e2

i d𝜏 − 1
2 ∫

t

0
x2

i e2
i d𝜏 − 1

2
e2

i−1

≤ −1
2

e2
i−1 < 0. (1.17)

The function Ei is a monotonically decreasing sequence, hence is bounded if E0 is
bounded.

Now, let us show the boundedness of E0. For the linear plant (1.1) or in general GLC
plants, there will be no finite escape time, thus E0 is bounded. For local Lipschitz con-
tinuous plants, ILC designed under CEF guarantees there is no finite escape time (see
Xu and Tan, 2003, chap. 7), thus E0 is bounded. Hence, the boundedness of E0(t) over
[0,T] is obtained.

Consider a finite sum of ΔEi,
i∑

j=1
ΔEj =

i∑
j=1

(Ej − Ej−1) = Ei − E0, (1.18)

and apply the inequality (1.17); we have:

Ei(t) = E0(t) +
i∑

j=1
ΔEj

≤ E0(t) −
1
2

i∑
j=1

e2
j−1. (1.19)

Because of the positiveness of Ei and boundedness of E0, ei(t) converges to zero in a
pointwise fashion as i tends to infinity.

1.2 Introduction to MAS Coordination

In the past several decades, MAS coordination and control problems have attracted con-
siderable attention from many researchers of various backgrounds due to their potential
applications and cross-disciplinary nature. Consensus in particular is an important class
of MAS coordination and control problems (Cao et al., 2013). According to Olfati-Saber
et al. (2007), in networks of agents (or dynamic systems), consensus means to reach an
agreement regarding certain quantities of interest that are associated with all agents.
Depending on the specific application, these quantities could be velocity, position, tem-
perature, orientation, and so on. In a consensus realization, the control action of an agent
is generated based on the information received or measured from its neighborhood.
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Since the control law is a kind of distributed algorithm, it is more robust and scalable
compared to centralized control algorithms.

The three main components in MAS coordination are the agent model, the informa-
tion sharing topology, and the control algorithm or consensus algorithm.

Agent models range from simple single integrator model to complex nonlinear
models. Consensus results on single integrators are reported by Jadbabaie et al. (2003),
Olfati-Saber and Murray (2004), Moreau (2005), Ren et al. (2007), and Olfati-Saber
et al. (2007). Double integrators are investigated in Xie and Wang (2005), Hong et al.
(2006), Ren (2008a), and Zhang and Tian (2009). Results on linear agent models can
be found in Xiang et al. (2009), Ma and Zhang (2010), Li et al. (2010), Huang (2011),
and Wieland et al. (2011). Since the Lagrangian system can be used to model many
practical systems, consensus has been extensively studied by means of the Lagrangian
system. Some representative works are reported by Hou et al. (2009), Chen and Lewis
(2011), Mei et al. (2011), and Zhang et al. (2014).

Information sharing among agents is one of the indispensable components for
consensus seeking. Information sharing can be realized by direct measurement from
on board sensors or communication through wireless networks. The information
sharing mechanism is usually modeled by a graph. For simplicity in the early stages
of consensus algorithm development, the communication graph is assumed to be
fixed. However, a consensus algorithm that is robust or adaptive to topology variations
is more desirable, since many practical conditions can be modeled as time-varying
communications, for example asynchronous updating, or communication link failures
and creations. As communication among agents is an important topic in the MAS
literature, various communication assumptions and consensus results have been inves-
tigated by researchers (Moreau, 2005; Hatano and Mesbahi, 2005; Tahbaz-Salehi and
Jadbabaie, 2008; Zhang and Tian, 2009). An excellent survey can be found in Fang and
Antsaklis (2006). Since graph theory is seldom used in control theory and applications,
a brief introduction to the topic is given in Appendix A.

A consensus algorithm is a very simple local coordination rule which can result in very
complex and useful behaviors at the group level. For instance, it is widely observed that
by adopting such a strategy, a school of fish can improve the chance of survival under
the sea (Moyle and Cech, 2003). Many interesting coordination problems have been for-
mulated and solved under the framework of consensus, for example distributed sensor
fusion (Olfati-Saber et al., 2007), satellite alignment (Ren and Beard, 2008), multi-agent
formation (Ren et al., 2007), synchronization of coupled oscillators (Ren, 2008b), and
optimal dispatch in power systems (Yang et al., 2013). The consensus problem is usually
studied in the infinite time horizon, that is, the consensus is reached as time tends to
infinity. However, some finite-time convergence algorithms are available (Cortex, 2006;
Wang and Hong, 2008; Khoo et al., 2009; Wang and Xiao, 2010; Li et al., 2011). In the
existing literature, most consensus algorithms are model based. By incorporating ILC
into consensus algorithms, the prior information requirement from a plant model can
be significantly reduced. This advantage will be shown throughout this book.
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1.3 Motivation and Overview

In practice, there are many tasks requiring both repetitive executions and coordination
among several independent entities. For example, it is useful for a group of satellites to
orbit the earth in formation for positioning or monitoring purposes (Ahn et al., 2010).
Each satellite orbiting the earth is a repeated task, and the formation task fits perfectly in
the ILC framework. Another example is the cooperative transportation of a heavy load
by multiple mobile robots (Bai and Wen, 2010; Yufka et al., 2010). In such kinds of task
implementation, the robots have to maneuver in formation from the very beginning to
the destination. The economic dispatch problem in power systems (Xu and Yang, 2013;
Yang et al., 2013) and formation control for ground vehicles with nonholonomic con-
straints (Xu et al., 2011) also fall in this category. These observations motivate the study
of multi-agent coordination control from the perspective of ILC.

As discussed in the previous subsection, the consensus tracking problem is an impor-
tant multi-agent coordination problem, and many other coordination problems can be
formulated and solved in this framework, such as the formation, cooperative search,
area coverage, and synchronization problems. We chose consensus tracking as the main
topic in this book. Here we briefly describe a prototype consensus tracking problem and
illustrate the concepts of distributed tracking error which are used throughout the book.
In the problem formulation, there is a single leader that follows a prescribed trajectory,
and the leader’s behavior is not affected by others in the network. There are many fol-
lowers, and they can communicate with each other and with the leader agent. However,
they may not know which one the leader is. Due to communication limitations, a fol-
lower is only able to communicate with its near neighbors. The control task is to design
an appropriate local controller such that all the followers can track the leader’s trajec-
tory. A local controller means that an agent is only allowed to utilize local information.
To illustrate these concepts, Figure 1.2 shows an example of a communication network.
(Please see Appendix A for a revision of graph theory.) Each node in the graph repre-
sents an agent (agents will be modeled by dynamic systems in later chapters). Edges in
the graph show the information flow. For instance, there is an edge starting from agent 2
and ending at agent 1, which means agent 1 is able to obtain information from agent 2.
In this example there are two edges ending at agent 1. This implies that agent 1 can uti-
lize the information received from agents 0 and 2. Let xi denote the variable of interest
for the ith agent, for instance, position, velocity, orientation, temperature, pressure, and
so on. The distributed error 𝜉1 for agent 1 is defined as

𝜉1 = (x0 − x1) + (x2 − x1).

The distributed error 𝜉1 will be used to construct the distributed learning rule.

Figure 1.2 Example of a network.
1 2

4 3

0
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With this problem in mind, the main content of the book is summarized below.

1) In Chapter 2, a general consensus tracking problem is formulated for a group of
global Lipschitz continuous systems. It is assumed that the communication is fixed
and connected, and the perfect identical initialization condition (iic) constraint is
satisfied as well. A D-type ILC rule is proposed for the systems to achieve perfect
consensus tracking. By adoption of a graph dependent matrix norm, a local con-
vergence condition is devised at the agent level. In addition, optimal learning gain
design methods are developed for both directed and undirected graphs such that
the 𝜆-norm of tracking error converges at the fastest rate.

2) In Chapter 3, we investigate the robustness of the D-type learning rule against
communication variations. It turns out that the controller is insensitive to
iteration-varying topology. In the most general case, the learning controller is still
convergent when the communication topology is uniformly strongly connected
over the iteration domain.

3) In Chapter 4, the PD-type learning rule is proposed to deal with imperfect initial-
ization conditions as it is difficult to ensure perfect initial conditions for all agents
due to sparse information communication—hence only a few of the follower agents
know the desired initial state. The new learning rule offers two main features. On
the one hand, it can ensure controller convergence. On the other hand, the learning
gain can be used to tune the final tracking performance.

4) In Chapter 5, a novel input sharing learning controller is developed. In the existing
literature, when designing the learning controller, only the tracking error is incor-
porated in the control signal generation. However, if the follower agents can share
their experience gained during the process, this may accelerate the learning speed.
Using this idea, the new controller is developed for each agent by sharing its learned
control input with its neighbors.

5) In Chapter 6, we apply the learning controller to a formation problem. The for-
mation contains two geometric configurations. The two configurations are related
by a high-order internal model (HOIM). Usually the ILC control task is fixed. The
most challenging part of this class of problem is how to handle changes in config-
uration. By incorporating the HOIM into the learning controller, it is shown that,
surprisingly, the agents are still able to learn from different tasks.

6) In Chapter 7, by combining the Lyapunov analysis method and
contraction-mapping analysis, we explore the applicability of the P-type learning
rule to several classes of local Lipschitz systems. Several sufficient convergence
conditions in terms of Lyapunov criteria are derived. In particular, the P-type
learning rule can be applied to a Lyapunov stable system with quadratic Lyapunov
functions, an exponentially stable system, a system with bounded drift terms,
and a uniformly bounded energy bounded state system under control saturation.
The results greatly complement the existing literature. By using the results of this
chapter, we can immediately extend the results in Chapters 2–5 to more general
nonlinear systems.

7) In Chapter 8, the composite energy function method is utilized to design an adap-
tive learning rule to deal with local Lipschitz systems that can be modeled by system
dynamics that are linear in parameters. With the help of a special parameterization
method, the leader’s trajectory can be treated as an iteration-invariant parameter
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that all the followers can learn from local measurements. In addition, the initial rec-
tifying action is applied to reduce the effect of imperfect initialization conditions.
The method works for high-order systems as well.

8) Chapter 9 addresses the consensus problem of nonlinear multi-agent system (MAS)
with state constraints. A novel type of barrier Lyapunov function (BLF) is adopted
to deal with the bounded constraints. An ILC strategy is introduced to estimate the
unknown parameter and basic control signal. To address the consensus problem
comprehensively from both theoretical and practical viewpoints, five control
schemes are designed in turn: the original adaptive scheme, a projection-based
scheme, a smooth function based scheme as well as its alternative, and a dead-zone
like scheme. The consensus convergence and constraints guarantee are strictly
proved for each control scheme by using the barrier composite energy function
(BCEF) approach.

9) Lagrangian systems have wide applications in practice. For example, industry
robotic manipulators can be modeled as a Lagrangian system. In Chapter 10, we
develop a set of distributed learning rules to synchronize networked Lagrangian
systems. In the controller design, we fully utilize the inherent features of Lagrangian
systems, and the controller works under a directed acyclic graph.

10) In Chapter 11, we focus our attention on discrete-time system and present a gener-
alized iterative learning algorithm to solve an optimal power generation problem in
a smart grid. Usually the optimal power dispatch problem is solved by centralized
methods. Noticing that the optimal solution is achieved when the incremental costs
for all power generators are equal, if we consider the incremental cost as the vari-
able of interest, it may be possible to devise a distributed algorithm. Following this
idea and by virtue of the distributed nature of the consensus algorithm, a hierarchi-
cal two-level algorithm is developed. The new learning algorithm is able to find the
optimal solution, as well as taking power generator constraints and power line loss
into account.

1.4 Common Notations in This Book

The set of real numbers is denoted by ℝ, and the set of complex numbers is denoted
by ℂ. The set of natural numbers is denoted by ℕ, and i ∈ ℕ is the number of iteration.
For any z ∈ ℂ, ℜ(z) denotes its real part. For a given vector 𝐱 = [x1, x2, · · · , xn]T ∈ ℝn,

|𝐱| denotes any lp vector norm, where 1 ≤ p ≤ ∞. In particular, |𝐱|1 =
n∑

k=1
|xk|, |𝐱|2 =

√
𝐱T𝐱, and |𝐱|∞ = max

k=1,…,n
|xk|. For any matrix A ∈ ℝn×n, |A| is the induced matrix norm.

𝜌(A) is its spectral radius. Moreover, ⊗ denotes the Kronecker product, and Im is the
m × m identity matrix.

Let m[0,T] denote a set consisting of all functions whose mth derivatives are con-
tinuous on the finite-time interval [0,T]. For any function 𝐟 (⋅) ∈ [0,T], the supremum
norm is defined as ‖𝐟‖ = sup

t∈[0,T]
|𝐟 (t)|. Let 𝜆 be a positive constant, the time weighted

norm (𝜆-norm) is defined as ‖𝐟‖𝜆 = sup
t∈[0,T]

e−𝜆t|𝐟 (t)|.
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2

Optimal Iterative Learning Control for Multi-agent
Consensus Tracking

2.1 Introduction

The idea of using ILC for multi-agent coordination first appears in Ahn and Chen
(2009), where the multi-agent formation control problem is studied for a group of
global Lipschitz nonlinear systems, in which the communication graph is identical to
the formation structure. When the tree-like formation is considered, perfect formation
control can be achieved. Liu and Jia (2012) improve the control performance in Ahn
et al. (2010). The formation structure can be independent of the communication
topology, and time-varying communication is assumed in Liu and Jia (2012). The
convergence condition is specified at the group level by a matrix norm inequality, and
the learning gain can be designed by solving a set of linear matrix inequalities (LMIs).
It is not clear under what conditions the set of LMIs admit a solution, and there is no
insight as to how the communication topologies relate to the convergence condition.
In Meng and Jia (2012), the idea of terminal ILC (Xu et al., 1999) is brought into the
consensus problem. A finite-time consensus problem is formulated for discrete-time
linear systems in the ILC framework. It is shown that all agents reach consensus at
the terminal time as the iteration number tends to infinity. In Meng et al. (2012),
the authors extend the terminal consensus problem in their previous work to track a
time-varying reference trajectory over the entire finite-time interval. A unified ILC
algorithm is developed for both discrete-time and continuous-time linear agents. Nec-
essary and sufficient conditions in the form of spectral radii are derived to ensure the
convergence properties. Shi et al. (2014) develop a learning controller for second-order
MAS to execute formation control using a similar approach.

In this chapter, we study the consensus tracking problem for a group of time-varying
nonlinear dynamic agents, where the nonlinear terms satisfy the global Lipschitz con-
tinuous condition. For simplicity, a number of conditions in the problem formulation
are idealized, for example the communication graph is assumed to be fixed, the initial
conditions are assumed to be perfect, and so on. These conditions will be relaxed in
subsequent chapters.

Two-dimensional theory (Chow and Fang, 1998) is an effective tool for analyzing ILC
learning rules, and Meng et al. (2012) successfully apply this method to the multi-agent
coordination problem. However it is only applicable to linear systems. As the system
dynamics here are nonlinear, it is not possible to apply two-dimensional system the-
ory in order to analyze and design the controller. To overcome this difficulty, we pro-
pose the concept of a graph dependent matrix norm. As a result of the newly defined
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matrix norm, we are able to obtain the convergence results for global Lipschitz nonlinear
systems. Usually the convergence condition is specified at the group level in the form of a
matrix norm inequality, and the learning gain is designed by solving a set of LMIs. Owing
to the graph dependent matrix norm, the convergence condition can be expressed at
the individual agent level in the form of spectral radius inequalities, which are related to
the eigenvalues associated with the communication graph. This shows that these eigen-
values play crucial roles in the convergence condition. In addition, the results are less
conservative than the matrix norm inequality since the spectral radius of a matrix is less
or equal to its matrix norm. Furthermore, by using the graph dependent matrix norm
and 𝜆-norm analysis, the learning controller design can be extended to heterogeneous
systems. The convergence condition obtained motivates us to consider optimal learn-
ing gain designs which can impose the tightest bounding functions for actual tracking
errors.

The rest of this chapter is organized as follows. In Section 2.2, notations and some
useful results are introduced. Next, the consensus tracking problem for heterogeneous
agents is formulated. Then, learning control laws are developed in Section 2.3, for both
homogeneous and heterogeneous agents. Next, optimal learning design methods are
proposed in Section 2.4, where optimal designs for undirected and directed graphs are
explored. Then, an illustrative example for heterogeneous agents under a fixed directed
graph is given in Section 2.5 to demonstrate the efficacy of the proposed algorithms.
Finally, we draw conclusions for the chapter in Section 2.6.

2.2 Preliminaries and Problem Description

2.2.1 Preliminaries

Graph theory (Biggs, 1994) is an instrumental tool for describing the communication
topology among agents in MAS. The basic terminologies and some properties of alge-
braic graph theory are revisited in Appendix A, in which the communication topology is
modeled by the graph defined there. In particular, the vertex set  represents the agent
index and the edge set  describes the information flow among agents.

For simplicity, a 0–1 weighting is adopted in the graph adjacency matrix . How-
ever, any positive weighted adjacency matrix preserves the convergence results. The
strength of the weights can be interpreted as the reliability of information in the commu-
nication channels. In addition, positive weights represent collaboration among agents,
whereas negative weights represent competition among agents. For example, Altafini
(2013) shows that consensus can be reached on signed networks but the consensus val-
ues have opposite signs. If the controller designer has the freedom to select the weight-
ings in the adjacency matrix, Xiao and Boyd (2004) demonstrate that some of the edges
may take negative weights in order to achieve the fastest convergence rate in a linear
average algorithm. Although interesting, negative weighting is outside the scope of this
book.

The following propositions and lemma lay the foundations for the convergence
analysis in the main results.

Proposition 2.1 For any given matrix M ∈ ℝn×n satisfying 𝜌(M) < 1, there exists at
least one matrix norm | ⋅ |S such that lim

k→∞

(|M|S
)k = 0.
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Proposition 2.1 is an extension of Lemma 5.6.10 in Horn and Johnson (1985). The
proof is given in Appendix B.2 as the idea in the proof will be used to prove Theorem 2.1
and illustrate the graph dependent matrix norm.

Proposition 2.2 (Horn and Johnson, 1985, pp. 297) For any matrix norm | ⋅ |S, there
exists at least one compatible vector norm | ⋅ |𝐬, and for any M ∈ ℝn×n and 𝐱 ∈ ℝn,
|M𝐱|𝐬 ≤ |M|S|𝐱|𝐬.

The following Propositions (2.3, 2.4), and Lemma (2.1) will be utilized in the optimal
learning gain designs.

Proposition 2.3 (Xu and Tan, 2002b) Denoting the compact set  = [𝛼1, 𝛼2], where
0 < 𝛼1 < 𝛼2 < +∞, the cost function

J = min
𝛾∈ℝ

max
d∈ |1 − d𝛾|

reaches its minimum value 𝛼2−𝛼1

𝛼2+𝛼1
when 𝛾∗ = 2

𝛼2+𝛼1
.

Proposition 2.4 maximum modulus theorem (Zhou and Doyle, 1998) Let f (z) be
a continuous complex-value function defined on a compact set , and analytic on the
interior of , then |f (z)| cannot attain the maximum in the interior of  unless f (z) is a
constant.

By using Proposition 2.4, Lemma 2.1 is proved in Appendix B.3.

Lemma 2.1 When 𝛾∗ = 𝛼1∕𝛼2
2 , the following min-max problem reaches its optimal

value

min
𝛾∈ℝ

max
𝛼1<a<

√
a2+b2<𝛼2

|1 − 𝛾(a + jb)| =
√
𝛼2

2 − 𝛼
2
1

𝛼2
.

2.2.2 Problem Description

Consider a group of N heterogeneous time-varying dynamic agents that work in
a repeatable control environment. Their interaction topology is depicted by graph
 = ( ,  ,), which is iteration-invariant. At the ith iteration, the dynamics of the jth
agent take the following form:{

𝐱̇i,j(t) = 𝐟j(t, 𝐱i,j(t)) + Bj(t)𝐮i,j(t)
𝐲i,j(t) = Cj(t)𝐱i,j(t)

,∀t ∈ [0,T], ∀j ∈  , (2.1)

with initial condition 𝐱i,j(0). Here 𝐱i,j(t) ∈ ℝnj is the state vector, 𝐲i,j(t) ∈ ℝm is the output
vector, 𝐮i,j(t) ∈ ℝpj is the control input. For any j = 1, 2,… ,N , the unknown nonlinear
function 𝐟j(⋅, ⋅) satisfies the global Lipschitz continuous condition with respect to 𝐱 uni-
formly in t,∀t ∈ [0,T]. In addition, the time-varying matrices Bj(t) and Cj(t) satisfy that
Bj(t) ∈ 1[0,T] and Cj(t) ∈ 1[0,T].

The desired consensus tracking trajectory is denoted by 𝐲d(t) ∈ 1[0,T]. Meanwhile,
the state of each agent is not measurable. The only information available is the output
signal of each agent.
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Unlike the traditional tracking problem in ILC, in which each agent should know
the desired trajectory, here 𝐲d(t) is only accessible to a subset of agents. We can think
of the desired trajectory as a (virtual) leader, and index it by vertex 0 in the graph
representation. Thus, the complete information flow can be described by another
graph  = ( ∪ {0},  ,), where  is the edge set and  is the weighted adjacency
matrix of .

Let 𝝃i,j(t) denote the distributed information measured or received by the jth agent at
the ith iteration. More specifically,

𝝃i,j(t) =
∑

k∈j

aj,k(𝐲i,k(t) − 𝐲i,j(t)) + dj(𝐲d(t) − 𝐲i,j(t)), (2.2)

where aj,k is the (j, k)th entry in the adjacency matrix,j is the neighborhood set of the
jth agent, 𝐲i,j(t) is the output of the jth agent at the ith iteration, dj = 1 if agent j can access
the desired trajectory, that is, there is an edge from the virtual leader to the jth agent or
(0, j) ∈  , and dj = 0 otherwise. The tracking error is defined as 𝐞i,j(t) ≜ 𝐲d(t) − 𝐲i,j(t).

The control objective is to design an appropriate iterative learning law such that the
output from each agent converges to the desired trajectory 𝐲d(t) when only some of the
agents know the desired trajectory.

To simplify the analysis, the following assumptions are used.

Assumption 2.1 For any j = 1, 2,… ,N , the unknown nonlinear term 𝐟j(t, 𝐱) satisfies

|𝐟j(t, 𝐱1) − 𝐟j(t, 𝐱2)| ≤ lj|𝐱1 − 𝐱2|, for any 𝐱1, 𝐱2 ∈ ℝnj ,

where lj is a positive constant.

Remark 2.1 In the existing literature, CM-based ILC is only applicable to global
Lipschitz systems. Extension to local Lipschitz systems remains an open question.
Two possible research directions are available. If the nonlinear terms can be linearly
parameterized, CEF-based ILC (Xu and Tan, 2003) can be applied to overcome the
global Lipschitz assumption. The other method makes use of the stability properties
of system dynamics. By combining Lyapunov and CM analysis methods, it is possible
to extend CM-based ILC to certain classes of local Lipschitz continuous systems. This
kind of methodology will be explored in Chapter 7.

Assumption 2.2 Cj(t)Bj(t) is of full row rank for all t ∈ [0,T].

Remark 2.2 The requirement that Cj(t)Bj(t) is of full row rank for any j = 1, 2,… ,N
and any t ∈ [0,T] can be relaxed if using the higher order derivatives of 𝝃i,j(t) (if they
exist) in the learning updating law. The proof technique will be very similar. If the
higher order derivatives do not exist, some smooth approximations of these higher
order derivatives can be applied.

Assumption 2.3 The communication graph  contains a spanning tree with the
(virtual) leader being the root.

Remark 2.3 Assumption 2.3 is a necessary communication requirement for the solv-
ability of the consensus tracking problem. If there is an isolated agent, it is impossible for


