CARL F. LORENZO AND TOM T. HARTLEY

# The Fractional Trigonometry 

With Applications to Fractional Differential Equations and Science

WILEY

# The Fractional Trigonometry 

With Applications to Fractional<br>Differential Equations and Science

Carl F. Lorenzo
National Aeronautics and Space Administration Glenn Research Center
Cleveland, Ohio
Tom T. Hartley
The University of Akron
Akron, Ohio

## Copyright © 2017 by John Wiley \& Sons, Inc. All rights reserved

Published simultaneously in Canada
Published by John Wiley \& Sons, Inc., Hoboken, New Jersey
No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any form or by any means, electronic, mechanical, photocopying, recording, scanning, or otherwise, except as permitted under Section 107 or 108 of the 1976 United States Copyright Act, without either the prior written permission of the Publisher, or authorization through payment of the appropriate per-copy fee to the Copyright Clearance Center, Inc., 222 Rosewood Drive, Danvers, MA 01923, (978) 750-8400, fax (978) 750-4470, or on the web at www.copyright.com. Requests to the Publisher for permission should be addressed to the Permissions Department, John Wiley \& Sons, Inc., 111 River Street, Hoboken, NJ 07030, (201) 748-6011, fax (201) 748-6008, or online at http://www.wiley.com/go/permission.

Limit of Liability/Disclaimer of Warranty: While the publisher and author have used their best efforts in preparing this book, they make no representations or warranties with respect to the accuracy or completeness of the contents of this book and specifically disclaim any implied warranties of merchantability or fitness for a particular purpose. No warranty may be created or extended by sales representatives or written sales materials. The advice and strategies contained herein may not be suitable for your situation. You should consult with a professional where appropriate. Neither the publisher nor author shall be liable for any loss of profit or any other commercial damages, including but not limited to special, incidental, consequential, or other damages.

For general information on our other products and services or for technical support, please contact our Customer Care Department within the United States at (800) 762-2974, outside the United States at (317) 572-3993 or fax (317) 572-4002.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in print may not be available in electronic formats. For more information about Wiley products, visit our web site at www.wiley.com.

## Library of Congress Cataloging-in-Publication Data:

Names: Lorenzo, Carl F. | Hartley, T. T. (Tom T.), 1964-
Title: The fractional trigonometry : with applications to fractional differential equations and science / Carl F. Lorenzo, National Aeronautics and Space Administration, Glenn Research Center, Cleveland, Ohio, Tom T. Hartley, The University of Akron, Akron, Ohio.
Description: Hoboken, New Jersey : John Wiley \& Sons, Inc., [2017] | Includes bibliographical references and index.
Identifiers: LCCN 2016027837 (print) | LCCN 2016028337 (ebook) | ISBN 9781119139409 (cloth) | ISBN 9781119139423 (pdf)| ISBN 9781119139430 (epub)
Subjects: LCSH: Fractional calculus. | Trigonometry.
Classification: LCC QA314 .L67 2017 (print) | LCC QA314 (ebook) | DDC 516.24-dc23

LC record available at https://lccn.loc.gov/2016027837

## Contents

Preface ..... $x v$
Acknowledgments ..... xix
About the Companion Website ..... $x x i$
1 Introduction ..... 1
$1.1 \quad$ Background ..... 2
1.2 The Fractional Integral and Derivative ..... 3
1.2.1 Grŭnwald Definition ..... 3
1.2.2 Riemann-Liouville Definition ..... 4
1.2.3 The Nature of the Fractional-Order Operator ..... 5
1.3 The Traditional Trigonometry ..... 6
1.4 Previous Efforts ..... 8
1.5 Expectations of a Generalized Trigonometry and Hyperboletry ..... 8
2 The Fractional Exponential Function via the Fundamental Fractional Differential Equation ..... 9
2.1 The Fundamental Fractional Differential Equation ..... 9
2.2 The Generalized Impulse Response Function ..... 10
2.3 Relationship of the $F$-function to the Mittag-Leffler Function ..... 11
2.4 Properties of the $F$-Function ..... 12
2.5 Behavior of the $F$-Function as the Parameter $a$ Varies ..... 13
2.6 Example ..... 16
3 The Generalized Fractional Exponential Function: The $R$-Function and Other Functions for the Fractional Calculus ..... 19
3.1 Introduction ..... 19
3.2 Functions for the Fractional Calculus ..... 19
3.2.1 Mittag-Leffler's Function ..... 20
3.2.2 Agarwal's Function ..... 20
3.2.3 Erdelyi's Function ..... 20
3.2.4 Oldham and Spanier's, Hartley's, and Matignon's Function ..... 20
3.2.5 Robotnov's Function ..... 21
3.2.6 Miller and Ross's Function ..... 21
3.2.7 Gorenflo and Mainardi's, and Podlubny's Function ..... 21
3.3 The $R$-Function: A Generalized Function ..... 22
$3.4 \quad$ Properties of the $R_{q, v}(a, t)$-Function ..... 23
3.4.1 $\quad$ Differintegration of the $R$-Function ..... 23
3.4.2 Relationship Between $R_{q, \text { mq }}$ and $R_{q, 0}$ ..... 25
3.4.3 Fractional-Order Impulse Function ..... 27
3.5 Relationship of the $R$-Function to the Elementary Functions ..... 27
3.5.1 Exponential Function ..... 27
3.5.2 Sine Function ..... 27
3.5.3 Cosine Function ..... 28
3.5.4 Hyperbolic Sine and Cosine ..... 28
3.6 $R$-Function Identities ..... 29
3.6.1 Trigonometric-Based Identities ..... 29
3.6.2 Further Identities ..... 30
3.7 Relationship of the $R$-Function to the Fractional Calculus Functions ..... 31
3.7.1 Mittag-Leffler's Function ..... 31
3.7.2 Agarwal's Function ..... 31
3.7.3 Erdelyi's Function ..... 31
3.7.4 Oldham and Spanier's, and Hartley's Function ..... 31
3.7.5 Miller and Ross's Function ..... 32
3.7.6 Robotnov's Function ..... 32
3.7.7 Gorenflo and Mainardi's, and Podlubny's Function ..... 32
3.8 Example: Cooling Manifold ..... 32
3.9 Further Generalized Functions: The G-Function and the $H$-Function ..... 34
3.9.1 The G-Function ..... 34
3.9.2 $\quad$ The $H$-Function ..... 36
3.10 Preliminaries to the Fractional Trigonometry Development ..... 38
3.11 Eigen Character of the $R$-Function ..... 38
3.12 Fractional Differintegral of the TimeScaled $R$-Function ..... 39
$3.13 \quad R$-Function Relationships ..... 39
3.14 Roots of Complex Numbers ..... 40
3.15 Indexed Forms of the $R$-Function ..... 41
3.15.1 $R$-Function with Complex Argument ..... 41
3.15.2 Indexed Forms of the $R$-Function ..... 42
3.15.2.1 Complexity Form ..... 42
3.15.2.2 Parity Form ..... 43
3.16 Term-by-Term Operations ..... 44
3.17 Discussion ..... 46
$4 \quad R$-Function Relationships ..... 47
$4.1 \quad R$-Function Basics ..... 47
$4.2 \quad$ Relationships for $R_{m, 0}$ in Terms of $R_{1,0}$ ..... 48
4.3 Relationships for $R_{1 / m, 0}$ in Terms of $R_{1,0}$ ..... 50
4.4 Relationships for the Rational Form $R_{m / p, 0}$ in Terms of $R_{1 / p, 0}$ ..... 51
4.5 Relationships for $R_{1 / p, 0}$ in Terms of $R_{m / p, 0}$ ..... 53
4.6 Relating $R_{m / p, 0}$ to the Exponential Function $R_{1,0}(b, t)=e^{b t}$ ..... 54
4.7 Inverse Relationships - Relationships for $R_{1,0}$ in Terms of $R_{m, k}$ ..... 56
4.8 Inverse Relationships - Relationships for $R_{1,0}$ in Terms of $R_{1 / m, 0}$ ..... 57
4.9 Inverse Relationships-Relationships for $e^{a t}=R_{1,0}(a, t)$ in Terms of $R_{m / p, 0}$ ..... 59
4.10 Discussion ..... 61
5 The Fractional Hyperboletry ..... 63
5.1 The Fractional $R_{1}$-Hyperbolic Functions ..... 63
$5.2 \quad R_{1}$-Hyperbolic Function Relationship ..... 72
5.3 Fractional Calculus Operations on the $R_{1}$-Hyperbolic Functions ..... 72
5.4 Laplace Transforms of the $R_{1}$-Hyperbolic Functions ..... 73
5.5 Complexity-Based Hyperbolic Functions ..... 73
5.6 Fractional Hyperbolic Differential Equations ..... 74
5.7 Example ..... 76
5.8 Discussions ..... 77
6 The $R_{1}$-Fractional Trigonometry ..... 79
$6.1 \quad R_{1}$-Trigonometric Functions ..... 79
6.1.1 $\quad R_{1}$-Trigonometric Properties ..... 81
$6.2 \quad R_{1}$-Trigonometric Function Interrelationship ..... 88
6.3 Relationships to $R_{1}$-Hyperbolic Functions ..... 89
6.4 Fractional Calculus Operations on the $R_{1}$-Trigonometric Functions ..... 89
6.5 Laplace Transforms of the $R_{1}$-Trigonometric Functions ..... 90
6.5.1 Laplace Transform of $R_{1} \operatorname{Cos}_{q . v}(a, k, t)$ ..... 90
6.5.2 Laplace Transform of $R_{1} \operatorname{Sin}_{q . v}(a, k, t)$ ..... 91
6.6 Complexity-Based $R_{1}$-Trigonometric Functions ..... 92
6.7 Fractional Differential Equations ..... 94
7 The $R_{2}$-Fractional Trigonometry ..... 97
7.1 $\quad R_{2}$-Trigonometric Functions: Based on Real and Imaginary Parts ..... 97
7.2 $\quad R_{2}$-Trigonometric Functions: Based on Parity ..... 102
7.3 Laplace Transforms of the $R_{2}$-Trigonometric Functions ..... 111
7.3.1 $\quad R_{2} \operatorname{Cos}_{q, v}(a, k, t)$ ..... 111
7.3.2 $\quad R_{2} \operatorname{Sin}_{q, v}(a, k, t)$ ..... 112
7.3.3 $L\left\{R_{2} \operatorname{Cofl}_{q, v}(a, k, t)\right\}$ ..... 113
7.3.4 $L\left\{R_{2}\right.$ Flut $\left._{q, v}(a, k, t)\right\}$ ..... 113
7.3.5 $L\left\{R_{2}\right.$ Covib $\left._{q, v}(a, k, t)\right\}$ ..... 113
7.3.6 $L\left\{R_{2} \operatorname{Vib}_{q, v}(a, k, t)\right\}$ ..... 113
7.4 $\quad R_{2}$-Trigonometric Function Relationships ..... 113
7.4.1 $\quad R_{2} \operatorname{Cos}_{q, v}(a, k, t)$ and $R_{2} \operatorname{Sin}_{q, v}(a, k, t)$ Relationships and Fractional Euler Equation 114
7.4.2 $\quad R_{2} \operatorname{Rot}_{q, v}(a, t)$ and $R_{2} \operatorname{Cor}_{q, v}(a, t)$ Relationships ..... 116
7.4.3 $\quad R_{2} \operatorname{Cofl}_{q, v}(a, t)$ and $R_{2}$ Flut $q_{q, v}(a, t)$ Relationships ..... 116
7.4.4 $\quad R_{2}$ Covib $_{q, v}(a, t)$ and $R_{2} V_{i b}^{q, v}(a, t)$ Relationships ..... 118
7.5 Fractional Calculus Operations on the $R_{2}$-Trigonometric Functions ..... 119
7.5.1 $\quad R_{2} \operatorname{Cos}_{q, v}(a, k, t)$ ..... 119
7.5.2 $\quad R_{2} \operatorname{Sin}_{q, v}(a, k, t)$ ..... 121
7.5.3 $\quad R_{2} \operatorname{Cor}_{q, v}(a, t)$ ..... 122
7.5.4 $\quad R_{2} \operatorname{Rot}_{q, v}(a, t)$ ..... 122
7.5.5 $\quad R_{2}$ Coflut $_{q, v}(a, t)$ ..... 122
7.5.6 $\quad R_{2}$ Flut $_{q, v}(a, k, t)$ ..... 123
7.5.7 $\quad R_{2}$ Covib $_{q, v}(a, k, t)$ ..... 123
7.5.8 $\quad R_{2} V i b_{q, v}(a, k, t)$ ..... 124
7.5.9 Summary of Fractional Calculus Operations on the $R_{2}$-Trigonometric Functions ..... 124
7.6 Inferred Fractional Differential Equations ..... 127
8 The $R_{3}$-Trigonometric Functions ..... 129
8.1 The $R_{3}$-Trigonometric Functions: Based on Complexity ..... 129
8.2 The $R_{3}$-Trigonometric Functions: Based on Parity ..... 134
8.3 Laplace Transforms of the $R_{3}$-Trigonometric Functions ..... 140
8.4 $\quad R_{3}$-Trigonometric Function Relationships ..... 141
8.4.1 $\quad R_{3} \operatorname{Cos}_{q, v}(a, t)$ and $R_{3} \operatorname{Sin}_{q, v}(a, t)$ Relationships and Fractional Euler Equation ..... 142
8.4.2 $\quad R_{3} \operatorname{Rot}_{q, v}(a, t)$ and $R_{3} \operatorname{Cor}_{q, v}(a, t)$ Relationships ..... 143
8.4.3 $\quad R_{3} \operatorname{Cof}_{q, v}(a, t)$ and $R_{3} F l u t_{q, v}(a, t)$ Relationships ..... 144
8.4.4 $\quad R_{3} \operatorname{Covib}_{q, v}(a, t)$ and $R_{3} V i b_{q, v}(a, t)$ Relationships ..... 145
8.5 Fractional Calculus Operations on the $R_{3}$-Trigonometric Functions ..... 146
8.5.1 $\quad R_{3} \operatorname{Cos}_{q, v}(a, k, t)$ ..... 146
8.5.2 $\quad R_{3} \operatorname{Sin}_{q, v}(a, k, t)$ ..... 148
8.5.3 $\quad R_{3} \operatorname{Cor}_{q, v}(a, t)$ ..... 149
8.5.4 $\quad R_{3}$ Rot $_{q, v}(a, t)$ ..... 150
8.5.5 $\quad R_{3}$ Coflut $_{q, v}(a, k, t)$ ..... 150
8.5.6 $\quad R_{3}$ Flut $_{q, v}(a, k, t)$ ..... 152
8.5.7 $\quad R_{3} \operatorname{Covib}_{q, v}(a, k, t)$ ..... 153
8.5.8 $\quad R_{3} V i b_{q, v}(a, k, t)$ ..... 154
8.5.9 Summary of Fractional Calculus Operations on the $R_{3}$-Trigonometric Functions ..... 157
$9 \quad$ The Fractional Meta-Trigonometry ..... 159
9.1 The Fractional Meta-Trigonometric Functions: Based on Complexity ..... 160
9.1.1 Alternate Forms ..... 161
9.1.2 Graphical Presentation-Complexity Functions ..... 161
9.2 The Meta-Fractional Trigonometric Functions: Based on Parity ..... 166
9.3 Commutative Properties of the Complexity and Parity Operations ..... 179
9.3.1 Graphical Presentation - Parity Functions ..... 181
9.4 Laplace Transforms of the Fractional Meta-Trigonometric Functions ..... 188
9.5 $R$-Function Representation of the Fractional Meta-Trigonometric Functions ..... 192
9.6 Fractional Calculus Operations on the Fractional Meta-Trigonometric Functions 195
9.6.1 $\quad \operatorname{Cos}_{q, v}(a, \alpha, \beta, k, t)$ ..... 195
9.6.2 $\quad \operatorname{Sin}_{q, v}(a, \alpha, \beta, k, t)$ ..... 197
9.6.3 $\operatorname{Cor}_{q, v}(a, \alpha, \beta, t)$ ..... 198
9.6.4 $\operatorname{Rot}_{q, v}(a, \alpha, \beta, t)$ ..... 198
9.6.5 Coflut $_{q, v}(a, \alpha, \beta, k, t)$ ..... 199
9.6.6 $\quad$ Flut $_{q, v}(a, \alpha, \beta, k, t)$ ..... 200
9.6.7 $\operatorname{Covib}_{q, v}(a, \alpha, \beta, k, t)$ ..... 202
9.6.8 $\quad \operatorname{Vib}_{q, v}(a, \alpha, \beta, k, t)$ ..... 203
9.6.9 Summary of Fractional Calculus Operations on the Meta-Trigonometric Functions 204
9.7 Special Topics in Fractional Differintegration ..... 206
9.8 Meta-Trigonometric Function Relationships ..... 206
9.8.1 $\operatorname{Cos}_{q, v}(a, \alpha, \beta, t)$ and $\operatorname{Sin}_{q, v}(a, \alpha, \beta, t)$ Relationships ..... 206
9.8.2 $\operatorname{Cor}_{q, v}(a, \alpha, \beta, t)$ and $\operatorname{Rot}_{q, v}(a, \alpha, \beta, t)$ Relationships ..... 207
9.8.3 $\operatorname{Covib}_{q, v}(a, \alpha, \beta, t)$ and $\operatorname{Vib}_{q, v}(a, \alpha, \beta, t)$ Relationships ..... 208
9.8.4 Cof $_{q, v}(a, \alpha, \beta, t)$ and Flut $_{q, v}(a, \alpha, \beta, t)$ Relationships ..... 208
9.8.5 $\operatorname{Cofl}_{q, v}(a, \alpha, \beta, t)$ and $\operatorname{Vib}_{q, v}(a, \alpha, \beta, t)$ Relationships ..... 209
9.8.6 $\operatorname{Cos}_{q, v}(a, \alpha, \beta, t)$ and $\operatorname{Sin}_{q, v}(a, \alpha, \beta, t)$ Relationships to Other Functions ..... 211
9.8.7 Meta-Identities Based on the Integer-order Trigonometric Identities ..... 211
9.8.7.1 The $\cos (-x)=\cos (x)$-Based Identity for $\operatorname{Cos}_{q, v}(a, \alpha, \beta, t)$ ..... 211
9.8.7.2 The $\sin (-x)=-\sin (x)$-Based Identity for $\operatorname{Sin}_{q, v}(a, \alpha, \beta, t)$ ..... 212
9.8.7.3 The $\operatorname{Cos}_{q, v}(a, \alpha, \beta, t) \Leftrightarrow \operatorname{Sin}_{q, v}(a, \alpha, \beta, t)$ Identity ..... 212
9.8.7.4 The $\sin (x)=\sin (x \pm m \pi / 2)$-Based Identity for $\operatorname{Sin}_{q, v}(a, \alpha, \beta, t)$ ..... 213
9.9 Fractional Poles: Structure of the Laplace Transforms ..... 214
9.10 Comments and Issues Relative to the Meta-Trigonometric Functions ..... 214
9.11 Backward Compatibility to Earlier Fractional Trigonometries ..... 215
9.12 Discussion ..... 215
10 The Ratio and Reciprocal Functions ..... 217
10.1 Fractional Complexity Functions ..... 217
10.2 The Parity Reciprocal Functions ..... 219
10.3 The Parity Ratio Functions ..... 221
10.4 $R$-Function Representation of the Fractional Ratio and Reciprocal Functions ..... 225
10.5 Relationships ..... 226
10.6 Discussion ..... 227
11 Further Generalized Fractional Trigonometries ..... 229
11.1 The G-Function-Based Trigonometry ..... 229
11.2 Laplace Transforms for the G-Trigonometric Functions ..... 230
11.3 The $H$-Function-Based Trigonometry ..... 234
11.4 Laplace Transforms for the $H$-Trigonometric Functions ..... 235
Introduction to Applications ..... 241
12 The Solution of Linear Fractional Differential Equations Based on the Fractional Trigonometry ..... 243
12.1 Fractional Differential Equations ..... 243
12.2 Fundamental Fractional Differential Equations of the First Kind ..... 245
12.3 Fundamental Fractional Differential Equations of the Second Kind ..... 246
12.4 Preliminaries-Laplace Transforms ..... 246
12.4.1 Fractional Cosine Function ..... 246
12.4.2 Fractional Sine Function ..... 248
12.4.3 Higher-Order Numerator Dynamics ..... 248
12.4.3.1 Fractional Cosine Function ..... 248
12.4.3.2 Fractional Sine Function ..... 248
12.4.4 Parity Functions-The Flutter Function ..... 249
12.4.5 Additional Transform Pairs ..... 250
12.5 Fractional Differential Equations of Higher Order: Unrepeated Roots ..... 250
12.6 Fractional Differential Equations of Higher Order: Containing Repeated Roots ..... 252
12.6.1 Repeated Real Fractional Roots ..... 252
12.6.2 Repeated Complex Fractional Roots ..... 253
12.7 Fractional Differential Equations Containing Repeated Roots ..... 253
12.8 Fractional Differential Equations of Non-Commensurate Order ..... 254
12.9 Indexed Fractional Differential Equations: Multiple Solutions ..... 255
12.10 Discussion ..... 256
$x$ Contents
13 Fractional Trigonometric Systems ..... 259
13.1 The $R$-Function as a Linear System ..... 259
13.2 $R$-System Time Responses ..... 260
$13.3 \quad R$-Function-Based Frequency Responses ..... 260
13.4 Meta-Trigonometric Function-Based Frequency Responses ..... 261
13.5 Fractional Meta-Trigonometry ..... 264
13.6 Elementary Fractional Transfer Functions ..... 266
13.7 Stability Theorem ..... 266
13.8 Stability of Elementary Fractional Transfer Functions ..... 267
13.9 Insights into the Behavior of the Fractional Meta-Trigonometric Functions ..... 268
13.9.1 Complexity Function Stability ..... 268
13.9.2 Parity Function Stability ..... 269
13.10 Discussion ..... 270
14 Numerical Issues and Approximations in the Fractional Trigonometry ..... 271
14.1 $R$-Function Convergence ..... 271
14.2 The Meta-Trigonometric Function Convergence ..... 272
14.3 Uniform Convergence ..... 273
14.4 Numerical Issues in the Fractional Trigonometry ..... 274
14.5 The $R_{2} \operatorname{Cos}$ - and $R_{2} \operatorname{Sin}$-Function Asymptotic Behavior ..... 275
14.6 $R$-Function Approximations ..... 276
14.7 The Near-Order Effect ..... 279
14.8 High-Precision Software ..... 281
15 The Fractional Spiral Functions: Further Characterization of the Fractional Trigonometry ..... 283
15.1 The Fractional Spiral Functions ..... 283
15.2 Analysis of Spirals ..... 288
15.2.1 Descriptions of Spirals ..... 288
15.2.1.1 Polar Description ..... 289
15.2.1.2 Parametric Description ..... 290
15.2.1.3 Definitions ..... 293
15.2.1.4 Alternate Definitions ..... 294
15.2.1.5 Examples ..... 294
15.2.2 Spiral Length and Growth/Decay Rates ..... 294
15.2.2.1 Spiral Length ..... 294
15.2.2.2 Spiral Growth Rates for ccw Spirals ..... 295
15.2.2.3 Component Growth Rates ..... 296
15.2.3 Scaling of Spirals ..... 296
15.2.3.1 Uniform Rectangular Scaling ..... 297
15.2.3.2 Nonuniform Rectangular Scaling ..... 297
15.2.3.3 Polar Scaling ..... 298
15.2.3.4 Radial Scaling ..... 298
15.2.3.5 Angular Scaling ..... 298
15.2.4 Spiral Velocities ..... 299
15.2.5 Referenced Spirals: Retardation ..... 301
15.3 Relation to the Classical Spirals ..... 303
15.3.1 Classical Spirals ..... 303
15.4 Discussion ..... 307
16 Fractional Oscillators ..... 309
16.1 The Space of Linear Fractional Oscillators ..... 309
16.1.1 Complexity Function-Based Oscillators ..... 310
16.1.2 Parity Function-Based Oscillators ..... 311
16.1.3 Intrinsic Oscillator Damping ..... 312
16.2 Coupled Fractional Oscillators ..... 314
17 Shell Morphology and Growth ..... 317
17.1 Nautilus pompilius ..... 317
17.1.1 Introduction ..... 317
17.1.2 Nautilus Morphology ..... 318
17.1.2.1 Fractional Differential Equations ..... 323
17.1.3 Spiral Length ..... 325
17.1.4 Morphology of the Siphuncle Spiral ..... 325
17.1.5 Fractional Growth Rate ..... 325
17.1.6 Nautilus Study Summary ..... 328
17.2 Shell 5 ..... 329
17.3 Shell 6 ..... 330
17.4 Shell 7 ..... 332
17.5 Shell 8 ..... 332
17.6 Shell 9 ..... 336
17.7 Shell 10 ..... 336
17.8 Ammonite ..... 339
17.9 Discussion ..... 340
18 Mathematical Classification of the Spiral and Ring Galaxy Morphologies ..... 341
18.1 Introduction ..... 341
18.2 Background-Fractional Spirals for Galactic Classification ..... 342
18.3 Classification Process ..... 347
18.3.1 Symmetry Assumption ..... 347
18.3.2 Galaxy Image to Spiral or Spiral to Galaxy Image ..... 347
18.3.3 Inclination ..... 347
18.3.4 Data Presentation ..... 348
18.4 Mathematical Classification of Selected Galaxies ..... 350
18.4.1 NGC 4314 SB(rs)a ..... 350
18.4.2 NGC 1365 SBb/SBc/SB(s)b/SBb(s) ..... 350
18.4.3 M95 SB(r)b/SBb(r)/SBa/SBb ..... 350
18.4.4 NGC $2997 \mathrm{Sc} / \mathrm{SAB}(\mathrm{rs}) \mathrm{c} / \mathrm{Sc}(\mathrm{s})$ ..... 353
18.4.5 NGC 4622 ( $\mathrm{R}^{\prime}$ )SA(r) a pec/Sb ..... 353
18.4.6 M 66 or NGC $3627 \mathrm{SAB}(\mathrm{s}) \mathrm{b} / \mathrm{Sb}(\mathrm{s}) / \mathrm{Sb}$ ..... 353
18.4.7 NGC $4535 \mathrm{SAB}(\mathrm{s}) \mathrm{c} / \mathrm{SB}(\mathrm{s}) \mathrm{c} / \mathrm{Sc} / \mathrm{SBc}$ ..... 355
18.4.8 NGC $1300 \mathrm{SBc} / \mathrm{SBb}(\mathrm{s}) / \mathrm{SB}(\mathrm{rs}) \mathrm{bc}$ ..... 355
18.4.9 Hoag's Object ..... 358
18.4.10 M $51 \mathrm{Sa}+\mathrm{Sc}$ ..... 358
18.4.11 AM 0644-741 Sc/Strongly peculiar/ ..... 359
18.4.12 ESO 269-G57 (R')SAB(r)ab/Sa(r) ..... 360
18.4.13 NGC $1313 \mathrm{SBc} / \mathrm{SB}(\mathrm{s}) \mathrm{d} / \mathrm{SB}(\mathrm{s}) \mathrm{d}$ ..... 362
18.4.14 Carbon Star 3068 ..... 362
18.5 Analysis ..... 362
18.5.1 Fractional Differential Equations ..... 366
18.5.2 Alternate Classification Basis ..... 366
18.6 Discussion ..... 367
18.6.1 Benefits ..... 368
18.7 Appendix: Carbon Star ..... 370
18.7.1 Carbon Star AFGL 3068 (IRAS 23166 + 1655) ..... 370
19 Hurricanes, Tornados, and Whirlpools ..... 371
19.1 Hurricane Cloud Patterns ..... 371
19.1.1 Hurricane Fran ..... 371
19.1.2 Hurricane Isabel ..... 371
19.2 Tornado Classification ..... 373
19.2.1 The $k$ Index ..... 374
19.2.2 Tornado Morphology Animation ..... 374
19.2.3 Tornado Morphology Classification ..... 375
19.3 Low-Pressure Cloud Pattern ..... 375
19.4 Whirlpool ..... 375
19.5 Order in Physical Systems ..... 379
20 A Look Forward ..... 381
20.1 Properties of the $R$-Function ..... 382
20.2 Inverse Functions ..... 382
20.3 The Generalized Fractional Trigonometries ..... 384
20.4 Extensions to Negative Time, Complementary Trigonometries, and Complex Arguments ..... 384
20.5 Applications: Fractional Field Equations ..... 385
20.6 Fractional Spiral and Nonspiral Properties ..... 387
20.7 Numerical Improvements for Evaluation to Larger Values of $a t^{q}$ ..... 387
20.8 Epilog ..... 388
A Related Works ..... 389
A. 1 Introduction ..... 389
A. 2 Miller and Ross ..... 389
A. 3 West, Bologna, and Grigolini ..... 390
A. 4 Mittag-Leffler-Based Fractional Trigonometric Functions ..... 390
A. 5 Relationship to Current Work ..... 391
B Computer Code ..... 393
B. 1 Introduction ..... 393
B. $2 \quad$ Matlab ${ }^{\circledR} R$-Function ..... 393
B. 3 Matlab ${ }^{\circledR} R$-Function Evaluation Program ..... 394
B. 4 Matlab ${ }^{\circledR}$ Meta-Cosine Function ..... 395
B. $5 \quad$ Matlab ${ }^{\circledR}$ Cosine Evaluation Program ..... 395
B. 6 Maple ${ }^{\circledR} 10$ Program Calculates Phase Plane Plot for Fractional Sine versus Cosine ..... 396
C Tornado Simulation ..... 399
D Special Topics in Fractional Differintegration ..... 401
D. 1 Introduction ..... 401
D. 2 Fractional Integration of the Segmented $t^{p}$-Function ..... 401
D. 3 Fractional Differentiation of the Segmented $t^{p}$-Function ..... 404
D. 4 Fractional Integration of Segmented Fractional Trigonometric Functions ..... 406
D. 5 Fractional Differentiation of Segmented Fractional Trigonometric Functions ..... 408
E Alternate Forms ..... 413
E. 1 Introduction ..... 413
E. 2 Reduced Variable Summation Forms ..... 414
E. 3 Natural Quency Simplification ..... 415
References ..... 417
Index ..... 425

## Preface

There has been a strong resurgence of interest in the fractional calculus over the last two or three decades. This expansion of the classical calculus to derivatives and integrals of fractional order has given rise to the hope of a new understanding of the behavior of the physical world. The hope is that problems that have resisted solution by the integer-order calculus will yield to this greatly expanded capability. As a result of our work in the fractional calculus, and more particularly, in functions for the solutions of fractional differential equations, an interest was fostered in the behavior of generalized exponential functions for this application. Our work with the fundamental fractional differential equation had developed a function we named the $F$-function. This function, which had previously been mentioned in a footnote by Oldham and Spanier, acts as the fractional exponential function. It was a natural step from there to an interest in a fractional trigonometry. At that time, only a few pages of work were available in the literature and were based on the Mittag-Leffler function. These are shown in Appendix A.
This book brings together our research in this area over the past 15 years and adds much new unpublished material.

The classical trigonometry plays a very important role relative to the integer-order calculus; that is, it, together with the common exponential function, provides solutions for linear differential equations. We will find that the fractional trigonometry plays an analogous role relative to the fractional calculus by providing solutions to linear fractional differential equations. The importance of the classical trigonometry goes far beyond the solutions of triangles. Its use in Fourier integrals, Fourier series, signal processing, harmonic analysis, and more provided great motivation for the development of a fractional trigonometry to expand application to the fractional calculus domain.

Because we are engineers, this book has been written in the style of the engineering mathematical books rather than the more rigorous and compact style of definition, theorem, and proof, found in most mathematical texts. We, of course, have made every effort to assure the derivations to be correct and are hopeful that the style has made the material accessible to a larger audience. We are also hopeful that this will not detract the interest of the mathematical community in the area since their skills will be needed to develop this important new area. Most of the materials of this book should be accessible to an undergraduate student with a background in Laplace transforms.
After an introductory chapter, which offers a brief insight into the fractional calculus, the book is organized in two major parts. In Chapters 2-11, the definitions and theory of the fractional exponential and the fractional trigonometry are developed. Chapters 12-19 provide insight into various areas of potential application.

Chapter 2 develops the $F$-function from consideration of the fundamental fractional differential equation. It generalizes the common exponential function for application in the fractional calculus. The $F$-function, the fractional eigenfunction, together with its generalization, the
$R$-function (Chapter 3), will later form the theoretical basis of the fractional trigonometry. Properties of these functions are developed in these two chapters. Their relationship to other functions for the fractional calculus is presented. An important characteristic of the $R$-function is that it contains the $F$-function as a special case and also contains its derivatives and integrals. In later chapters, it is shown that many of the newly defined fractional trigonometric functions inherit this important property. Chapter 4 further develops properties of the $R$-function that expose the character of this fractional exponential function.
In Chapter 5, the $R$-function, $R_{q, v}(a, t)$, with real arguments for $a$ and $t$, is used to define the fractional hyperbolic functions. These functions generalize the classical hyperbolic functions. Fractional exponential forms of the hyperbolic functions are derived as well as their Laplace transforms. Furthermore, fractional differintegrals of the functions are determined. An example demonstrates the use of the Laplace transform in the solution of fractional hyperbolic differential equations. The fractional hyperbolic functions are found to be closely related to the $R_{1}$-trigonometric functions defined in Chapter 6.

Chapters 6-8 present three fractional trigonometries. We have tried to make each of these chapters as stand-alone developments, at the expense of minor repetition. Chapter 6 develops the $R_{1}$-trigonometry. It is based on the $R$-function with imaginary parameter $a$, namely $R_{q, v}(i a, t)$. Multiplication of the parameter by $i$ toggles the $R_{1}$-hyperbolic functions to the $R_{1}$-trigonometric functions, and so on.

A fractional trigonometry, the $R_{2}$-trigonometry based on an imaginary time variable, $R_{q, v}(a, i t)$, is developed in Chapter 7. It is found that these functions are characterized by their attraction to circles when plotted in phase plane format.

The obvious extension of these two trigonometries, the $R_{3}$-trigonometry of Chapter 8 , sets both the $a$ parameter and the $t$ variable to be imaginary, $R_{q, v}(i a, i t)$. It was thought at the time that this trigonometry would behave as an hyperbolic analog to the $R_{2}$-trigonometry. However, such simple relationships between the two were not found.

Chapter 9 presents the heart of the fractional trigonometry, namely the fractional meta-trigonometry. Here, both $a$ and $t$ are allowed to be fully complex, by choosing as the basis $R_{q, v}\left(i^{\alpha} a, i^{\beta} t\right)$. This chapter generalizes the results of the previous four chapters. Laplace transforms for the generalized functions are determined along with their fractional differintegrals. Fractional exponential forms for the functions are also determined.
In Chapter 10, the ratio and reciprocal functions associated with the generalized fractional sines and cosines of Chapter 9 , that is, $\operatorname{Sin}_{q, v}(a, \alpha, \beta, k, t)$ and $\operatorname{Cos}_{q, v}(a, \alpha, \beta, k, t)$, as well as the generalized parity functions are considered. The parity functions represent a new set of fractional trigonometric functions with no counterpart in the classical trigonometry. Because of the large number of possible ratio and reciprocal functions, the treatment in this chapter is cursory.

Because of the newness of this material, we have tried to be generous with the graphic forms of the functions. In spite of this attitude, we have found that because of different behavior over various domains of the functions and the number of parameters in the functions that complete coverage in this regard to be impossible and the reader is encouraged to program some of the functions and to experiment for themselves.

In Chapter 3, two new functions, the $G$ - and $H$-functions, are introduced. These functions are generalizations of the $R$-function with multiple real and complex roots in the denominators of their Laplace transforms. Because of the great generality of these functions, consideration of these functions as the basis for further generalization of the fractional trigonometry is discussed in Chapter 11. In Chapter 12, these functions are needed for the solution of linear fractional differential equations with repeated roots.

Part II of the book is largely dedicated to applications and potential application of the fractional trigonometry.

The most important application is the use of the fractional trigonometry for the solution of linear constant-coefficient commensurate-order fractional differential equations. In Chapter 12 , specialized Laplace transforms for the meta-trigonometric functions are developed and applied to the solution of these linear fractional differential equations. Examples showing the solution of fractional differential equations with unrepeated roots and with repeated real and complex roots are given.

Chapter 13 studies the time- and frequency-domain responses for linear fractional systems based on the $R$-function and the meta-trigonometric functions. The stability of the basic fractional elements is also considered.
Unlike the classical trigonometric functions, the fractional counterparts do not generally share the periodicity property. As a practical result, we are limited to evaluation of the defining infinite series for function evaluation. This presents numerical difficulties as the time and/or order variables increase. Chapter 14 discusses this problem and establishes series convergence.

Phase plane plots of pairs of the fractional trigonometric functions define a new and unique family of spirals, the fractional spirals. Chapter 15 studies these spirals and their relationship to some of the classical spirals.

Linear oscillators are often used in the study of ordinary differential equations and in the modeling of physical systems. Chapter 16 identifies those linear fractional trigonometric oscillators that are neutrally stable. This chapter also explores possible application of coupled fractional trigonometric oscillators.

Chapters 17-19 study the possible application of the fractional spirals and thus the fractional trigonometry and fractional differential equations. The potential applications include sea shell growth and morphology, mathematical classification of spiral galaxy morphology, and various weather phenomena such as hurricanes and tornados.
Finally, Chapter 20 looks at some of the many remaining challenges and opportunities relative to the fractional exponential function and the fractional trigonometry, in particular, the need for a fractional field equation as it relates to spatial fractional spiral morphology.

For the professional with a background in the fractional calculus, a quick coverage of the essence of the book may be had from Chapters 2, 3, 9, and 12, with selected attention to the applications of interest contained in Chapters 15-19.
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## 1

## Introduction

The ongoing development of the fractional calculus and the related development of fractional differential equations have created new opportunities and new challenges. The need for a generalized exponential function applicable to fractional-order differential equations has given rise to new functions. In the traditional integer-order calculus, the role of the exponential function and the trigonometric functions is central to the solution of linear ordinary differential equations. Such a supporting structure is also needed for the fractional calculus and fractional differential equations.

The purpose of this book is the development of the fractional trigonometries and hyperboletries that generalize the traditional trigonometric and hyperbolic functions based on generalizations of the common exponential function. The fundamental idea is that through the development of the fractional calculus, which generalizes the integer-order calculus, generalizations of the exponential function have been developed. The exponential function in the integer-order calculus provides the basis for the solution of linear fractional differential equations. Also, it may be thought of as the basis of the trigonometry.
A high-level summary of the flow of the development of the book is given in Figure 1.1. The generalized exponential functions that we use, the $F$-function and the $R$-function, are fractional eigenfunctions; that is, they return themselves on fractional differintegration. The $F$-function is the solution to the fundamental fractional differential equation

$$
{ }_{0} d_{t}^{q} x(t)+a x(t)=\delta(t)
$$

when driven by a unit impulse. The $R$-function, $R_{q, v}(a, t)$, generalizes the $F$-function by including its integrals and derivatives as well. First, we show that these functions provide solutions to the fundamental fractional-order differential equation. Then, we explore the properties of the generalized exponential functions and develop some properties of the functions that will aid in the development and understanding of the fractional trigonometries and hyperboletries. This development follows a few mathematical preliminaries.

The $R_{1}, R_{2}$, and $R_{3}$ trigonometries along with the $R_{1}$ hyperboletry are developed by replacing $a$ and $t$ in the $R$-function with various combinations of real and purely imaginary variables. Based on the newly defined functions, a variety of basic properties and identities are determined. Furthermore, the Laplace transforms of the functions are determined and the fractional derivatives and fractional integrals of the functions elucidated.
The following chapters develop an overarching fractional trigonometry called the fractional meta-trigonometry that contains all of the fractional trigonometries shown in Figure 1.1 and infinitely many more. This is accomplished by replacing $a$ and $t$ in the $R$-function with general complex variables. We find that the fractional trigonometric functions lead to a generalization
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Figure 1.1 Overview of the development of the fractional trigonometry and its applications.
of the circular functions, which we have called the fractional spiral functions. These functions appear to model various natural phenomena, and preliminary applications of these functions to the properties of fractional oscillators, sea shells, galaxies, and more are explored. An important aspect of this modeling is that we can infer from the spiral functions the underlying fractional differential equations describing the phenomena, which is demonstrated. More importantly, the new fractional functions provide the solutions to classes of linear fractional differential equations.

### 1.1 Background

Because of the close association of the fractional calculus and the fractional trigonometry to be developed, we present here a brief introduction to the concepts of the fractional calculus for the reader who is unfamiliar with the area.
Several important textbooks have been written that are extremely helpful to someone entering the field. Perhaps the most useful from the engineering and scientific viewpoint, are the textbooks by Oldham and Spanier, "The Fractional Calculus" [104], and by Igor Podluby entitled "Fractional Differential Equations" [109]. A more mathematically oriented treatment is given
in the book by Miller and Ross [95]. An encyclopedic reference volume written by Samko et al. [114] has also been published. Furthermore, a very good engineering book has been written by Oustaloup [105] and is available in French and Bush [19].
There are a growing number of physical systems whose behavior can be compactly described using fractional differential equations theory. Areas include long lines, electrochemical processes, diffusion, dielectric polarization, noise, viscoelasticity, chaos, creep, rheology, capacitors, batteries, heat conduction, percolation, cylindrical waves, cylindrical diffusion, water through a weir notch, Boussinesq shallow water waves, financial systems, biological systems, semiconductors, control systems, electrical machinery, and more.

### 1.2 The Fractional Integral and Derivative

The first question we need to address is "just what is a fractional derivative?" There are two separate but equivalent definitions of the fractional differintegral (Oldham and Spanier [104]), known as the Grünwald definition and the Riemann-Liouville definition. We present the Grünwald definition first, as it most recognizably generalizes the standard calculus. We then follow with the Riemann-Liouville definition as it is most easily used in practice.

### 1.2.1 Grünwald Definition

The Grünwald definition of the fractional-order differintegral is essentially a generalization of the derivative definition that most of us learned in introductory calculus, namely

$$
\begin{equation*}
\left.\frac{d^{q} f(t)}{[d(t-a)]^{q}}\right|_{G R U N} \equiv \lim _{N \rightarrow \infty} \frac{\left(\frac{t-a}{N}\right)^{-q}}{\Gamma(-q)} \sum_{j=0}^{N-1} \frac{\Gamma(j-q)}{\Gamma(j+1)} f\left(t-j\left(\frac{t-a}{N}\right)\right), \tag{1.1}
\end{equation*}
$$

or in a slightly more familiar form

$$
\begin{equation*}
\left.\frac{d^{q} f(t)}{[d(t-a)]^{q}}\right|_{G R U N} \equiv \lim _{N \rightarrow \infty} \sum_{j=0}^{N-1} b_{j}(q) \frac{f\left(t-j \Delta t_{N}\right)}{\left(\Delta t_{N}\right)^{q}} \tag{1.2}
\end{equation*}
$$

where

$$
\Delta t_{N}=\frac{t-a}{N}, \quad b_{j}(q)=\frac{\Gamma(j-q)}{\Gamma(-q) \Gamma(j+1)} .
$$

In this definition, $q$ is not limited to the integers and may be any real or complex number, and $a$ is the starting time of the fractional differintegration, not to be confused with $a$ in the differential equation in the introduction. Also, $q>0$ defines differentiation, and $q<0$ integration. Furthermore, $\Gamma(\circ)$ is the gamma function, or the generalized factorial function. It basically acts as a calibration constant here to properly interpolate the operators for values of $q$ between the integers. In terms of notation, Oldham and Spanier [104] provide a development of equation (1.2) and generalize the fractional differintegral as

$$
\begin{equation*}
\frac{d^{q} x(t)}{[d(t-a)]^{q}}, \tag{1.3}
\end{equation*}
$$

where it should be noticed that the differential in the denominator starts at some time $a$, and ends at a final time $t$. Thus, we see that the fractional derivative is defined on an interval and is no longer a local operator except for integer orders. Interestingly, the gamma functions force the series to terminate with a finite number of terms whenever $q$ is any integer greater than or
equal to zero, which represent the usual integer-order derivatives. When $q$ is a negative integer, this series also contains the single and multiple integrals as well (which have always had infinite memory). The important aspect to be recognized is that there exists an uncountable infinity of fractional derivatives and integrals between the integers. The Grünwald definition is also equivalent to the more often used Riemann-Liouville definition, which is discussed in the following section.

### 1.2.2 Riemann-Liouville Definition

The Riemann-Liouville definition is easiest to present for fractional integrals first, and then generalize that to the fractional derivatives. The $q$ th-order integral is defined as (see, e.g., Oldham and Spanier [104], Podlubny [109])

$$
\begin{equation*}
{ }_{a} d_{t}^{-q} x(t) \equiv \frac{d^{-q} x(t)}{[d(t-a)]^{-q}} \equiv \int_{a}^{t} \frac{(t-\tau)^{q-1}}{\Gamma(q)} x(\tau) d \tau, \quad t \geq a, \tag{1.4}
\end{equation*}
$$

It is important to note that this is the key definition of the fractional integral and is used by most investigators. Miller and Ross [95] provide four separate developments of this important equation. It can be shown that whenever $q$ is a positive integer, this equation becomes a standard integer-order multiple integral. The Riemann-Liouville fractional derivative is defined as the integer-order derivative of a fractional integral

$$
\begin{equation*}
{ }_{a} d_{t}^{q} x(t) \equiv \frac{d^{m}}{d t^{m}}\left({ }_{a} d_{t}^{q-m} x(t)\right), \quad t \geq a \tag{1.5}
\end{equation*}
$$

where $m$ is typically chosen as the smallest integer such that $q-m$ is negative, and the integer-order derivatives are those as defined in the traditional calculus. These equations define the uninitialized fractional integral and derivative.
For most engineering problems, system components, by virtue of their histories, are placed into some initial configuration or are initialized. Using mechanical systems as an example, the initial conditions are often mass positions and velocities at time zero. Fractional-order components, however, require a time-varying initialization Lorenzo [77] and Hartley [85], as they inherently have a fading infinite memory. Considering the aforementioned fractional-order integral, we assume that the fractional-order integration was started in the past, beginning at some time $a$, while the given problem begins at time $c>a$, where $c$ is usually taken to be zero. Consider two fractional integrals of the same order acting on $x(t)$, where $x(t)$ and all of its derivatives are zero for all $t<a$. If the integral starting at $c$ is to continue the integral starting at $a$, we must add an initialization $\psi$, thus

$$
\begin{align*}
{ }_{a} d_{t}^{-q} x(t) & ={ }_{c} d_{t}^{-q} x(t)+\psi \Rightarrow \int_{a}^{t} \frac{(t-\tau)^{q-1}}{\Gamma(q)} x(\tau) d \tau \\
& =\int_{c}^{t} \frac{(t-\tau)^{q-1}}{\Gamma(q)} x(\tau) d \tau+\psi, \quad t \geq c, \quad q>0 \tag{1.6}
\end{align*}
$$

therefore

$$
\begin{equation*}
\psi=\int_{a}^{t} \frac{(t-\tau)^{q-1}}{\Gamma(q)} x(\tau) d \tau-\int_{c}^{t} \frac{(t-\tau)^{q-1}}{\Gamma(q)} x(\tau) d \tau=\int_{a}^{c} \frac{(t-\tau)^{q-1}}{\Gamma(q)} x(\tau) d \tau, \quad t \geq c, q>0 \tag{1.7}
\end{equation*}
$$

clearly a time-varying function. This term represents the historical effect (Lorenzo and Hartley $[68,71])$ or the initialization required for the fractional integral. The initialized fractional-order integration operator then is defined as

$$
\begin{equation*}
{ }_{c} D_{t}^{-q} x(t) \equiv{ }_{c} d_{t}^{-q} x(t)+\psi\left(x_{i},-q, a, c, t\right), \quad t \geq c \tag{1.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi\left(x_{i},-q, a, c, t\right) \equiv \int_{a}^{c} \frac{(t-\tau)^{q-1}}{\Gamma(q)} x_{i}(\tau) d \tau, \quad t \geq c \tag{1.9}
\end{equation*}
$$

$\psi\left(x_{i},-q, a, c, t\right)$ is called the initialization function and is generally a time-varying function that must be added to the fractional-order operator to account for the effects of the past. This is a generalization of the constant of integration that is usually added to the normal order-one integral. The subscript $i$ is appended to $x$ to indicate that $x_{i}$ is not necessarily the same as $x$. Clearly then, ${ }_{c} D_{t}^{-q} x(t)={ }_{a} d_{t}^{-q} x(t), \quad t \geq c$. The initialization function is a time-varying function and is required to properly bring the historical effects of the fractional-order integral into the future. Similar considerations also apply for fractional-order derivatives [68, 71], that is, for any real value of $q$. Again, for convenience, $c=0$ is typically chosen.

### 1.2.3 The Nature of the Fractional-Order Operator

The important properties of integer-order integration and differentiation have been shown to hold for initialized fractional-order operators (Lorenzo and Hartley [68] and [71]), including linearity and the index law. Physical insight into the nature of the fractional operators may be found in Hartley and Lorenzo [44, 47]. The fractional differintegral operator is a linear operator, and all the properties associated with linear operators hold for them. Also of considerable importance is the index law; that is, ${ }_{a} d_{t}^{u+v} x(t)={ }_{a} d_{t a}^{u} d_{t}^{v} x(t)$. The index law essentially allows us to state, for example, that the half-derivative of the half-derivative of a function is the same as the first-derivative of that function.

Laplace transforms are standard tools for integer-order operators and can still be readily used for fractional-order operators. In this regard, the Laplace transform of the initialized fractional-order differintegral is shown in Lorenzo and Hartley [68, 71] to be

$$
\begin{equation*}
L\left\{{ }_{0} D_{t}^{q} x(t)\right\}=L\left\{{ }_{0} d_{t}^{q} x(t)+\psi(x, q, a, 0, t)\right\}=s^{q} X(s)+L\{\psi(x, q, a, 0, t)\} \quad \text { for all real } q . \tag{1.10}
\end{equation*}
$$

It is important to note that $L\left\{{ }_{0} d_{t}^{q} x(t)\right\}=s^{q} X(s)$, for all $q$, as this is the generalization of the derivative rule for the integer-order situation. Also, note that $L^{-1}\left\{s^{-q}\right\}=t^{q-1} / \Gamma(q), q>0$, which leads directly to the Riemann-Liouville definition via convolution

$$
\begin{equation*}
{ }_{0} d_{t}^{-q} x(t) \Leftrightarrow s^{-q} X(s) \Leftrightarrow \int_{0}^{t} \frac{(t)^{q-1}}{\Gamma(q)} x(t-\tau) d \tau=\int_{0}^{t} \frac{(t-\tau)^{q-1}}{\Gamma(q)} x(\tau) d \tau . \tag{1.11}
\end{equation*}
$$

The Laplace transform for the fractional integral is given [78] as

$$
\begin{align*}
L\left\{{ }_{0} D_{t}^{-q} h(t)\right\} & =L\left\{{ }_{0} d_{t}^{-q} f(t)\right\}+L\left\{\psi\left(f_{i},-q,-a, 0, t\right)\right\} \\
& =\frac{1}{s^{q}} L\{f(t)\}+\frac{1}{s^{q} \Gamma(q)} \int_{-a}^{0} e^{-\tau s} \Gamma(q+1,-\tau s) f_{i}(\tau) d \tau . \quad q \geq 0, \tag{1.12}
\end{align*}
$$

where $q \geq 0$ and

$$
h(t)= \begin{cases}f_{i}(t) & -a<t \leq 0 \\ f(t) & 0<t\end{cases}
$$

and where $f_{i}$ may differ from $f$ during the initialization period. More detailed forms are presented in Ref. [78].
The transform for the fractional derivative of order $u$, where $u=n-q$, is given by

$$
\begin{equation*}
L\left\{{ }_{0} D_{t}^{u} f(t)\right\}=s^{n-q} L\{f(t)\}-\left.\sum_{j=0}^{n-1} s^{n-1-j} \psi^{(j)}\left(f_{i},-q,-a, 0, t\right)\right|_{t=0+}+s^{n} L\left\{\psi\left(f_{i},-q,-a, 0, t\right)\right\}, \tag{1.13}
\end{equation*}
$$

where $u=n-q \geq 0, n=1,2,3, \ldots, q \geq 0, f_{i}(t)=0, \forall t<-a$, and

$$
\begin{align*}
s^{n} L\left\{\psi\left(f_{i},-q,-a, 0, t\right)\right\} & =\frac{s^{n-q-1}}{\Gamma(q+1)}\left[e^{a s} \Gamma(q+1, a s) f_{i}(-a)-\Gamma(q+1) f_{i}(0)\right. \\
& \left.+\int_{-a}^{0} e^{-\tau s} \Gamma(q+1,-\tau s) f_{i}^{\prime}(\tau) d \tau\right] \tag{1.14}
\end{align*}
$$

In this relationship, $\psi\left(f_{i},-q,-a, 0, t\right)$ is the initialization function for the fractional integral part of the operator. An alternative form of equation (1.14) where the integration is based on $f_{i}(t)$ rather than $f_{i}^{\prime}(t)$ is given by

$$
\begin{equation*}
L\left\{{ }_{0} D_{t}^{u} f(t)\right\}=s^{n-q} L\{f(t)\}-\left.\sum_{j=0}^{n-1} s^{n-1-j} \psi^{(j)}\left(f_{i},-q,-a, 0, t\right)\right|_{t=0+}+\frac{s^{n-q}}{\Gamma(q)} \int_{-a}^{0} e^{-\tau s} \Gamma(q,-\tau s) f_{i}(\tau) d \tau \tag{1.15}
\end{equation*}
$$

where $u=n-q \geq 0, \quad n=1,2,3, \ldots, \quad q \geq 0, f_{i}(t)=0, \quad \forall t<-a$.
These forms simplify for constant initialization [78], that is, when $f_{\mathrm{i}}=$ constant $=b$,

$$
\begin{gather*}
L\left\{{ }_{0} D_{t}^{u} f(t)\right\}=s^{n-q} L\{f(t)\}+b s^{n-q-1}\left[\frac{e^{a s} \Gamma(q-n+1, a s)}{\Gamma(q-n+1)}-1\right], \\
q \text { not integer, } \quad 0 \leq u=(n-q) \leq n, \quad n=1,2,3, \ldots \tag{1.16}
\end{gather*}
$$

### 1.3 The Traditional Trigonometry

The application of the traditional integer-order trigonometry to analysis as well as engineering and science goes well beyond the calculation of triangles and triangulation. The applications include Fourier analysis, spectral analysis, solutions to ordinary and partial differential equations, and more. The trigonometric functions are found in nearly every branch of mathematics. The traditional trigonometry was originated for the solution of plane triangles. However, an additional way of interpreting the integer-order trigonometry is based on its relationship to the exponential function. The connections between the trigonometric functions and the exponential functions are very close. These relationships center on the Euler equation; that is, for $z=x+i y$

$$
\begin{equation*}
e^{z}=e^{x} e^{i y}=e^{x}(\cos y+i \sin y), \tag{1.17}
\end{equation*}
$$

as well as the definitions

$$
\begin{equation*}
\cos (t) \equiv \frac{e^{i t}+e^{-i t}}{2}=\sum_{n=0}^{\infty} \frac{(-1)^{n} t^{2 n}}{(2 n)!} \tag{1.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\sin (t) \equiv \frac{e^{i t}-e^{-i t}}{2 i}=\sum_{n=0}^{\infty} \frac{(-1)^{n} t^{2 n+1}}{(2 n+1)!} \tag{1.19}
\end{equation*}
$$

for the sine and cosine functions. In fact, the exponential and trigonometric functions are fundamental to complex numbers and complex computation.

The hyperbolic functions are also based on the exponential function; these are given in the following relationships:

$$
\begin{equation*}
\cosh (t) \equiv \frac{e^{t}+e^{-t}}{2}=\sum_{n=0}^{\infty} \frac{t^{2 n}}{(2 n)!} \tag{1.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\sinh (t) \equiv \frac{e^{t}-e^{-t}}{2}=\sum_{n=0}^{\infty} \frac{t^{2 n+1}}{(2 n+1)!} \tag{1.21}
\end{equation*}
$$

The development of the fractional calculus has involved new functions that generalized the common exponential function. These functions allow the opportunity to generalize both the hyperbolic functions and the trigonometric functions to "fractional" or "generalized" versions. Two of these functions, to be detailed later in the book, are the $F$-function (Hartley and Lorenzo [45]), which is the solution of the fundamental fractional differential equation

$$
\begin{equation*}
{ }_{c} D_{t}^{q} x(t)=-a x(t)+b u(t) \tag{1.22}
\end{equation*}
$$

and its generalization, the $R$-function (Lorenzo and Hartley [69, 70]). They are defined as

$$
\begin{equation*}
F_{q}(a, t) \equiv \sum_{n=0}^{\infty} \frac{a^{n} t^{(n+1) q-1}}{\Gamma((n+1) q)}, \quad t>0 \tag{1.23}
\end{equation*}
$$

and its $\nu$ th differintegral

$$
\begin{equation*}
R_{q, v}(a, t) \equiv \sum_{n=0}^{\infty} \frac{a^{n} t^{(n+1) q-1-v}}{\Gamma((n+1) q-v)}, \quad t>0 \tag{1.24}
\end{equation*}
$$

The Laplace transforms of these functions are determined in Ref. [69] as

$$
\begin{equation*}
L\left\{F_{q}(a, t)\right\}=\frac{1}{s^{q}-a} \quad \text { and } \quad L\left\{R_{q, v}(a, t)\right\}=\frac{s^{v}}{s^{q}-a}, \quad \operatorname{Re}(q-v) \geq 0 \tag{1.25}
\end{equation*}
$$

It can be seen from the series definitions of these functions that they contain the exponential function

$$
\begin{equation*}
e^{a t}=1+a t+\frac{(a t)^{2}}{2!}+\frac{(a t)^{3}}{3!}+\cdots=\sum_{0}^{\infty} \frac{(a t)^{n}}{\Gamma(n+1)} \tag{1.26}
\end{equation*}
$$

as the $q=1, v=0$ special case. This result and the fact that the $F$ - and $R$-functions are eigenfunctions for the $q$ th-order derivative are powerful drivers toward a new generalized trigonometry based on the fractional (or generalized) exponential function, that is, the $F$ - or the $R$-function. The expectation and hope is that such a trigonometry will lead also to new generalizations of all the products of the integer-order trigonometry, a situation that will be broadly useful. These expectations and more derive from the usefulness of the ordinary trigonometry.

It is well known, and follows from equation (1.26), that

$$
\begin{align*}
& e^{i t}=1+i t+\frac{(i t)^{2}}{2!}+\frac{(i t)^{3}}{3!}+\frac{(i t)^{4}}{4!}+\cdots  \tag{1.27}\\
& e^{i t}=\left\{1-\frac{t^{2}}{2!}+\frac{t^{4}}{4!}-\frac{t^{6}}{6!}+\cdots\right\}+i\left\{t-\frac{t^{3}}{3!}+\frac{t^{5}}{5!}-\cdots\right\} \tag{1.28}
\end{align*}
$$

These series are, of course, recognized as representing the circular functions giving the well-known Euler equation

$$
\begin{equation*}
e^{i t}=\cos (t)+i \sin (t) \tag{1.29}
\end{equation*}
$$

It is important to note that $\cos (t)$ is a summation of terms that are simultaneously both the real part of $e^{i t}$ and are even powers of $t$. Also, that $\sin (t)$ is a summation of terms that are simultaneously both the imaginary part of $e^{i t}$ and are odd powers of $t$. This observation will prove important in the development to follow. Not all of the new fractional trigonometric functions will share this property.

The $R$-function, since it includes within it the fractional differintegrals of the $F$-function, and is a representation of the fractional eigenfunction, is used as the generalizing basis of the exponential function. Based on the $R$-function, parallels with the integer-order trigonometry are used to generate related fractional trigonometries. The properties of these new trigonometries and identities flowing from the definitions are then developed.

The trigonometries derived from these generalizations will be jointly termed "The Fractional Trigonometry." The definitions for the fractional trigonometries can be based on several different parallels between various properties of the integer-order trigonometry and the proposed fractional-order trigonometries. For example, parallels based on equations (1.17)-(1.19) each provide a basis for definitions. Laplace transforms of the new functions are determined. Fractional differential equations for which the functions are solutions and various intra- and interrelationships of the new trigonometric functions are studied.

### 1.4 Previous Efforts

There have been previous definitions offered for fractional trigonometric functions. These efforts, each amounting to a page or so of definitions, have been based on the Mittag-Leffler function and are discussed in Appendix A. In all cases, the definitions are subsets of those to be presented here.

### 1.5 Expectations of a Generalized Trigonometry and Hyperboletry

There are some characteristics that a generalized trigonometry should have and additional characteristics that may be desirable. We require that any fractional trigonometry should
contain the traditional, integer-order, plane trigonometry as a special case, have an eigenfunction basis, exhibit series compatibility between defined functions and generalized exponentials, and form a basis for the solution of fractional-order linear differential equations.

These requirements are essentially self-explanatory. The first requires backward compatibility to the ordinary trigonometry. The second and fourth requirements are a way of saying that the new generalized trigonometry should be closely coupled to the solution of fractional differential equations and that the solutions should be expressible as linear combinations of the functions. The expectation flowing from this is that we expect insight into the solutions of fractional differential equations from the fractional trigonometry to be similar to that obtained from the trigonometric solutions associated with the solutions of ordinary differential equations.

In general, our requirements and expectations for the generalized hyperbolic functions parallel those listed for the fractional trigonometry. For example, we require backward compatibility with the traditional hyperbolic functions, and so on. In addition, we expect to maintain or generalize the relationships between the traditional integer-order trigonometric functions and the traditional integer-order hyperbolic functions when the fractional versions are defined.

## 2

## The Fractional Exponential Function via the Fundamental Fractional Differential Equation

### 2.1 The Fundamental Fractional Differential Equation

This chapter develops the $F$-function as the solution of the fundamental fractional differential equation equation (2.1). A similar function was first used by Robotnov [112, 113]. The $F$-function was given in a footnote by Oldham and Spanier [104], p. 122, and later independently found by Hartley and Lorenzo $[45,48]$ as the solution to equation (2.1). This function is the foundation to the development of the fractional trigonometries. Following our study of the $F$-function, we introduce the $R$-function, which generalizes the $F$-function by including its fractional derivatives and integrals. The derivations of this chapter are abstracted from Hartley and Lorenzo, NASA [45]:

The problem to be addressed is the solution of the uninitialized fractional-order differential equation

$$
\begin{equation*}
{ }_{c} D_{t}^{q} x(t)={ }_{c} d_{t}^{q} x(t)=-a x(t)+b u(t), \quad q>0 \tag{2.1}
\end{equation*}
$$

where ${ }_{c} D_{t}^{q} x(t)$ is the initialized $q$ th-order derivative and ${ }_{c} d_{t}^{q} x(t)$ represents the uninitialized $q$ th-order derivative. Here, it is assumed for simplicity that the problem starts at $t=0$, which sets $c=0$. It is also assumed that all initial conditions, or initialization functions, are zero; thus, ${ }_{c} D_{t}^{q} x(t)={ }_{c} d_{t}^{q} x(t)$. We are primarily concerned with the forced response. Rewriting equation (2.1) with these assumptions gives

$$
\begin{equation*}
{ }_{0} d_{t}^{q} x(t)=-a x(t)+b u(t) . \tag{2.2}
\end{equation*}
$$

We use Laplace transform techniques to obtain the solution of this differential equation. In order to do so for this problem, the Laplace transform of the fractional differential is required. Using equation (1.11) and ignoring initialization terms, equation (2.2) can be Laplace transformed as

$$
\begin{equation*}
s^{q}=X(s)=-a X(s)+b U(s) . \tag{2.3}
\end{equation*}
$$

This equation is rearranged to obtain the transfer function

$$
\begin{equation*}
\frac{X(s)}{U(s)}=G(s)=\frac{b}{s^{q}+a} . \tag{2.4}
\end{equation*}
$$

This transfer function of the fundamental linear fractional-order differential equation contains the fundamental "fractional" pole (discussed later) and is a basis element for fractional differential equations of higher order. Specifically, transfer functions can be inverse transformed to obtain the impulse response of a differential equation. The impulse response can then be used with the convolution approach to obtain the solution of fractional differential equations with arbitrary forcing functions. In general, if $U(s)$ is given, the product $G(s) U(s)$ can be expanded using partial fractions, and the forced response obtained by inverse transforming each term separately. To accomplish these tasks, it is necessary to obtain the inverse transform of equation (2.4), which is the impulse response of the fundamental fractional-order differential equation.

To obtain the solution for arbitrary $q$, it is necessary to derive the generalized fundamental impulse response for the fractional-order differential equation equation (2.4), as this is not available in the standard tables of transforms, such as Oberhettinger and Badii [103] or Erdelyi et al. [34]. This is derived in the following section.

### 2.2 The Generalized Impulse Response Function

Continuing from Ref. [45]:
To obtain the generalized impulse response, we expand the right-hand side of equation (2.4) in descending powers of $s$, and then inverse transform the series term-by-term. It is assumed that $q>0$. As the constant $b$ in equation (2.4) is a constant multiplier, it can be assumed, with no loss of generality, to be unity. Then, expanding the right-hand side of equation (2.4) about $s=\infty$ using long division gives

$$
\begin{equation*}
F(s)=\frac{1}{s^{q}+a}=\frac{1}{s^{q}}-\frac{a}{s^{2 q}}+\frac{a^{2}}{s^{3 q}}-\cdots=\frac{1}{s^{q}} \sum_{n=0}^{\infty} \frac{(-a)^{n}}{s^{n q}} . \tag{2.5}
\end{equation*}
$$

This power series, in $s^{-q}$, can now be inverse transformed term-by-term using the transform pair $L\left\{t^{k-1}\right\}=\Gamma(k) / s^{k}$ for $k>0$. The result is

$$
\begin{align*}
L^{-1}\{F(s)\} & =L^{-1}\left\{\frac{1}{s^{q}}-\frac{a}{s^{2 q}}+\frac{a^{2}}{s^{3 q}}-\cdots\right\} \\
& =\frac{t^{q-1}}{\Gamma(q)}-\frac{a t^{2 q-1}}{\Gamma(2 q)}+\frac{a^{2} t^{3 q-1}}{\Gamma(3 q)}-\cdots, \quad q>0 . \tag{2.6}
\end{align*}
$$

The right-hand side can now be collected into a summation and used as the definition of the generalized impulse response function

$$
\begin{equation*}
F_{q}[a, t] \equiv t^{q-1} \sum_{n=0}^{\infty} \frac{(a)^{n} t^{n q}}{\Gamma((n+1) q)}, \quad q>0 . \tag{2.7}
\end{equation*}
$$

This function is the generalization of the common exponential function that is needed for the fractional calculus. Furthermore, the important Laplace transform identity

$$
\begin{equation*}
L\left\{F_{q}[a, t]\right\}=\frac{1}{s^{q}-a}, \quad q>0 \tag{2.8}
\end{equation*}
$$

has been established. When $u(t)$ in equation (2.2) is a unit impulse, $x(t)=b F_{q}[-a, t]$ is seen to be the forced response of the fundamental fractional differential equation.


Figure 2.1 The $F_{q}[-1, t]$-function versus time as $q$ varies from 0.25 to 2.0 in 0.25 increments.

This section has established the $F$-function as the impulse response of the fundamental linear fractional-order differential equation. The $F$-function generalizes the usual exponential function and is the fractional eigenfunction. The solution of equation (2.2), with $b=1$, the $F$-function, is shown for various values of $q$ in Figure 2.1.

We note that $F_{q}[a, t]$ is a generalization of the exponential function, since for $q=1$,

$$
\begin{equation*}
F_{1}[a, t]=\sum_{n=0}^{\infty} \frac{(a t)^{n}}{\Gamma(n+1)} \equiv e^{a t}, \quad t>0 . \tag{2.9}
\end{equation*}
$$

This generalization, $F_{q}[a, t]$, is the basis for the solution of linear fractional-order differential equations composed of combinations of fractional poles of the type of equation (2.8).

### 2.3 Relationship of the F-function to the Mittag-Leffler Function

The $F$-function is closely related to the Mittag-Leffler function, $E_{q}\left[a t^{q}\right][96-98]$, which, at this time is commonly used in the fractional calculus. For this reason, we discuss the Mittag-Leffler function briefly; from Ref. [45], we have the following:

This function is defined as

$$
\begin{equation*}
E_{q}[x] \equiv \sum_{n=0}^{\infty} \frac{x^{n}}{\Gamma(n q+1)}, \quad q>0 \tag{2.10}
\end{equation*}
$$

(Erdelyi et al. [34, 35]). Letting $x=-a t^{q}$, this becomes

$$
\begin{equation*}
E_{q}\left[-a t^{q}\right] \equiv \sum_{n=0}^{\infty} \frac{(-a)^{n} t^{n q}}{\Gamma(n q+1)}, \quad q>0, \tag{2.11}
\end{equation*}
$$

which is similar to, but not the same as equation (2.7). The Laplace transform of this equation (2.11) can also be obtained via term-by-term transformation, that is

$$
L\left\{E_{q}\left[-a t^{q}\right]\right\}=L\left\{\frac{1}{\Gamma(1)}-\frac{a t^{q}}{\Gamma(1+q)}+\frac{a^{2} t^{2 q}}{\Gamma(1+2 q)}+\cdots\right\}
$$

$$
\begin{equation*}
=\frac{1}{s}-\frac{a}{s^{q+1}}+\frac{a^{2}}{s^{2 q+1}}+\cdots, \tag{2.12}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
L\left\{E_{q}\left[-a t^{q}\right]\right\}=\frac{1}{s}\left[1-\frac{a}{s^{q}}+\frac{a^{2}}{s^{2 q}}-\cdots\right]=\frac{1}{s} \sum_{n=0}^{\infty}\left(\frac{-a}{s^{q}}\right)^{n} . \tag{2.13}
\end{equation*}
$$

Using equation (2.5), equation (2.13) may be written as

$$
\begin{equation*}
L\left\{E_{q}\left[-a t^{q}\right]\right\}=\frac{1}{s}\left[\frac{s^{q}}{s^{q}+a}\right]=\frac{1}{s}\left[s^{q} L\left\{F_{q}[-a, t]\right\}\right] . \tag{2.14}
\end{equation*}
$$

Thus, the Laplace transform of the Mittag-Leffler function can be written as

$$
\begin{equation*}
L\left\{E_{q}\left[a t^{q}\right]\right\}=\frac{s^{q-1}}{s^{q}-a}, \quad q>0 . \tag{2.15}
\end{equation*}
$$

More importantly, from equation (2.14), the $E$-function and the $F$-function are related as follows:

$$
\begin{equation*}
{ }_{0} d_{t}^{q-1} F_{q}[a, t]=E_{q}\left[a t^{q}\right] . \tag{2.16}
\end{equation*}
$$

Functions similar to the $F$-function are mentioned by other authors as well. Oldham and Spanier [104], p. 122 mention it in passing in a footnote discussing eigenfunctions. Also, Robotnov [112, 113] studied a closely related function extensively with respect to hereditary integrals; he calls it the $\boldsymbol{\text { -function. Also, other authors have used less direct methods }}$ to solve equation (2.2). Bagley and Calico [11] obtain a solution in terms of Mittag-Leffler functions. Miller and Ross's [95] solution is in terms of the fractional derivative of the exponential function. They use the function

$$
\begin{equation*}
E_{t}(v, a) \equiv{ }_{0} d_{t}^{-v} e^{a t} \tag{2.17}
\end{equation*}
$$

whose Laplace transform is

$$
\begin{equation*}
L\left\{E_{t}(v, a)\right\}=\frac{s^{-v}}{s-a} . \tag{2.18}
\end{equation*}
$$

Also, Glockle and Nonnenmacher [38] obtain a solution in terms of the more complicated Fox Functions.

### 2.4 Properties of the F-Function

In this section, the eigenfunction property of the $F$-function is derived. This essentially means that the $q$ th-derivative of the function $F_{q}\left[a, t^{q}\right]$, returns the same function $F_{q}\left[a, t^{q}\right]$ for $t>0$ (see equation 2.21). Then, from Ref. [45]:

Taking the uninitialized $q$ th-derivative $\left({ }_{0} d_{t}^{q}\right)$ in the Laplace domain by multiplying by $s^{q}$ gives

$$
\begin{equation*}
L^{-1}\left\{\frac{s^{q}}{s^{q}+a}\right\}={ }_{0} d_{t}^{q} F_{q}[-a, t] . \tag{2.19}
\end{equation*}
$$

This equation can also be rewritten as

$$
\begin{equation*}
L^{-1}\left\{\frac{s^{q}}{s^{q}+a}\right\}=L^{-1}\left\{1-\frac{a}{s^{q}+a}\right\}=\delta(t)-a F_{q}[-a, t], \tag{2.20}
\end{equation*}
$$

where the delta function is recognized as the unit impulse function. Now comparing equations (2.19) and (2.20), it can be seen that

$$
\begin{equation*}
{ }_{0} d_{t}^{q} F_{q}[-a, t]=\delta(t)-a F_{q}[-a, t] . \tag{2.2.2}
\end{equation*}
$$

This equation demonstrates the eigenfunction property of returning the same function upon $q$ th-order differentiation for $t>0$. This is a generalization of the exponential function in integer-order calculus.
It is now easy to show that the $F$-function is the impulse response of the differential equation (2.2). Referring back to equation (2.2), and setting $u(t)=\delta(t)$ and $b=1$, yields

$$
\begin{equation*}
{ }_{0} d_{t}^{q} x(t)=-a x(t)+\delta(t) . \tag{2.22}
\end{equation*}
$$

For the $F$-function to be the impulse response, it must be the solution to equation (2.22), that is $x(t)=F_{q}[-a, t]$. Substituting this into equation (2.22) gives

$$
\begin{equation*}
{ }_{0} d_{t}^{q} F_{q}[-a, t]=-a F_{q}[-a, t]+\delta(t) \tag{2.23}
\end{equation*}
$$

This equation has been obtained by direct substitution into the differential equation. Referring back to equation (2.21), however, shows that the $q$ th-derivative of the $F$-function on the left-hand side is in fact equal to the right-hand side of equation (2.23). Thus, it is shown by direct substitution that the $F$-function is indeed the impulse response of the differential equation (2.22).

These sections have developed the $F$-function and the properties that are key to the development of the fractional trigonometry. The following section develops further important properties of the $F$-function and illustrates its application to the solution of fractional differential equations.

### 2.5 Behavior of the $F$-Function as the Parameter $a$ Varies

This section studies the $F$-function with complex values for the parameter $a$. A linear system theory approach provides further understanding of the properties of the $F$-function, when its Laplace transform is considered as a transfer function of a physical system. From Ref. [45]:

Thus, we consider the Laplace transform of equation (2.22) as the transfer function of a related linear system

$$
\begin{equation*}
L\left\{F_{q}[a, t]\right\}=\frac{1}{s^{q}-a}, \quad q>0 . \tag{2.24}
\end{equation*}
$$

In general, to understand the dynamics of any particular system, we often consider the nature of the $s$-domain singularities. We define $s=r e^{i \theta}$ in what follows. For $a<0$, the particular function of equation (2.24) does not have any poles on the primary Riemann sheet of the $s$-plane $(|\theta|<\pi)$, as it is impossible to force the denominator of the right-hand side of equation (2.24) to zero. Note, however, that it is possible to force the denominator to zero if secondary Riemann sheets are considered. For example, the denominator of the Laplace transform

$$
\begin{equation*}
L\left\{F_{1 / 2}[-1, t]\right\}=\frac{1}{s^{1 / 2}+1}, \tag{2.25}
\end{equation*}
$$

does not go to zero anywhere on the primary sheet of the $s$-plane $(|\theta|<\pi)$. It does go to zero on the secondary sheet, however. With $s=e^{ \pm i 2 \pi}$, the denominator is indeed zero. Thus, this Laplace transform has a pole at $s=e^{ \pm i 2 \pi}$, which is at $s=1+i 0$ on the second


Figure 2.2 Both sheets of the Laplace transform of the $F$-function in the $s$-plane. Source: Hartley and Lorenzo 1998 [45]. Public domain. Please see www.wiley.com/go/Lorenzo/Fractional_Trigonometry for a color version of this figure.

Riemann sheet. This is shown in Figure 2.2, where $\left|1 / s^{1 / 2}+1\right|$ is plotted as a function of $\operatorname{Real}(s)$ and Imaginary(s).
As it is difficult to visualize multiple Riemann sheets, following LePage [65], it is useful to perform a conformal transformation into a new plane. Let

$$
\begin{equation*}
w=s^{q} . \tag{2.26}
\end{equation*}
$$

The transform in equation (2.24) then becomes

$$
\begin{equation*}
L\left\{F_{q}[-a, t]\right\}=\frac{1}{s^{q}+a} \Leftrightarrow \frac{1}{w+a} . \tag{2.27}
\end{equation*}
$$

With this transformation, we study the $w$-plane poles. Once we understand the time-domain responses that correspond to the $w$-plane pole locations, we will be able


Figure 2.3 The $w$-plane for $q=1 / 2$, with $w=s^{1 / 2}$ and $s=a+i b$. Source: Hartley and Lorenzo 1998 [45]. Public domain.
to clearly understand the implications of this new complex plane. To accomplish this, it is necessary to map the $s$-plane, along with the time-domain function properties associated with each point, into the new complex $w$-plane. To simplify the discussion, we limit the order of the fractional operator to $0<q \leq 1$. Let

$$
\begin{equation*}
w=\rho e^{i \varphi}=\alpha+i \beta \tag{2.28}
\end{equation*}
$$

Then, referring to equation (2.26)

$$
\begin{equation*}
w=s^{q}=\left(r e^{i \theta}\right)^{q}=r^{q} e^{i q \theta}=\rho e^{i \varphi} . \tag{2.29}
\end{equation*}
$$

Thus, $\rho=r^{q}$ and $\varphi=q \theta$. With this equation, it is possible to map either lines of constant radius or lines of constant angle from the $s$-plane into the $w$-plane. Of particular interest is the image of the line of $s$-plane stability (the imaginary axis), that is, $s=r e^{ \pm i q \pi / 2}$. The image of this line in the $w$-plane is

$$
\begin{equation*}
w=r^{q} e^{ \pm i q \pi / 2} \tag{2.30}
\end{equation*}
$$

which is the pair of lines at $\varphi= \pm q \pi / 2$. Thus, the right half of the $s$-plane maps into a wedge in the $w$-plane of angle less than $\pm 90 q$ degrees, that is, the right half $s$-plane maps into

$$
\begin{equation*}
|\varphi|<q \pi / 2 . \tag{2.31}
\end{equation*}
$$

For example, with $q=1 / 2$, the right half of the $s$-plane maps into the wedge bounded by $-\pi / 4<\varphi<\pi / 4$; see Figure 2.3.
It is also important to consider the mapping of the negative real $s$-plane axis, $s=r e^{ \pm i \pi}$. The image is

$$
\begin{equation*}
w=r^{q} e^{ \pm i q \pi} . \tag{2.32}
\end{equation*}
$$

Thus, the entire primary sheet of the $s$-plane maps into a $w$-plane wedge of angle less than $\pm 180 q$ degrees. For example, if $q=1 / 2$, then the negative real $s$-plane axis maps into the $w$-plane lines at $\pm 90$ degrees; see Figure 2.3.
Continuing with the $q=1 / 2$ example, and referring to Figure 2.3, it should now be clear that the right half of the $w$-plane corresponds to the primary sheet of the Laplace $s$-plane. The time responses we are familiar with from integer-order systems have poles that are in the right half of the $w$-plane. The left half of the $w$-plane, however, corresponds to the secondary Riemann sheet of the $s$-plane. A pole at $w=-1+i 0$ lies at $s=+1+i 0$, on the secondary Riemann sheet of the $s$-plane. This point in the $s$-plane is really not in the right half $s$-plane, corresponding to instability, but rather is "underneath" the primary $s$-plane Riemann sheet. As the corresponding time responses must then be even more than overdamped, we call any time response whose pole is on a secondary Riemann sheet, "hyperdamped." It should now be easy for the reader to extend this analysis to other values of $q$.
To summarize this, the shape of the $F$-function time response, $F_{q}[-a, t]$, depends upon both $q$ and the parameter $-a$, which is the pole of equation (2.27). This is shown in Figure 2.4. For a fixed value of $q$, the angle $\varphi$ of the parameter $-a$, as measured from the positive real $w$-axis, determines the type of response to expect. For small angles, $|\varphi|<q \pi / 2$, the time response will be unstable and oscillatory, corresponding to poles in the right half $s$-plane. For larger angles, $q \pi / 2<|\varphi|<q \pi$, the time response will be stable and oscillatory, corresponding to poles in the left half $s$-plane. For even larger angles, $|\phi|>q \pi$, the time response will be hyperdamped, corresponding to poles on secondary Riemann sheets.


Figure 2.4 Step responses corresponding to various pole locations in the $w$-plane, for $q=1 / 2$. Source: Hartley and Lorenzo 1998 [45]. Public domain.

It is now possible to do fractional system analysis and design, for commensurate-order fractional systems, directly in the $w$-plane. To do this, it is necessary to first choose the greatest common fraction $(q)$ of a particular system (clearly nonrationally related powers are an important problem although a close approximation of the irrational number will be sufficient for practical application). Once this is done, all powers of $s^{q}$ are replaced by powers of $w$. Then the standard pole-zero analysis procedures can be done with the $w$-variable, being careful to recognize the different areas of the particular $w$-plane. This analysis includes root finding, partial fractions (note that complex conjugate $w$-plane poles still occur in pairs), root locus, compensation, and so on. We have now characterized the possible behaviors for fractional commensurate-order systems in a new complex $w$-plane; that is, given a set of $w$-plane poles, the corresponding time-domain functions are known both quantitatively and qualitatively. Although most of the discussion has actually been for $0<q \leq 1 / 2$, it is reasonably applicable to larger values of $q$ with the appropriate modifications for many-to-many mappings.

### 2.6 Example

In this example, we consider the impulse response of the inductor-supercapacitor pair shown in Figure 2.5. In the study of Hartley et al. [49], it was shown that a particular


Figure 2.5 Supercapacitor circuit example.
commercial supercapacitor is accurately modeled with the impedance transfer function $Z(s)=R+\frac{\alpha}{\sqrt{s}}+\frac{1}{s C}$. The voltage across this device is chosen as the output voltage for this example. Then, in Figure 2.5, the voltage transfer function from the input terminals to the supercapacitor terminals is found to be

$$
\begin{equation*}
\frac{V_{o}(s)}{V_{i}(s)}=\frac{R+\frac{\alpha}{\sqrt{s}}+\frac{1}{s C}}{s L+R+\frac{\alpha}{\sqrt{s}}+\frac{1}{s C}}=\frac{R C s+\alpha C \sqrt{s}+1}{L C s^{2}+R C s+\alpha C \sqrt{s}+1} . \tag{2.33}
\end{equation*}
$$

For this example, we let $R C=1, \quad \alpha C=1, \quad$ and $\quad L C=1$. Then,

$$
\begin{equation*}
\frac{V_{o}(s)}{V_{i}(s)}=\frac{s+\sqrt{s}+1}{s^{2}+s+\sqrt{s}+1} . \tag{2.34}
\end{equation*}
$$

The poles and zeros of this transfer function are plotted on the $w$-plane in Figure 2.6, which also shows the $45^{\circ}$ stability lines for $q=0.5$. Clearly, there are two poles in the right half of the $w$-plane, but to the left of the stability boundary. These pole locations correspond to complex stable poles in the $s$-plane and imply a damped oscillatory impulse response. We obtain the impulse response of equation (2.34) using $F$-functions. First, it is necessary to define the new


Figure 2.6 The w-plane stability diagram for supercapacitor.
complex variable $w=\sqrt{s}$. Then, assuming an impulse input, the output of the transfer function becomes

$$
\begin{align*}
V_{o}(s)= & \frac{w^{2}+w+1}{w^{4}+w^{2}+w+1} \\
= & \frac{-0.0570-0.4334 i}{w-0.5474-1.1209 i}+\frac{-0.0570+0.4334 i}{w-0.5474+1.1209 i} \\
& +\frac{0.0570-0.1308 i}{w+0.5474-1.1209 i}+\frac{0.0570+0.1308 i}{w+0.5474+1.1209 i} . \tag{2.35}
\end{align*}
$$

Inverse transforming the partial fractions with $w=\sqrt{s}$ yields

$$
\begin{align*}
v_{o}(t)= & (-0.0570-0.4334 i) F_{0.5}[0.5474+1.1209 i, t] \\
& +(-0.0570+0.4334 i) F_{0.5}[0.5474-1.1209 i, t] \\
& +(0.0570-0.4334 i) F_{0.5}[-0.5474+1.1209 i, t] \\
& +(0.0570+0.4334 i) F_{0.5}[-0.5474-1.1209 i, t] . \tag{2.36}
\end{align*}
$$

This impulse response is plotted in Figure 2.7. Some damped oscillations are observed as expected from the pole-zero plot.


Figure 2.7 Supercapacitor impulse response.

This simple example is presented to demonstrate the use of the $F$-function to obtain the solution of a physical fractional-order system.
In this chapter, the fundamental linear fractional-order differential equation has been considered and its impulse response has been obtained as the $F$-function. This function most directly generalizes the exponential function for application to fractional differential equations. It is at the heart of our development of the fractional trigonometry. Also, several properties of this function have been presented and discussed. In particular, the Laplace transform properties of the $F$-function have been discussed using multiple Riemann sheets and a conformal mapping into a more readily useful complex $w$-plane.
It is felt that this generalization of the exponential function, the $F$-function, is the most easily understood and most readily implemented of the several other generalizations presented in the literature.

## 3

## The Generalized Fractional Exponential Function: The R-Function and Other Functions for the Fractional Calculus

### 3.1 Introduction

This chapter generalizes the $F$-function, that is, the eigenfunction solution of the fundamental fractional differential equation, to the $R$-function, which carries in it the derivatives and integrals of the $F$-function. The $R$-function then becomes the basis for the development of the fractional trigonometric and fractional hyperbolic functions. This chapter also compares the properties of these functions with other important functions that have been associated with the fractional calculus.
The previous chapter developed the $F$-function, $F_{q}[a, t]$, for the solution of fractional differential equations. This function provided direct solution and important understanding for the fundamental linear fractional-order differential equation and for the related initial value problem (Hartley and Lorenzo [46]).

This chapter presents functions commonly used in the fractional calculus, and their Laplace transforms. A new function called the $R$-function and two related generalized functions, the $G$-function and the $H$-function, are presented for consideration. In the sequel, we will see that these functions are important in the development and application of the fractional trigonometries and are, therefore, useful in the solution of fractional differential equations. The $R$-function, $R_{q, v}(a, t)$, contains the $v$ th-order derivatives and integrals of the $F$-function. With $v=0$, the $R$-function becomes the $F$-function and thus the $R_{q, 0}$-function also returns itself on $q$ th-order differintegration. The $G$ - and $H$-functions are needed for the analysis of repeated and partially repeated fractional poles. An example application of the $R$-function is provided. Sections $3.10-3.16$ present some preliminaries to the development of the fractional trigonometries. The derivations of Sections 3.2-3.9 are adapted from Lorenzo and Hartley [69].

### 3.2 Functions for the Fractional Calculus

This section summarizes a number of functions that have been found useful in the solution of problems of the fractional calculus and more particularly in the solution of fractional differential equations.

### 3.2.1 Mittag-Leffler's Function

The Mittag-Leffler function $[96,97,98]$ is given by the following equation:

$$
\begin{equation*}
E_{q}[t]=\sum_{n=0}^{\infty} \frac{t^{n}}{\Gamma(n q+1)}, \quad q>0 . \tag{3.1}
\end{equation*}
$$

This function often appears with the argument $-a t^{q}$, and its Laplace transform then is given as

$$
\begin{equation*}
L\left\{E_{q}\left[-a t^{q}\right]\right\}=L\left\{\sum_{n=0}^{\infty} \frac{(-a)^{n} t^{n q}}{\Gamma(n q+1)}\right\}=\frac{s^{q}}{s\left(s^{q}+a\right)}, \quad q>0 \tag{3.2}
\end{equation*}
$$

### 3.2.2 Agarwal's Function

The Mittag-Leffler function is generalized by Agarwal [5, 6] as follows:

$$
\begin{equation*}
E_{\alpha, \beta}(t)=\sum_{m=0}^{\infty} \frac{t^{\left(m+\frac{\beta-1}{\alpha}\right)}}{\Gamma(\alpha m+\beta)} . \tag{3.3}
\end{equation*}
$$

This function is particularly interesting to the fractional-order system theory due to its Laplace transform, given by Agarwal as

$$
\begin{equation*}
L\left\{E_{\alpha, \beta}\left[t^{\alpha}\right]\right\}=\frac{s^{\alpha-\beta}}{s^{\alpha}-1} . \tag{3.4}
\end{equation*}
$$

This function is the $(\alpha-\beta)$-order fractional derivative of the $F$-function with argument $a=1$.

### 3.2.3 Erdelyi's Function

Erdelyi et al. [34] has studied the following related generalization of the Mittag-Leffler function:

$$
\begin{equation*}
E_{\alpha, \beta}(t)=\sum_{m=0}^{\infty} \frac{t^{m}}{\Gamma(\alpha m+\beta)}, \quad \alpha, \beta>0, \tag{3.5}
\end{equation*}
$$

where the powers of $t$ are integer. The Laplace transform of this function is given by

$$
\begin{equation*}
L\left\{E_{\alpha, \beta}(t)\right\}=\sum_{m=0}^{\infty} \frac{\Gamma(m+1)}{\Gamma(\alpha m+\beta) s^{m+1}}, \quad \alpha>1, \beta>0 . \tag{3.6}
\end{equation*}
$$

As this function cannot be easily generalized, it is not considered further.

### 3.2.4 Oldham and Spanier's, Hartley's, and Matignon's Function

To effect the direct solution of the fundamental linear fractional-order differential equation (Chapter 2), the following function was used (Hartley and Lorenzo [45]):

$$
\begin{equation*}
F_{q}[-a, t]=t^{q-1} \sum_{n=0}^{\infty} \frac{(-a)^{n} t^{n q}}{\Gamma(n q+q)}, \quad q>0 . \tag{3.7}
\end{equation*}
$$

This function had been mentioned earlier in a footnote by Oldham and Spanier [104], p. 122. The important feature of this function is the power and simplicity of its Laplace transform,
namely

$$
\begin{equation*}
L\left\{F_{q}[a, t]\right\}=\frac{1}{s^{q}-a}, \quad \quad q>0 . \tag{3.8}
\end{equation*}
$$

This function, with $a=1$, is the fractional eigenfunction in that it returns itself on $q$ th-order differintegration. We note that Matignon [92] has also recognized this function as the fractional eigenfunction.

### 3.2.5 Robotnov's Function

Robotnov [112, 113] used the function

$$
\begin{equation*}
\xi_{q}(a, t)=\sum_{n=0}^{\infty} \frac{a^{n} t^{(n+1)(q+1)-1}}{\Gamma((n+1)(q+1))} \tag{3.9}
\end{equation*}
$$

in his study of hereditary integrals. The Laplace transform of this function is

$$
\begin{equation*}
L\left\{\xi_{q}(a, t)\right\}=\frac{1}{s^{q+1}-a} . \tag{3.10}
\end{equation*}
$$

Using Robotnov's function, $\xi_{q-1}(1, t)$ is the eigenfunction. Continuing from [69]:

### 3.2.6 Miller and Ross's Function

Miller and Ross [95], pp. 80 and 309-351 introduce another function as the basis of the solution of the fractional-order initial value problem. It is defined as the $v$ th integral of the exponential function, that is,

$$
\begin{equation*}
E_{t}(v, a)=\frac{d^{-v}}{d t^{-v}} e^{a t}=t^{v} e^{a t} \gamma^{*}(v, a t)=t^{\nu} \sum_{k=0}^{\infty} \frac{(a t)^{k}}{\Gamma(v+k+1)}, \tag{3.11}
\end{equation*}
$$

where $\gamma^{*}(v, a t)$ is the incomplete gamma function. The Laplace transform of equation (3.11) follows directly as

$$
\begin{equation*}
L\left\{E_{t}(v, a)\right\}=\frac{s^{-v}}{s-a}, \quad \operatorname{Re}(v)>1 . \tag{3.12}
\end{equation*}
$$

Miller and Ross then show that

$$
\begin{equation*}
L\left\{\sum_{j=1}^{q} a^{j-1} E_{t}\left(j v-1, a^{q}\right)\right\}=\frac{1}{s^{v}-a}, \quad q=1,2,3, \ldots, \quad v=\frac{1}{q}=1, \frac{1}{2}, \frac{1}{3}, \ldots, \tag{3.13}
\end{equation*}
$$

which is a special case of the $F$-function.

### 3.2.7 Gorenflo and Mainardi's, and Podlubny's Function

Gorenflo and Mainardi [40] and Podlubny [109] use the function

$$
\begin{equation*}
\xi_{q}(t, a, q, v)=\sum_{n=0}^{\infty} \frac{a^{n} t^{q n+v-1}}{\Gamma(n q+v)} . \tag{3.14}
\end{equation*}
$$

This convenient function has the Laplace transform

$$
\begin{equation*}
L\left\{\xi_{q}(t, a, q, v)\right\}=\frac{s^{q-v}}{s^{q}-a} . \tag{3.15}
\end{equation*}
$$

Table 3.1 presents a summary of the defining series and respective Laplace transforms for these important functions discussed here and shows the relation of their Laplace transforms to

Table 3.1 Special fractional calculus functions.

| Function | Time expression | Laplace transform | Remarks |
| :---: | :---: | :---: | :---: |
| Mittag-Leffler (1903) [96, 97] | $E_{q}\left[a t^{q}\right]=\sum_{n=0}^{\infty} \frac{a^{n} t^{n q}}{\Gamma(n q+1)}$ | $\frac{s^{q}}{s\left(s^{q}-a\right)}$ | ( $q-1$ ) differintegral of eigenfunction |
| Agarwal (1953) [5, 6] | $E_{q, \beta}\left[t^{q}\right]=\sum_{n=0}^{\infty} \frac{t^{(n+(\beta-1) / q) q}}{\Gamma(n q+\beta)}$ | $\frac{s^{q-\beta}}{\left(s^{q}-1\right)}$ |  |
| Erdelyi et al. (1954) [34] | $E_{q, \beta}\left[t^{q}\right]=\sum_{n=0}^{\infty} \frac{t^{n}}{\Gamma(n q+\beta)}$ | $\sum_{n=0}^{\infty} \frac{\Gamma(n+1)}{\Gamma(q n+\beta) s^{n+1}}$ |  |
| Oldham and Spanier (1974) [104], <br> Hartley and Lorenzo (1998) [44], <br> Matignon (1998) [92] | $F_{q}[a, t]=\sum_{n=0}^{\infty} \frac{a^{n} t^{(n+1) q-1}}{\Gamma((n+1) q)}$ | $\frac{1}{s^{q}-a}$ | eigenfunction |
| Miller and Ross (1993)[95] | $E_{t}[v, a]=\sum_{n=0}^{\infty} \frac{a^{n} t^{n+v}}{\Gamma(v+n+1)}$ | $\frac{s^{-v}}{(s-a)}$ |  |
| Lorenzo and Hartley (1999) [69] | $R_{q, v}[a, t]=\sum_{n=0}^{\infty} \frac{a^{n} t^{(n+1) q-1-v}}{\Gamma((n+1) q-v)}$ | $\frac{s^{v}}{\left(s^{q}-a\right)}$ | $v^{\text {th }}$ differintegral of eigenfunction |
| Robotnov (1969) [112] | $\xi_{q}(a, t)=\sum_{n=0}^{\infty} \frac{a^{n} t^{(n+1)(1+q)-1}}{\Gamma((n+1)(1+q))}$ | $\frac{1}{s^{q+1}-a}$ | $\xi_{q-1}(a, t)$ is eigenfunction |
| Gorenflo and Mainardi (1997) <br> [40], Podlubny (1999) [109, 110] | $\xi(t, a, q, v)=\sum_{n=0}^{\infty} \frac{a^{n} t^{q n+v-1}}{\Gamma(n q+v)}$ | $\frac{s^{q-v}}{\left(s^{q}-a\right)}$ | ( $q-v$ ) differintegral of eigenfunction |

The $G$ - and $H$-functions may be found in Sections 3.9.1 and 3.9.2.
Source: Adapted from Lorenzo and Hartley 1999 [69].
that of the $F$-function. Clearly, many of these functions are useful for the solution of various fractional differential equations, but the $F$-function presented in the previous chapter appears to most properly generalize the exponential function.

### 3.3 The $R$-Function: A Generalized Function

It is of great interest to develop a generalized function which, when fractionally differintegrated by any order, returns itself (with a new parameter). A function of this type would be useful for the solution of fractional-order differential equations. The following form is proposed [69, 80, 81]. Consider the function

$$
\begin{equation*}
R_{q, v}[a, t]=\sum_{n=0}^{\infty} \frac{(a)^{n} t^{(n+1) q-1-v}}{\Gamma((n+1) q-v)} . \tag{3.16}
\end{equation*}
$$

For $t<0, R$ will be complex except for the cases when the exponent $((n+1) q-1-v)$ is integer. Clearly, when $v=0$ in equation (3.16), the $R$-function becomes the $F$-function (equation (2.7)); that is, $R_{q, 0}[a, t]=F_{q}[a, t]$. The Laplace transform of such a function will facilitate the solution of fractional-order differential equations.
The Laplace transform of the $R$-function is determined as follows:

$$
\begin{equation*}
L\left\{R_{q, v}[a, t]\right\}=L \sum_{n=0}^{\infty}\left\{\frac{(a)^{n} t^{(n+1) q-1-v}}{\Gamma((n+1) q-v)}\right\}, \quad t>0 . \tag{3.17}
\end{equation*}
$$
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