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Preface

Self-assembly is one of the most prominent and promising candidates for the devel-
opment of novel materials with high performance. However, in order to successfully
exploit them in technological applications and to ensure efficient scale-up, an in-depth
understanding of structure formation, kinetic mechanism and structure–property
relationship is required. Theoretical studies and tailored computer simulations offer
unique approaches to investigate the evolution and formation of structures as well as
to determine structure–property relationships in self-assembled systems. In light of
the growing interest in the design and synthesis of building blocks for the self-assembly
of complex structures, this book looks at the field of self-assembly from a theoretical
perspective, highlighting the importance of computational studies to support the
design of new self-assembling materials with useful structural and properties. The aim
of this book is to bring together leading scientists working on the issues in theoretical
and simulation research of self-assembly, and to offer researchers and graduate students
an in-depth review of the most recent developments in this field.

The book begins with discussions on the fundamental principles of self-assembly. In
addition to the general aspect and emerging concepts presented in the first chapter,
Balazs and coworkers introduce in Chapter 2 developing hybrid modeling methods to
simulate self-assembly in polymer nanocomposites, focusing on new computational
approaches to model two types of radical polymerization, namely free radical poly-
merization and atom transfer radical polymerization, in the framework of dissipative
particle dynamics. Helical biopolymers and colloidal particles could exhibit liquid
crystal phases at high densities. These phases are often tacitly assumed to be the same
as those occurring in systems of rod-like particles. To explore the effect of self-assembly
of helical polymers and colloids, and in particular to discover whether there is anything
special just determined by the helical shape, Giacometti and coworkers have under-
taken a comprehensive investigation of the phase behavior of hard helices, interacting
through purely steric repulsions, using Monte Carlo simulations and an extension of
Onsager theory, a density functional theory that was originally proposed to explain the
onset of nematic ordering in a system of hard rods. The details regarding this interesting
work are presented in Chapter 3.

The content then moves on to computational tools and techniques for the simula-
tion of self-assembling systems. Two state-of-the-art and important methods or mod-
els are emphasized in this section. The first is self-consistent field theory (SCFT) of
self-assembling multiblock copolymers. In Chapter 4, Li and Shi introduce the recent
applications of different methods of SCFT to the study of the self-assembly of block
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copolymers. In particular, they focus on a review of recent progress in the study of the
self-assembly of multiblock copolymers, alongside some specific details of the numer-
ical techniques. Undoubtedly, this chapter can serve as a very useful reference source
for readers who are interested in applying SCFT to multiblock copolymer systems. The
second is the simulation model of soft anisotropic particles developed by Li, Sun and Lu.
In Chapter 5, they introduce two major kinds of general and effective mesoscale models
to describe the aggregation behavior of soft Janus and patchy particles: the soft Janus
particle model and soft patchy particle model.

In the last section, the latest research advances of different emerging topics are
reviewed and consolidated. The first topic is the application of theory and simulation
to self-assembly in biological systems, described in three chapters. In Chapter 6,
Kim and Wu analyze the formation of the hepatitis B virus (HBV) core particles,
viral maturation mechanisms and essential ingredients of antiviral strategies from a
thermodynamic perspective. Importantly, statistical mechanical models are used by
them to quantify the thermodynamics of the HBV genome packaging, the dynamic
structures for the flexible domains of the viral capsids during maturation, and the
stability of the core viral particles before and after RNA encapsidation. In biological
systems, hydrogen bonds are known to play a crucial role in the structure formation
of a DNA helix, protein alpha-helix and beta-sheet, among others. Compared to this
hydrogen-bond-directed self-assembly, coordination-bond-directed self-assembly
is less pronounced in biological systems, but has been extensively studied recently
in synthetic chemistry. In Chapter 7, Yoneya introduces MD simulation studies of
metal-ligand self-assembly, emphasizing the useful applications of their modeling
method. This method fills the gap between simulations and real reaction systems.
Studying the interaction between biomembrane and nanoparticles is essential for
understanding the nature of cellular life and for the safe application of nanoparticles.
In Chapter 8, Zhang and coworkers summarize recent developments of computer
simulation studies on the nanoparticle–membrane interaction, and particularly stress
the results from dissipative particle dynamics simulation. They particularly concentrate
on membrane-mediated interaction, internalization pathways and cooperative effect.

The second topic in the last section is the application and development of theoretical
approaches to self-assembling systems. In Chapter 9, Jiang and Chen introduce theories
for polymer melts consisting of rod-coil polymers. An interesting model based on the
wormlike chain model and developed by them is emphasized, which can describe the
crossover of the polymer chain from the rod limit to the flexible limit. In the other
chapter (Chapter 10), Zhang and Lin describe recent progress in design strategies of
structural hierarchy from the view of computational modeling, concentrating on the
superstructures of polymer-based systems via the multistep process of self-assembly.
The following topics are involved: (1) hierarchical nanostructures self-assembled
from block copolymer melts, (2) multicompartment aggregates from block copolymer
solutions, and (3) hierarchically ordered nanocomposites formed by organic–inorganic
systems. They finally conclude with a brief but very useful outlook on challenges and
perspectives.

The third topic in the last section turns to the simulation studies of the self-assemblies
in colloidal systems. In Chapter 11, Ni reviews recent progress in nucleation studies in
colloidal systems by using computer simulations, which includes the classical descrip-
tion of nucleation, i.e. classic nucleation theory, state-of-the-art simulation methods for
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studying nucleation, and the new nucleation phenomena observed violating the classic
understanding of nucleation as well as the important future directions of nucleation
study that have not yet been explored well. The liquid crystalline phase is ubiquitous
in nature and is exhibited by a variety of systems like surfactants, nucleic acids, lipid
molecules, etc. Simulation methods employed to study liquid crystalline phases range
from molecular dynamics, Monte Carlo, Brownian dynamics to dissipative particle
dynamics. Maiti and coworkers present a comprehensive view of the various methods
used in simulating self-assembly phenomena in liquid crystals in Chapter 12.

Written by specialists in various disciplines, such as polymers, soft matter, nanopar-
ticle self-assembly, biophysics, and so on, this book provides comprehensive knowledge
in this emerging and important field, although covering all aspects of the field is impos-
sible. From the editor’s point of view, I am very pleased and honored with the principles,
methods and outlook conceived in each chapter, and would also like to express my most
heartfelt thanks to all contributors who delivered truly excellent topics of research and
took the time to write up detailed and pedagogical chapters.

February 2016 Li-Tang Yan
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1

Theoretical Studies and Tailored Computer Simulations in
Self-Assembling Systems: A General Aspect
Zihan Huang and Li-Tang Yan

Key Laboratory of Advanced Materials (MOE), Department of Chemical Engineering, Tsinghua University, Beijing, China

1.1 Introduction

Self-assembly—a governing principle by which materials form—is the autonomous
organization of matter into ordered arrangements [1, 2]. It is typically associated with
thermodynamic equilibrium, the organized structures being characterized by a mini-
mum in the system’s free energy, although this definition is too broad. Self-assembling
processes are ubiquitous in nature, ranging, for example, from the opalescent inner
surface of the abalone shell to the internal compartments of a living cell [3]. By these
processes, nanoparticles or other discrete components spontaneously organize due to
direct specific interactions and/or indirectly, through their environment. Self-assembly
is one of the few practical strategies for making ensembles of nanostructures. It
will therefore be an essential part of nanotechnology. Self-assembly is also common
to many dynamic, multicomponent systems, from smart materials and self-healing
structures to netted sensors and computer networks. In the world of biology,
living cells self-assemble, and understanding life will therefore require understanding
self-assembly. The cell also offers countless examples of functional self-assembly that
stimulate the design of non-living systems [4, 5].

Self-assembly reflects information coded (as shape, surface properties, charge,
polarizability, magnetic dipole, mass, etc.) in individual components; these char-
acters determine the interaction among them. The design of building blocks that
organize themselves into desired structure and functions is the key to applications
of self-assembly [2]. Much of materials science and soft condensed-matter physics
in the past century involved the study of self-assembly of fundamental building
blocks (typically atoms, molecules, macromolecules, and colloidal particles) into bulk
thermodynamic phases [6]. Today, the extent to which these building blocks can be
engineered has undergone a quantum leap. Tailor-made, submicrometer particles
will be the building blocks of a new generation of nanostructured materials with
unique physical properties [7–11]. These new building blocks will be the “atoms” and
“molecules” of tomorrow’s materials, self-assembling into novel structures made possi-
ble solely by their unique design [2]. For example, patchy particles consisting of various

Self-Assembling Systems: Theory and Simulation, First Edition. Edited by Li-Tang Yan.
© 2017 John Wiley & Sons, Ltd. Published 2017 by John Wiley & Sons, Ltd.
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compartments of different chemistry or polarity are ideal building blocks of potentially
complex shapes with competing interactions that expand the range of self-assembled
structures beyond those exhibited by traditional amphiphiles such as surfactants
and block copolymers [9]. By controlling the placement of “sticky” patches on the
particles, assemblies can be made that mimic atomic bonding in molecules [8]. This
greatly expands the range of structures that can be assembled from small components.
Extension of the principles to particles of alternative compositions (such as those made
from noble metals, semiconductors or oxides) will allow optical, electronic and catalytic
materials to be coupled in previously impossible architectures that have potentially
new emergent properties. Playing tricks with designer “atoms” also includes the shape
of the building blocks [12]. For instance, the local curvature of dumbbell-shaped
nanoparticles can be harnessed to control the ionization state of a molecular layer
adsorbed on their surfaces and the self-assembly patterns of the particles [13].

Understanding the relation between building blocks and their assemblies is essential
for materials design because physical properties depend intimately on structure, which
however poses many challenges if considering complex thermodynamic and kinetic
behaviors involved in the assembling processes. Indeed, a priori prediction of hierar-
chically assembled structures from a desired building block requires an in-depth under-
standing of the delicate balance between entropic and enthalpic interactions [14–17].
Central to this issue is exploring entropy-driven structural organization, because
entropy keeps springing non-intuitive findings in the manipulation of the self-assembly
of nanoparticles and the structural formation of soft matter systems [14]. On the other
hand, directed self-assembly using a template or an external field may also give rise to
novel ordered non-equilibrium structures, free from the constraints of entropy max-
imization, and hence these systems can “reside” in a state of local equilibrium within
the global free energy with low entropy states often characterized by complex spatial
or coherent spatiotemporal organization [18]. In this case, identifying the possible
structures at metastable states is important for controlling the formation of structures
or patterns. Not surprisingly, many advances have been made in theoretical models and
simulation approaches to predict and analyze structures, dynamics and properties of
self-assembling systems; computer simulations offer a unique approach to identify and
separate individual contributions to the phenomenon or process of interest [19, 20].

However, the theoretical and computational research of self-assembling systems is
far from trivial. These many-body systems cover variations in relevant time and length
scales over many orders of magnitude. The assembled structures and macroscopic
properties of materials are ultimately to be deduced from the dynamics of the
microscopic, molecular level, implicating a lot of demand for new simulation techniques
and theoretical approaches. From the computational point of view, the key is to develop
methods capable of reaching time and length scales much larger than those accessible
by brute force computer simulations on the atomic level [21]. The feat is not a simple
one, since it requires a major effort over a wide range of activities, including the devel-
opment of coarse graining techniques, novel simulation methods and ways to link the
different regimes to each other. Even with these challenges, theory and simulations have
proven invaluable and indispensable in studies of self-assembling systems, including
applications in numerous directions such as development and examination of new prin-
ciples, predictive science and computer design of complex building blocks, suggesting
guidelines of programmable assembly, and exploring entropy interaction in various
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assembling systems, etc. The purpose of this chapter is therefore to introduce the general
aspects of the development and applications of theoretical approaches and computa-
tional modeling in self assembling systems, focusing on basic and emerging principles.

1.2 Emerging Self-Assembling Principles

1.2.1 Predictive Science and Rational Design of Complex Building Blocks

Predicting structure from the attributes of a material’s building blocks remains a
challenge and the central goal for materials science. Here we introduce the rational
design and predictive science of two emerging and important building blocks for
superstructure construction through self-assembly, that is, polyhedral particles and
particles that can self-assemble into helical structures with chirality.

At present, a major focus in material science is to engineer particles with anisotropic
shapes and interaction fields that can be self-assembled into complex target structures
[1, 2]. Assemblies of anisotropic particles undergo order–disorder transitions involving
changes in both translational and rotational degrees of freedom and can lead to phases
with partial structural order or “mesophases” [22, 23] such as crystals, plastic crystals
and liquid crystals. These ordered assemblies have distinctive electronic, optical and
dynamical properties and are highly desirable for fabrication of advanced electronic,
photonic and rheological devices [24]. Although numerous theoretical [25, 26] and
experimental [27, 28] studies on mesophase behavior of particles with anisotropic
shapes have been reported, a roadmap marking out the most probable mesophases that
could be formed by constituent particles with particular geometrical features remains
incomplete. Exploring such relations will translate into a deeper understanding of
the phase behavior of colloidal systems with different particle shapes. The simulation
prediction of a dodecagonal quasicrystal with tetrahedra demonstrated the unexpected
complexity that could be achieved for particles solely with hard interactions [29].
Escobedo and Agarwal [30] carried out detailed Monte Carlo simulations of six
convex space-filling polyhedrons to demonstrate that translational and orientational
excluded-volume fields encoded in particles with anisotropic shapes can lead to purely
entropy-driven assembly of morphologies with specific order and symmetry. Their sim-
ulations reveal the formation of various new liquid-crystalline and plastic-crystalline
phases at intermediate volume fractions. They further propose simple guidelines for
predicting phase behavior of polyhedral particles: high rotational symmetry is in general
conducive to mesophase formation, with low anisotropy favoring plastic-solid behavior
and intermediate anisotropy (or high uniaxial anisotropy) favoring liquid-crystalline
behavior.

Recently, a more refined structure prediction of polyhedral particles has been attained
by Glotzer et al. [31] through investigating 145 convex polyhedra whose assembly arises
solely from their anisotropic shape. Their simulations demonstrate that from simple
measures of particle shape and local order in the fluid, the assembly of a given shape into
a liquid crystal, plastic crystal or crystal can be predicted. Two important shape param-
eters that were revealed to predict the general category of ordered structure are the
coordination number and the isoperimetric quotient (Figure 1.1). Although still unable
to predict a specific structure, their results provide an important step toward a predictive
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Figure 1.1 (a) The coordination number in the fluid phase, CNf , is correlated to the isoperimetric
quotient (IQ) of the polyhedron. Here, IQ is a scalar parameter for the sphericity of the shape and
coordination number is a measure of the degree of local order. Data points are drawn as small
polyhedra, which are grouped according to the assemblies they form. (b) Polyhedra have, in most
cases, nearly identical coordination numbers in the ordered phase (CNo) and the fluid phase (CNf)
close to the ordering transition. Because of this strong correlation, combining CNf and IQ allows for
prediction of the assembly category expected for most cases. This figure is reproduced from Ref. [31].
Copyright permission from American Association for the Advancement of Science (2012). (See insert for
color representation of the figure.).

science of nanoparticle and colloidal assembly, which will be necessary to guide exper-
iments with families of polyhedrally shaped particles that are now becoming available.

Rational design of building blocks for self-assembly can be significantly facilitated
if the final structure can be predicted as a function of the building block parameters
[30–33]. The interaction fields and anisotropic shapes encoded in the building blocks
allow potential approaches for such a prediction. However, considering the complex
energy landscape and kinetic pathway, the predictive science of sophisticated supra-
colloidal structures remains a key challenge. In particular, although numerous studies
on the predictive self-assembly of anisotropic particles have been reported [30, 31], a
priori prediction of helical supracolloidal structures from rationally designed building
blocks still lacks a general roadmap and has yet to be demonstrated. Helical structure
represents the principal element responsible for the property of chirality. Control over
chirality at nano- and mesoscales is rapidly becoming a goal of great scientific interest
because such unique architectures will allow optical, plasmonic and catalysis materials
to have distinctively emergent properties [34–36]. This aspect is particularly relevant
for photonic applications [37], where the optical properties are significantly influenced
by the periodically arranged unit cells. Molecular scaffolds such as DNA origami
can enable the high-yield production of superstructures that contain nanoparticles
arranged in nanometer-scale helices [38]. However, large-scale fabrication of these
scaffolds poses a significant hurdle for many practical applications.

The notion of a directional interaction field encoded by the surface patches suggests
that patchy particles can be used to generate supracolloidal helices without fixed
templates that offer limited controllability and may penalize the properties of particle
assemblies [39, 40]. However, the ability to design and control supracolloidal helices



�

� �

�

1 Theory and Computer Simulations: A General Aspect 5

(a) (b)

(d)(c)

x y

z

θ

φ

Figure 1.2 Tunable helical supracolloidal structures from a facile particle model. (a) Cartoon of patchy
particle model used in the simulations. The top patch is a self-complementary patch while the other
two patches are a pair of complementary patches. The relative directions of these patches are
determined by angles 𝜃 and 𝜑. (b) Right-handed double-stranded helix formed from patchy particles
with patch direction of 𝜃 = 60∘ and 𝜑 = 120∘. (c) Right-handed double-stranded helix with larger
pitch and radius than those in (b), where the parameters are set as 𝜃 = 60∘, 𝜑 = 150∘. (d) Left-handed
double-stranded helix formed from patchy particles with patch direction of 𝜃 = 60∘ and 𝜑 = −120∘.
In (b)–(d), the building blocks and the top and side views of the helically supracolloidal structures
and their geometrical representation are shown. This figure is reproduced from Ref. 41.Copyright
Permission from Nature Publishing Group (2014).

assembled from patchy particles or colloids is limited by the absence of a general pre-
diction principle. Challenges include exploring a facile design rule of patchy particles
for helical self-assembly and further establishing a critical prediction principle for
such supracolloidal architectures. Recently, inspired by biological helices, Guo et al.
[41] showed that the rational design of patchy arrangement and interaction can drive
patchy particles to self-assemble into biomolecular mimetic supracolloidal helices.
They further derived a facile design rule for encoding the target supracolloidal helices,
thus opening the doors to the predictive science of these supracolloidal architectures
(Figure 1.2). It is also found that kinetics and reaction pathway during the formation
of supracolloidal helices offer a unique way to study supramolecular polymerization,
and that well-controlled supracolloidal helices can exhibit tailorable circular dichroism
effects at visible wavelengths.

1.2.2 Entropy-Driven Ordering and Self-Assembly

Precise control of self-assembled structures remains a challenge because the structural
architectures are governed by an intricate balance of entropic and enthalpic interac-
tions. Central to this issue is exploring entropy-driven structural organization because
entropy keeps springing non-intuitive findings in the manipulation of the self-assembly
and the structural formation of soft matter systems [14–16, 42]. In fact, under-
standing entropic contributions to ordering transitions is essential for the design of
self-assembling systems with hierarchical structures. Various unexpected structures can
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form by self-assembly of tailor-made building blocks, and these can be designed so that
such structures increase the entropy of the system [43–45]. Indeed, over the past few
decades examples have been highlighted in which entropic interactions are exploited to
direct self-assemblies, such as self-assembly of complex colloids, shape-entropy medi-
ated particle assembly, hierarchical self-assembly in polymer nanocomposites, etc. In
this section, we briefly summarize the advancement of these emerging topics as follow.

Entropy can be a subtle and elusive concept. Although in some sense it is the quantifi-
cation of disorder, it has long been known that for hard colloidal spheres at high density
an ordered crystal has higher entropy than a disordered fluid [46, 47]. Yet the formation
of a crystal seems to be at odds with the widespread notion of entropy as a measure of
disorder. Actually, this would only be possible if the entropy of the ordered phase were
higher than that of the disordered phase at the same density and temperature [14]. In the
system of densely packed hard colloidal spheres, the entropy loss caused by collective
ordering of the mean atomic positions is more than compensated by the fact that each
particle has more space to explore. Thus, the colloidal spheres must crystallize [into
hexagonal close-packed or face-centered cubic lattices in three dimensions, and the
hexagonal lattice in two dimensions (2D)] to gain accessible volume and thus entropy.

With patchy particles, however, this argument is partially reversed. Granick et al.
[48] show that, through decoration of the particle surfaces with a simple pattern of
hydrophobic domains, triblock Janus colloidal spheres can be induced to self-assemble
into an open kagome structure, contrasting with previously known close-packed
periodic arrangements of spheres. In this case, a crucial new factor is the “rotational
rattle room,” defined by the solid angle that each particle can rotate before any of its
sticky patches lose contact with those of its neighbors (Figure 1.3a) [15]. A lost contact
would represent a “broken bond,” which is effectively forbidden by its relatively high
energy penalty. Therefore, the rotational entropy of a patchy particle clearly depends
on its environment, in contrast to what occurs for non-patchy hard spheres, which
can always undergo complete rotation and for which entropy per particle is always a
constant. Recently, Mao et al. [49] showed that under well-motivated limiting assump-
tions the rotational-entropy contribution is calculable analytically. They constructed an
effective description of the interactions in a system of patchy particles with fluctuating
lattice positions, and compared it with experimental data on the mode structure of
lattice vibrations for triblock Janus spheres. Their calculations determined that in two
dimensions the kagome lattice is more stable than the close-packed hexagonal lattice.
Both lattices have four bonds per particle and thus the same energy, but at close packing
the latter has two additional non-bonded contacts (Figure 1.3b). In a hexagonal crystal
of the same density as the kagome lattice (whose maximum density is lower), patchy
particles have more room to rattle translationally, but the combined entropy of rotation
and vibration is reduced. For densities that are not too high, the latter effect dominates,
and the kagome lattice is stabilized.

If the particles are non-spherical, the optimal packing geometry is not always
clear. The systematic study of families of idealized colloidal and nanoscale systems by
computer simulation has produced overwhelming evidence that shape is implicated in
the self-assembly of model systems of particles [50, 51]. In these model systems, the only
intrinsic forces between particles are steric, and the entropic effects of shape (which
we term “shape entropy”) can be isolated. Damasceno et al. [31] have recently shown
that arbitrarily shaped hard polyhedra display considerable predictability in their dense
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Figure 1.3 The rotational “rattle room” of patchy colloids. (a) Bonded contacts between triblock Janus
spheres are maintained as long as the edges of the overlaid triangles cross the attractive dark gray
patches. For a fixed particle configuration, the angular excursions that a particle can make without
breaking any of its four contacts are independent of the corresponding excursions of neighboring
particles. In two dimensions such a rotational entropy can therefore be calculated one particle at a
time, and depends only on the bond angles 𝛼 and 𝛼′. (b) The hexagonal (left) and kagome (right)
lattices have the same number of bonded contacts and thus the same energy per particle. However,
for moderate densities, particles in a kagome lattice have less room to rattle by translation, yet more
entropy from rotational and vibrational motions, than particles in a hexagonal lattice at the same
density. The latter effect dominates, which favors the formation of the kagome crystal over the
hexagonal. This figure is reproduced from Ref. [15]. Copyright permission from Nature Publishing
Group (2013).

packing arrangements. Depending on their shape, some polyhedra will form ordered
crystals, while others form liquid crystals, “plastic” crystals in which the particles rotate
freely, or disordered glasses. The entropic forces promoting the dense phases here heed
details of particle shape: in particular, there is often a propensity for particles to sit face
to face with facets aligned, creating directional preferences that can lead to ordered
self-assembly. However, the origin and strength of these forces are unclear.

Using computer simulations of polyhedral packings, Anders et al. [52] clarify the
concept of a shape-dependent directional entropic force, showing that it can be given
a rigorous description based on the role of shape and faceting in maximizing the
entropy of dense packings. As such, the force is an emergent property of local particle
configurations, and it typically manifests itself for polyhedra as a repulsion between
corners and an attraction between faces. For these systems the force is typically of the
order of a few kT (where k is Boltzmann’s constant and T is temperature), making it
comparable to van der Waals and depletion forces.

Another common example of entropy-driven self-assembly is polymer nanocom-
posite in which the mixing of polymers and nanoparticles is opening pathways for
engineering flexible composites that exhibit advantageous electrical, optical or mechan-
ical properties [16, 17, 53]. One typical system is diblock copolymer/nanoparticle
mixtures where the microphase separation of the copolymer can direct the spatial
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Figure 1.4 A-block entropic free energy contribution −TSA (where SA is the conformational entropy
of the A block) per polymer chain, for large particles (R = 0.3R0, gray curve) and small particles
(R = 0.15R0, black curve), as a function of 𝜙p. This figure is reproduced from Ref. [56]. Permission from
American Association for the Advancement of Science (2001).

distribution of nanoparticles and thereby tailor the properties of the composite
[54, 55]. The optical performance of composites, for example, is highly sensitive to the
specific location of the particles within the matrix, and the microphase separation of
block copolymers can be used to great advantage. However, block copolymers do not
simply “template” the arrangement of the nanoparticles. Because the nanoparticles
are solids, the polymer chains must stretch around these obstacles, causing a loss in
conformational entropy that increases with particle radius. In the absence of specific
interactions, larger nanoparticles are expelled from the bulk of the copolymers, whereas
smaller particles are not (Figure 1.4). This significantly affects the spatial distribution
of nanoparticles within homopolymers and block copolymers and the hierarchical
structure of particle-filled systems. Using a combination of self-consistent field- and
density-functional theories, Thompson et al. [56] predicted that larger A-like particles
(i.e., particles that are compatible with the A blocks of AB copolymers) localize at the
center of the A microdomains, whereas smaller particles are more uniformly dispersed
within a specific microdomain.

The observations above imply that the spatial distribution of nanoparticles in the
microphase-separated morphologies can be controlled by tailoring the nanoparticle
ligands (i.e., enthalpic effects) and the size of the nanoparticles relative to the radius
of gyration of the polymer (i.e., entropic effects). For example, by blending A-like
nanoparticles of different sizes with symmetric AB diblocks, one can fashion gradient
materials within the A lamellae, where the largest particles are localized in the center,
bordered by the next larger particles, which in turn are neighbored by smaller particles.

The entropic penalty associated with chain stretching around particles can also
be harnessed to tailor the precisely interfacial organization of Janus nanoparticles in
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Figure 1.5 The Ka dependence of the excess
entropy per bead, SBB, calculated from the
pair correlation function between B-block
beads. The inset diagrams (a)–(c) show the
position of Janus nanoparticles and the
organization of the stiff B blocks around them
in response to the increase of the chain
stiffness. This figure is reproduced from Ref.
[59]. Copyright permission from American
Chemical Society (2015).
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the scaffold of block copolymers [57–59]. For example, by combining coarse-grained
molecular dynamics and a finite difference time domain technique, Dong et al. [59]
report entropy-mediated precise interfacial organization of Janus nanoparticles in
flexible–semiflexible block copolymers and the resulting optical properties of this
heterogeneous material. They find that the stiffness of the semiflexible block can
regulate the off-center distribution of symmetric Janus nanoparticles with respect
to the phase interface, featured by a roughly 35% deviation from the interface to the
utmost extent. The results reveal how entropic and enthalpic effects in this multiphase
material contribute to the self-assembled morphologies and, in particular, can lead to
entropically driven spatial transition of interfacial nanostructures (Figure 1.5). This
might be the very first simulation study to capture the chain stiffness-dependent spatial
transition in the interfacial assembly of nanoparticles, and thereby enables applications
of chain stiffness in precise control over the interfacial assembly of nanoparticles in
polymer scaffolds.

The entropic repulsion between tethered Janus nanoparticles at fluid interfaces can
template the mixing of otherwise incompatible nanoparticles, toward perfect mixing of
binary nanoparticles at single-nanoparticle level [60, 61]. Indeed, by means of computer
simulations, Liu et al. [60] show novel mechanomutable nanocomposites designed by
binary mixtures of tethered Janus nanoparticles at the interface of a binary fluid mixture
under mechanical pressure. The nanoparticle organization in the systems exhibits a
reversible transition between the random state and the long-ranged intercalation state
that can be effectively controlled by various structural parameters of the tethered
chains and the applied pressure (Figure 1.6). The dynamics mechanism of the transition
is explored by examining the detailed trajectories of the interfacial nanoparticles
during their 2D diffusion. The origin driving the collective organization of the binary
Janus nanoparticles at the fluid–fluid interface is explained by combining computer
simulations and theoretical analysis, revealing that both the conformational entropy
effect of the tethered chains and sufficient tether disparity dominate the collective
nanoparticle organization in the mechanical response behavior. The attractive feature
of the procedure proposed by this work is that the interfacial nanostructures are tuned
simply by pressing an accessible system containing binary tethered Janus particles in a
binary fluid. The motif and findings described in this letter thereby suggest a facile route
to create well-defined, responsive and flexible nanopatterns formed by multicomponent
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Figure 1.6 (a) Janus nanoparticles tethered with long and short ligand chains. (b) The random
arrangement of nanoparticles at the fluid interface for the initial simulations. The gray plane surface
represents the fluid interface whereas the fluid beads are not shown for clarity. The arrows indicate
the lateral and vertical changes of the simulation box while applying mechanical pressure.
(c)–(e) Top-view snapshots of the interfacial nanoparticle patterns where S = S0 (c), S = 0.64S0 (d) and
S = S0 (e). The dashed circles in (c) and (e) highlight the phase domains of the same nanoparticle
component. This figure is reproduced from Ref. [60]. Copyright permission from American Chemical
Society (2014).

nanoparticles in the interface of wide fluid mixtures, and consequently lead to a class
of interface-reactive nanocomposites toward technologically important materials and
devices.

1.2.3 Programmable Self-Assembly

Programmable self-assembly is an emerging and important concept for future materials
fabrication toward precisely controlled structures and optimized properties. For more
details of this concept please refer to a recent review by Cademartiri et al. [62]. Here
we briefly summarize it and further introduce the theoretical aspect of the relative
researches. The programmed assembly of structures from their components requires
information [63, 64]—that is, instructions or guidance that direct the reproducible
formation of a particular structure from myriad possibilities (Figure 1.7). Such
“assembly information” must specify the location and connectivity of the building
blocks within the assembled structure and, often, the order and manner in which they
are added to it. The information encoded within the building blocks determines the



�

� �

�

1 Theory and Computer Simulations: A General Aspect 11

Top-down Bottom-up

Encoding

Simple

components

Assembler

0 00

0

0 0 0 0 0
0

1

11

11

1 1 1 11
1

0
0

0
10

0
10

0
0

0
0

0

1

1111
1

1
1

1

Self-assembly Self-assembly

Complex structuresSimple structuresSimple or comlpex

structures

Simple

components

Informed

components

01
11 1

0
00

11

1111
1

11 10
0101 00010

00

Figure 1.7 The role of information in top-down manufacturing and bottom-up self-assembly. Top-down manufacturing assembles simple building blocks into
complex objects by using assemblers. This approach has been the standard strategy for manufacturing, but becomes increasingly difficult at the molecular and
nanoscale. By contrast, the bottom-up self-assembly of simple (high-symmetry) components invariably leads to simple structures. The self-assembly of
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complexity of the final structure [65], which at equilibrium minimizes the system’s free
energy and is determined by the accessible configurations and their respective energies.
In this context, assembly information is encoded into the building blocks in two
formats: constraints, which determine the accessible configurations, and interactions,
which determine their energy [62].

DNA may be the only practical chemical system that can produce the large numbers
of distinct and highly selective interactions preferred by programmable self-assembly
[62]. Interactions based on DNA hybridization are well suited for this approach because
of the large number of possible interactions, their high specificity and their tunable
strength, typically achieved by varying the number of bases in the “sticky ends” of
the DNA strands. Early examples of DNA-based interactions between nanoparticles
constructed mostly dimers and trimers [66, 67], and have since been extended to
achieve the reliable and programmable formation of nanocrystal superlattices [68, 69]
and well-defined clusters [70, 71]. In this approach, colloidal building blocks present
multiple types of single-stranded DNA on their surface and organize to form structures
that maximize DNA hybridization [69]. Particle geometry can also modify both the
strength and directionality of attractive surface forces. For example, two cubic particles
coated with complementary DNA linkers will bind face to face to maximize DNA
hybridization [72]. Recent advances in colloidal synthesis offer trivalent and tetravalent
particles that enable directional bonding via specific DNA-based linkers [8]. These
particles allow the programmed assembly of finite structures specified by assembly
information encoded within selective DNA-based interactions, well-defined surface
patches and steric constraints due to particle shape and size.

Theoretical analysis and simulations have played an important role in understanding
the process and predicting the formed structures of programmable self-assembly.
The results have not only confirmed the experimental results but also stimulate the
experiments by providing new predictions.

From the theoretical point of view, the first analytical model was proposed by
Tkachenko [73] in 2002, who obtained a phase diagram as a function of two dimen-
sionless parameters. It was suggested that diamond, body-centered cubic (bcc) and
other lattices can be obtained by controlling interactions between two particles. Starr
et al. [74] have provided theoretical descriptions for equilibrium properties and the
dynamics of DNA-linked nanoparticles with concepts from polymer physics, which
was considered a successful way to describe novel self-assembly systems. Mirkin et al.
[69] have also proposed a rule-based complementary contact model (CCM) to predict
the crystal structures of DNA-grafted colloidal nanoparticles. Most recently, they
have further constructed a simplified model to study the kinetics of the crystallization
process, in which a given particle will transition between free, singly bound and doubly
bound states [75]. Based on numerical solving of the thermodynamic equations, the
variation of melting temperature and annealing window were predicted, suggesting
that the model is useful in the design of future crystals.

From the computer simulation point of view, molecular dynamics (MD) simulation
may be the most successful way to describe the dynamics of self-assembly. The first
coarse-grained model for MD simulations was introduced by Sciortino et al. [76]. Later,
this model was modified by Starr et al. [77]. In 2011, Travesset et al. [78] provided a new
modified coarse-grained model to study the crystallization dynamics of DNA-coated
nanoparticle systems. A key development of this model is that flanking beads are
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Figure 1.8 Cartoon of the coarse-grained model. (a) A model DNA chain for a sequence used in the
experiments. The bead size for the dsDNA portion of the chain is 𝜎, corresponding to a diameter of
approximately 2 nm; the bead size for the ssDNA portion is 0.5𝜎, corresponding to an approximate
diameter of 1 nm. (b) A model spherical GNP core. (c) An example of two SNA-GNPs: the particle on the
left has an 8#nm gold core and 40 DNA chains; the particle on the right has a 10 nm core and 60
attached DNA chains. For more details, see Ref. [79], from which this figure is reproduced. Copyright
permission from American Chemical Society (2012).

utilized to protect any base from binding to more than one complementary base.
However, Travesset’s model is limited to simulate the formation of many kinds of
lattices that have been realized with dsDNA experimentally. To address this issue, de
la Cruz et al. [79] proposed a new modified model to better describe these systems.
It is to date the most detailed model that is able to capture the crystallization process
of many nanoparticles. As seen in Figure 1.8, there are two main modifications in the
model. First, the linker DNA chain contains both ssDNA and dsDNA and the dsDNA
is modeled with a bead size two times larger than that of ssDNA. Second, the sizes of
two nanoparticles, the number and the lengths of grafted DNA chains can be different.
Their MD simulation results showed that binary superlattices of bcc, CsCl, AlB2, Cr3Si
and Cs6C60 can be assembled from binary mixtures of DNA-linked nanoparticles
(Figure 1.9). The phase diagrams as a function of the particle size ratio and the DNA
coverage ratios for three stoichiometric ratios (1:1, 1:2 and 1:3) were in accordance with
experimental results. They also found that the crystallization process is accompanied
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Figure 1.9 Snapshots of the crystal structures obtained from MD simulations. Left to right: The ideal
crystal cell, a simulation snapshot after the system fully crystallized and the averaged positions of the
SNA-GNPs. For more details, see Ref. [79], from which this figure is reproduced. Copyright permission
from American Chemical Society (2012).

by a slight decrease of enthalpy. Furthermore, suitable linker sequences for future
nanomaterial designs were proposed.

1.2.4 Self-Assembling Kinetics: Supracolloidal Reaction

The focus of nanoscience is gradually shifting from the synthesis of individual building
blocks to the organization of larger nanostructures. The past decade has witnessed
great progress in nanoparticle self-assembly, yet the quantitative prediction of the
kinetics of their formation remains a challenge. In their pioneering research regarding
this important topic, Kumacheva et al. [80, 81] reported on the marked similarity
between the self-assembly of metal nanoparticles and reaction-controlled step-growth
polymerization. Their results indicate that the kinetics and statistics of step-growth
polymerization enable a quantitative prediction of the architecture of linear, branched
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and cyclic self-assembled nanostructures; their aggregation numbers and size distri-
bution; and the formation of structural isomers. The strong similarity of self-assembly
of nanoparticles to polymerization reactions has also been identified in the kinetics of
other colloidal systems [8, 83]. Based on this similarity, the molecular concepts of
polymer chemistry can be applied to achieve controllable nanoparticle assembly.
On the other hand, the ability to visualize nanoparticle assemblies and to exploit
characterization tools used in nanoscience offers a unique way to study polymerization
reactions. These works bridge the gap between polymerization reactions taking place at
a molecular level and nanoparticle self-assembly occurring at a length scale two orders
of magnitude larger.

In this context, Guo et al. [41] noted that the construction of supracolloidal helices
through systematic computer simulations presents colloidal analogs of the molecular
design to some supramolecules with ordered structures [83, 84]. The patchy particles act
as multifunctional monomer units that “react” with each other, in a process analogous
to supramolecular polymerization [83, 84]. The multi-patchy configuration significantly
increases the sophistication of the kinetics and reaction pathway. Figure 1.10a shows the
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Figure 1.10 Kinetics in the self-assembling process of the helically supracolloidal structure. (a) The
number-averaged degree of colloidal clusters as a function of self-assembling time t. (b) Variation
in the number of patch groups in the course of self-assembly for species shown in inserts.
(c) Number-averaged distributions of colloidal clusters at different times. Error bars in (a) and (b)
indicate standard deviation. This figure is reproduced from Ref. 41. Copyright Permission from Nature
Publishing Group (2014). (See insert for color representation of the figure.).



�

� �

�

16 Self-Assembling Systems

time dependence of the average number of patchy particles in the supracolloidal chains,
M, that resembles the number-averaged degree of polymerization. Interestingly, the
M–t plot can be divided into two regimes. In the first regime, M increases linearly with
time, being characteristic of reaction-controlled step-growth polymerization. However,
the linearity of the M–t plot is relatively suppressed and the plot presents obvious fluc-
tuation in the second regime.

To understand the kinetic mechanisms, they turned to a detailed analysis of the change
in the concentrations of different species in the course of self-assembly [41]. Based on
patchy interactions directed by their types, four representative species are concerned:
individual patchy particle (IP), colloidal cluster linked by self-complementary patches
(SP), colloidal cluster linked by a pair of complementary patches (PP) and the elemen-
tary colloidal cluster of perfect helix (EC) (Figure 1.10b). Figure 1.10b shows that the
concentration of IP is extremely reduced at the initial stage owing to the formation of
SP and PP. The complementary patches in SP and PP link each other spontaneously while
the formation of EC with long-ranged patchy addition is relatively slow. Thus, the reac-
tions of SP and PP dominate the kinetics in the first regime, resulting in the characteristic
of reaction-controlled step-growth polymerization. In the second regime, however, the
reaction of EC becomes the major effect, where sophisticated dynamical interconver-
sion between clusters induces the obvious fluctuation in the kinetic plot. The distribu-
tion of colloidal clusters also becomes wider in the second regime, as demonstrated by
Figure 1.10c. These finding may provide fundamental information for understanding the
mechanisms of some reactions in supramolecule chemistry towards helically molecular
architectures [83–85].
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