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xviii

This book covers various aspects of preparative chromatography, with a unique 
combination of academic research and industrial applications. We expect it to 
appeal to those in academia and industry who are involved in process develop-
ment and the production of peptides and proteins, an area where the industry 
is typically reluctant to publicly share their knowledge because of trade secret 
considerations. Most of these major developments have either not been 
 disclosed at all or exist only as oral conference contributions. This book aims 
to alleviate some of these gaps as we aim to supplement the academic contribu-
tions with industrial contributions. This aspect makes the treatment quite 
novel and unique when compared with other texts on the topic.

The book is divided into two parts: basic modeling and reviews and industrial 
separations/case studies. The basic modeling section aims to describe the recent 
developments in chromatographic theory and general approaches to research to 
provide increased understanding of the fundamentals behind chromatographic 
separation and behavior of proteins in these environments. The aim of this 
 section is to provide a solid background in the theory of chromatography to the 
readers and to better prepare them for industrial case studies. Topics covered 
comprise the application of various approaches of modeling including computer 
simulations and mechanistic modeling. Chapter 1, by the editors, is designated 
to the general background for use of the various modeling tools and approaches.

The first section of the book contains fundamental contributions, general 
overviews, and reviews. Chapter 2, by Mollerup, provides a general and thor-
ough overview of the thermodynamic tools and isotherm description necessary 
to model process chromatography in a double chapter. The author proposes 
approaches for acquiring accurate experimental data from which the model 
parameters in the adsorption isotherms can be estimated, in order to facilitate 
the use of simulation tools to the design and optimization of a chromatographic 
separation process.

Simulation of the performance of chromatographic separation of proteins is 
a powerful tool, and Chapter 3, by Nilsson and Andersson, presents a summary 
of the many methodologies applied to various chromatographic techniques 
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including ion exchange, affinity, and multimodal chromatography. Predictions 
of chromatographic behavior have been presented for a set of different separa-
tion problems, illustrating that a large number of common protein separation 
problems can be simulated quite easily with today’s technology.

Chapter 4, by Yoshimoto and Yamamoto, describes simplified methods for 
understanding and designing chromatography processes for proteins and other 
biological products, with a focus on modeling of gradient elution chromatogra-
phy. Simplified models based on the mechanistic model for linear gradient elu-
tion chromatography of proteins and other large molecule biological products 
are presented, together with several applications of the models to process 
design and process understanding and for bio‐recognition.

Continuous processing, including chromatography, has gained much 
 attention the last decade, and Chapter 5, by Riske and Ransohoff, presents 
industrial application of such multicolumn chromatography (MCC) systems 
for general capture. The authors suggest that the appropriateness and use of 
MCC in capture steps and in other parts of the downstream process depend 
on a number of factors, including the molecular characteristics and stability 
of the target molecule, the feed titer and product amount required, and the 
facility design and intention (multipurpose or dedicated). As industry gains 
more experience with MCC and other forms of continuous processing, 
the authors foresee that MCC is likely to be more commonly used through-
out industry.

Molecular dynamics (MD) is another area that is getting much attention in 
recent years, and this approach will undoubtedly be key to better understanding 
of interactions on the molecular level and will ultimately result in better 
 mechanistic models. This topic is described with case studies in Chapter 6, by 
Insaidoo, Banerjee, Roush, and Cramer. The authors summarize the current 
state of computational biophysics for determination of individual  contributions 
of key interactions at an atomistic level. They conclude that there remains a 
significant gap in the linkage of experimental techniques (typically macro-
scopic) to biophysical modeling and that it is essential that these gaps be closed 
in order to realize the potential for rational process design.

Chapter 7, by Hansen, teaches the upscaling technique based on volumetric 
flow rate, which is founded in well‐known chromatographic theory and equa-
tions, and the approach provides high process design flexibility. The chapter pre-
sents an overview of the underlying theory and also provides several examples of 
successful scale‐ups on ion exchange and reversed‐phase chromatography. A 
couple of industrial case studies related to these scale‐ups are also presented. 
Finally, a step‐by‐step guide for scale‐up is presented together with recommenda-
tions and a discussion of the challenges that a practitioner is likely to face.

The industrial separations section presents new and existing chromatographic 
unit operations and discusses how mechanistic and empirical modeling approaches 
are used to optimize equipment and methodologies. Equipment includes column 
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hardware, scale‐down equipment, continuous operation mode, etc., as well as 
tools for monitoring and control; for example, on‐, in‐, and at‐line equipment 
for improved process development and manufacturing methods. Improved 
methodologies comprise scaling approaches, the use of models for validation, 
uncertainty and robustness evaluations, and process design. A mix of indus-
trial, equipment vendor, and academic authors contributed to this section. 
Chapter 8, by Antoniou, McCue, Natarajan, Thömmes, and Yuan, provides a 
number of examples where modeling may help in scale‐up of chromatography 
in  industry and how computational fluid dynamics (CFD) has been applied. 
The authors explore why column packing is such an important criterion that has 
to be consistent across scales, and they discuss how models can be utilized to 
predict column packing across scales and to perform packing consistently in an 
industrial environment.

Chapters 9, 10, and 11 (by Pirrung and Ottens; Diederich and Hubbuch; and 
Li, Pollard, and Tugcu, respectively) present industrial applications of process 
development, optimization, and small‐scale practice. Chapter 9, among others, 
demonstrates the use of the high‐throughput process development (HTPD) 
setup to generate mechanistic model parameters for process development, 
optimization, and design. The authors have discussed the pros and cons of the 
various experimental approaches, including the one‐factor‐at‐a‐time (OFAT), 
design of experiments (DOE), mechanistic modeling, and hybrid approaches. 
Chapter  10 provides guidance to process development using robot systems, 
including modeling/simulation of peak shapes for mechanistic modeling and 
validation. Factors that have been examined include the influence of pipetting 
precision, absorption measurements in microtiter plates, peak fractionation, 
flow  patterns, and salt step heights in gradient elution experiments. Separate 
and combined effects have been qualitatively and quantitatively investigated 
using both experiments and simulations based on a mechanistic model. 
The authors demonstrate that with a sufficient number of fractions collected 
per peak, a significant improvement in precision can be obtained despite low 
analytical precision. Finally, Chapter  11, focuses on DOE and OFAT in an 
HTPD setup and presents the state‐of‐the‐art experimental process develop-
ment approach. A methodology for lab‐scale chromatography process devel-
opment utilizing high‐throughput tools in conjunction with traditional 
column‐based methodologies has been presented. The proposed experimen-
tal plan for process development relies heavily on a DOE approach supple-
mented with OFAT experiments. It fully utilizes HTPD and transitions into 
lab‐scale column experiments where additional confirmation is required for 
defining parameter ranges and scale‐up.

Chapters 12, 13, and 14 (by Breil, Frederiksen, Kidal, and Hansen; Hunt, 
Larsen, and Todd; and Sejergaard, Ahmadian, T.B. Hansen, Staby, and E.B. 
Hansen, respectively,) present three industrial case studies of mechanistic 
modeling for use in-process development, optimization, challenge, and 
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 identification of critical process parameters, troubleshooting, deviation 
 handling, control strategy setup, and establishing a design space for chromato-
graphic purification. Also included are equation systems and computer coding 
that may help new applicants in setting up models. Chapter  13 presents an 
example where the general rate model has been used to describe transport 
behavior in the column and in the beads and the steric mass action binding 
model to describe protein binding to the resin matrix. This approach has been 
used successfully to describe the  primary mechanisms involved in cation 
exchange chromatography of proteins. An open‐source chromatography solver 
was used to estimate model parameters and evaluate the impact of operating 
parameters on process performance. Model parameters were estimated by per-
forming a set of specific model  calibration experiments. Pulse injection experi-
ments were used to estimate the general rate model transport parameters, 
while steric mass action binding parameters were estimated by backfitting the 
model to a set of fractionated gradient elution runs. Chapter 14 discusses a 
specific application involving the use of a size‐exclusion chromatography step 
for reducing aggregated product forms for the commercial production of 
turoctocog alfa. It has been illustrated how the different quality by design 
(QbD) elements of risk assessment and  process knowledge can be linked 
through identification of key critical quality attributes (CQAs), which may be 
affected by the step and the different process parameters responsible for such 
influence on the CQAs.

Continuous processing including chromatography has gained much attention 
in the last decade, and Chapter 15, by Bisschops and Brower, presents industrial 
applications of such MCC systems for dynamic simulations as predictive models 
for MMC separation. This chapter describes a numerical simulation approach 
for predicting the performance of continuous chromatographic separations of 
biopharmaceutical proteins. The numerical simulations are based on the linear 
driving force model for mass transfer kinetics and a Langmuir isotherm for 
 equilibrium behavior. The numerical simulations have been compared with the 
experimental capture efficiency of monoclonal antibodies on Protein A media in 
a continuous MCC system for two different monoclonal antibodies and two 
 different (agarose based) Protein A media. The authors demonstrate the possi-
bility of using simulation models for process characterization, thereby enabling 
the knowledge space with limited experimentation significantly speeding up the 
development program.

Chapter 16, by Rathore and Singh, presents the general state of the art of 
 multivariate data analysis and review of current process analytical technology 
(PAT) methods available to facilitate process chromatography. This chapter 
presents a review of chemometrics applications in process chromatography. 
The various data preprocessing methods and modeling approaches have been 
discussed along with two case studies illustrating the utility of chemometrics in 
analyzing process chromatographic data.
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Process control and PAT are topics of great interest in the industry, and new 
tools that may move the analytical release test burden to the unit operation 
process control are highly desirable. A recent tool exploiting UV spectra for 
this application is shown in Chapter  17, by Hansen, Brestrich, Staby, and 
Hubbuch. The proposed tool has a response time of <1 s and allows real‐time 
pooling decisions. Both the screening and the PAT tool have been based on 
partial least squares (PLS) regression models, correlating mid‐UV protein 
absorption spectra with selective protein concentrations. The fundamentals of 
intrinsic protein absorption and PLS as well as their application for selective 
protein quantification have been also addressed.

Finally, Chapter  18, by Hearn, presents the more sustainable and green 
approach to chromatographic separation and to many practical considerations 
needed in future manufacturing. This chapter examines recent progress toward 
the incorporation of the concepts underlying sustainable manufacturing of 
 protein‐based products, with emphasis of the downstream aspects of the 
recovery and purification of value‐added protein products derived from 
 biotechnological procedures. Lessons gained from the use of similar approaches 
developed within the chemical, traditional pharmaceutical, and food ingredient 
industries have been examined in terms of their applicability to the down-
stream processing of protein products derived from genetic engineering, cell 
culture, and associated biotechnology strategies.

The book may be read for individual contributions; however, all of the book 
chapters complement each other with state‐of‐the‐art implementation of 
modeling in the biopharmaceutical industry and academic research within the 
field. All chapters of the book have been peer reviewed. We would like to thank 
all authors for their valuable contributions and hope the academic, industrial, 
and regulatory scientists will benefit from this book.

Arne Staby
20 December 2016 Anurag S. Rathore

Satinder Ahuja
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1.1 Motivation

Preparative chromatography for separation of proteins and peptides continues 
to be the primary workhorse in purification of biopharmaceuticals. Numerous 
papers and books exist describing theory and implementation of preparative 
chromatography; however, this is the first book that combines academic 
 progress in modeling with industrial implementation. Although theory and 
models have been available for many years, industrial usage of these tools has 
been scarce due to labor‐ and material‐intensive requirements. However, with 
the biotech industry moving to implement the expectations underlined in the 
recent regulatory initiative of quality by design (QbD), interesting and out-
spread applications of modeling tools for commercial process development 
and manufacture have emerged.

1.2 Regulatory Context of Preparative 
Chromatography and Process Understanding

QbD expectations to biopharmaceutical production including preparative 
chromatography are described in the ICH quality guidelines Q8, Q9, Q10, and 
Q11 [1–4]. Further, ICH Q8‐R2 [1] provides the overall definition of QbD in a 
regulatory context.
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The focus of this book is on the underlined parts of this definition, and the 
framework of QbD may be outlined as presented in Figure 1.1. In the top part 
of the figure, the primary focus of biopharmaceuticals is the patient, and the 
patient needs are defined through the quality target product profile (QTPP), 
which in turn is affected by chemistry, manufacturing, and controls (CMC) 
activities. Fulfilling patients’ needs places some requirements on the product, 
and these elements are obtained through linkage of the QTPP to the list of 
critical quality attributes (CQAs). The CQAs will have acceptable ranges for 
the manufacturer to comply with, and to obtain product of the desired quality, 
the process needs to be run within acceptable ranges of process parameters. 
Proper knowledge of how process parameters affect the product quality may 
be obtained through process models that may end up in a regulatory, enhanced 
application for approval of a design space. To control process parameters 
within defined ranges, process models and/or even a design space will provide 
some requirements to the GMP facility and linkage to the control strategy, 
which will include various process monitors, process analytical technology 
(PAT) tools, process validation, and release tests and specifications. All ele-
ments are linked through risk assessment exercises to address the risk‐based 
approach of QbD in a regulatory setting.

Figure  1.1 (bottom) displays an example of QbD elements contained in 
the QbD framework for a preparative chromatography step. A key patient 
need is of course to get efficient treatment, and one element affecting this is 
to get a proper dose of the biopharmaceutical. To obtain proper dosing, the 
purity and among others the bioactivity of the biopharmaceutical needs to 
be correct. Purity is significantly affected by the peak collection criteria 
used in preparative chromatography, and a well‐known methodology for 
peak collection is by UV monitoring as part of the control strategy (e.g., see 
Chapters 12 and 17). A proper understanding and control of the preparative 
chromatography process may be obtained by a mechanistic or statistical 
model and their boundary conditions that may define an operational design 
space. Thus, the idea of this linkage exercise is to obtain a complete overview 
of the process in a way that will elucidate, for example, how a defect in or 
removal of a UV monitor in a preparative chromatographic purification step 
will affect the patient through cascading back in the figure through a series of 
risk assessments. The focus of this book is to obtain “process understanding 
and process control based on sound science” as described earlier, and it can be 
visualized by observing the elements within the red circle in Figure 1.1 (top).

A systematic approach to development that begins with predefined objectives 
and emphasizes product and process understanding and process control 
based on sound science and quality risk management.
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A proper control strategy is achieved through sufficient process under-
standing. Traditionally, process understanding in the biopharmaceutical 
industry was obtained through a combination of theoretical knowledge based 
on the following: (i) education; (ii) experience from other projects and  proteins 
optionally of similar nature, for example, mAbs; (iii) preliminary experimentation 
of less systematic nature; and (iv) “one parameter at a time” (OPAT) experimentation 
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Figure 1.1 (Top) The framework of QbD. (Bottom) Example of QbD elements contained in 
the QbD framework for a preparative chromatography step. (See insert for color 
representation of the figure.)
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where all variables are kept constant while systematically altering one varia-
ble. This concept has worked well for many years, and most legacy products 
have been developed using this approach. Figure 1.2 presents the general level 
of knowledge obtained by the different methodologies including more recent 
concepts. Although some companies have also used multivariate methods for 
development and documentation of legacy products, the extensive use of 
more advanced methods for process understanding has been affected by 
implementation of QbD concepts. The general methodology used in the 
industry today is based on multivariate statistical analysis such as design of 
experiments (DoE) often combined with various high‐throughput process 
development (HTPD) techniques (see e.g., Chapter 11). DoE is a very broad 
and important tool that does not require mechanistic understanding prior to 
implementation, and it works quite efficiently if the user has prior knowledge 
of which parameters are significant and if the number of parameters is  
limited. Today, the most comprehensive application of statistical methods to 
support QbD and a true enhanced approach filing has been accomplished by 
Genentech/Roche with its recent regulatory approval of Gazyva. Disadvantages 
of DoE include less optimal identification of assumptions and the general lack 
of opportunities for extrapolation outside the experimental area used to set 
up the statistical models. DoE is used extensively for validation of parameter 
ranges in preparative chromatography; however for other unit operations 
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Figure 1.2 General extent of knowledge and process understanding obtained employing 
various methodologies and approaches.
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such as fermentation, more advanced statistical methods like principal com-
ponent analysis (PCA), partial least squares (PLS) methods, etc. are used due 
to their capability to handle very high number of variables (see also Chapter 16). 
At the top of the pyramid in Figure 1.2 and at the highest extent of knowledge 
obtainable are models based on mechanistic principles because full mecha-
nistic process understanding is typically achieved. Depending on  assumptions, 
these mechanistic models are also referred to as first‐principle models, and 
they provide optimal evaluation of assumptions as well as opportunities for 
extrapolation outside the experimental area of parameter estimation.

An example of the difference in process understanding achieved from 
 application of mechanistic modeling and a DoE approach for a preparative 
SEC step is presented in Figure 1.3 [5] (see also Chapter 14). The figure shows 
the effect of the feed concentration of a biopharmaceutical on the content of 
high molecular weight proteins (HMWP)—a typical CQA in the drug sub-
stance addressed by purification. The different experimental values for a given 
feed concentration (red diamonds) are due to controlled variation of other 
variables. Predictions based on a mechanistic model and on a statistical model 
by DoE are shown with full green and light blue colors, respectively. It is 
noticed that the model based on DoE cannot predict the worst‐case condi-
tions at a feed concentration of 0.75 g/L (indicated by the green, dashed circle) 
and instead the DoE‐based model predicts the lowest concentration of 0.5 g/L 
as the worst‐case conditions (indicated by the light blue, dashed circle). 
Further, the prediction error increases if extrapolation is performed outside 
the experimental area. The problem is partly caused by the general setup of 
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Figure 1.3 HMWP content after purification on SEC for a biopharmaceutical as a function 
of feed concentration. , experimental results; , model prediction by mechanistic model; 
and , model prediction by statistical model based on DoE. (See insert for color representation 
of the figure.)
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experiments supporting DoE where center points and parameter range limits 
are often applied (in the current case ~2 g/L and 0.5 and 4 g/L, respectively). 
DoE‐based models are good in capturing monotonous functions, but they 
have problems capturing functions containing inflection points, and it would 
require a very comprehensive experimental setup for DoE‐based models to 
capture functions with inflection points—far more than what is used in 
 general in the industry. The experimental setup to obtain mechanistic models 
is typically not more comprehensive, but it is different. This example illus-
trates some of the pitfalls of applying DoE the way it is usually performed in 
the biopharmaceutical industry and how a mechanistic model may provide 
more process understanding.

1.3 Application of Mathematical Modeling 
to Preparative Chromatography

Mathematical models and modeling tools have been available for decades in 
academia, for example, Van Deemter [6], Giddings [7], Guiochon et  al. [8], 
Melander and Horváth [9], Brooks and Cramer [10], Yamamoto et  al. [11], 
Hearn et al. [12], Lenhoff [13], Carta and Jungbauer [14], Frech et al. [15], Łącki 
et al. [16], Hansen and Mollerup [17], Ottens et al. [18], Bracewell et al. [19] 
and many, many more, and the tools have been applied to academic problems 
such as separation of standard proteins like BSA, lysozyme, etc. and occasion-
ally to more industry‐relevant proteins. The experimental burden required and 
essential access to large amounts of pure experimental material made it very 
difficult and in fact too cumbersome for the biopharmaceutical industry to 
implement the methodology for many years. Motivation and requirements 
have, however, changed over the last years. The regulatory environment as 
described earlier [1–4] access to HTPD techniques [20, 21] facilitating fast 
experimentation and low demands of experimental material, and, in the specific 
case of polishing chromatography, proper assumptions and approaches to 
minimize the experimental task of generating preparative modeling parame-
ters [22]. These aspects have aided the industry into initiating application of 
mechanistic modeling, and this book also presents numerous examples of such 
implementation for preparative chromatography.

Another aspect challenging the biopharmaceutical industry in  implementation 
of mechanistic modeling tools is access to skilled personnel that can master 
modeling and computer coding at an expert level as well as to have  comprehensive 
insight into preparative chromatography at manufacturing scales. Many imple-
mentation attempts in industry have failed due to lack of management support 
and critical mass of skilled personnel. In contrast,  statistical modeling based on 
DoE or similar methods are much more easily implemented. An approach to 
initiation of implementation of mechanistic modeling is collaboration between 
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academics or specialized consultants and the biopharmaceutical industry, and 
numerous examples of such collaboration exist, for example, Borg et  al. [23], 
Ghosh et al. [24], Rathore et al. [25], Nfor et al. [26], and many more. Another 
approach may be to look at trends in the small molecule pharmaceutical area, 
which are typically several years ahead of the biopharmaceutical industry in 
implementation of new tools and approaches.

New trends and hot topics in the industry include the utilization of semi‐ and 
continuous techniques (see also Chapters 5 and 15), PAT method implementa-
tion (see also Chapter 17), production of antibody–drug conjugates (ADCs) 
and other conjugates, and manufacturing of biosimilars, and many of these 
applications will benefit from the use of mechanistic modeling. As examples, 
the insulin purification method using MCSGP presented in Figure  1.4 was 
modified extensively from the original batch process by a mathematical model 
(L. Aumann et  al., Chromacon AG, internal report to Novo Nordisk), and 
 conjugate products that require reactions may benefit from reaction models 
as  presented elsewhere [27]. Finally, the manufacture of biosimilars could 
 significantly benefit from access to mechanistic modeling of preparative 
 chromatography and other unit operations to demonstrate optimal process 
understanding, identification of critical process parameters, PAT‐based 
 process control, and demonstration of consistently achieving product profile 
that is similar to that of originator products.

Once a mechanistic model for a preparative chromatography step has been 
developed, the applications of the model are numerous depending on the 
approach and assumptions made. Figure 1.5 lists some common applications of 
mechanistic and statistical modeling in industry. Topics presented in black text 
in the figure represent themes that are covered by the subsequent book chapters, 
and a more thorough guidance to the individual chapters is given in the preface.
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Figure 1.4 Chromatogram and purity of a three‐column MCSGP unit as a function of time 
for a 23 h semi‐continuous chromatographic purification of insulin (L. Aumann et al., 
Chromacon AG, internal report to Novo Nordisk).
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2

2.1 Introduction

The use of process simulation in computational fluid dynamics and in 
 computer‐aided design enables the chemical engineer to analyze, design, 
and optimize chemical processes. Chemical engineers use process simulators 
to scale up processes from bench scale to production scale in a single step. 
A prerequisite for doing this is the availability of models of the unit operations 
involved as well as models of the physical–chemical properties of the various 
fluids and solutions. The fulcrum point to the design of separation processes 
like distillation, extraction, absorption, and adsorption is the phase equilibrium 
properties.

To the design of a large distillation column, a chemical engineer will not use 
a small distillation column to investigate how to purify a product by trial and 
error. The engineer will use dedicated equipment to measure the vapor–liquid 
equilibrium data needed to determine the parameters in the phase equilibrium 
model and use a process simulator to design and optimize the distillation 
column.

The agenda in process chromatography is very similar. There is no need to 
collect thousands of data from a robotic system and look for some “optimal” 
separation conditions. The agenda is to measure some very accurate experi-
mental data from which the model parameters in the adsorption isotherms can 
be estimated in order to facilitate the use of simulation tools to the design and 
optimization of a chromatographic separation process. The be‐all and end‐all 
are the isocratic retention volumes at analytical load from which most of the 
parameters in the adsorption isotherms can be estimated. These data can be 
performed using a rather crude feedstock and consume very little material. 

Adsorption Isotherms

Fundamentals and Modeling Aspects

Jørgen M. Mollerup

PrepChrom, Klampenborg, Denmark
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The parameters that determine the nonlinear behavior of the adsorption 
 isotherm can be estimated from chromatographic runs at high load and from 
batch adsorption data.

2.2 Definitions

This section gives the definitions of the nomenclature used in this chapter. 
A schematic representation of the column is shown in Figure 2.1. There are 
three phases in the column. The mobile phase is the volume of the column 
where the liquid is flowing through the column. The adsorbent is a particle 
with a very high porosity and a large surface area. The ligands are not bonded 
directly to the surface of the solid structure of the adsorbent, but they are 
immobilized by means of a chain of small molecules, a spacer, in order to make 
it easier for the large macromolecules to associate with the ligands. Some 
 spacers are grafted and carry several ligands. There are no ligands in the third 
phase, the solid support of the particle.

The interstitial bed porosity, εb, is the volume of the cavities that are between 
and around the adsorbents. It is difficult to measure but it is of the order of 
0.37–0.45. The particle porosity, εp, is the fraction of the particle volume that 
is occupied by the mesopores inside the particle. The total porosity, εt, of the 
bed is the volume fraction of liquid phase in the bed, that is, t b b p( )1 . 

Mobile phase Adsorbent

Volume, εb

Solute concentrations, ci
m

Solid support

Solid volume (1–εb)(1–εp)

Pore volume (1–εb)εp

Available pore volume fractions, kd,i

Solute concentrations, ci 

Adsorbate concentrations, qi 

Ligand concentration, Λ 

Figure 2.1 A schematic representation of a unit volume of a chromatographic column. Gray 
shading represents the solid‐phase support which is unaffected by the interaction with 
mobile phase and solutes.
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kd,i is an exclusion factor that represents the fraction of the stationary phase 
pore volume that is available for diffusion of a given solute species i; conse-
quently kd,i has a value between unity and zero. By definition, kd,i is unity for 
ions of common salts like sodium chloride.

Concentrations are usually reported as molarity (moles per liter of solution), 
M, or millimoles per liter, mM. An adsorbate is a molecule that associates 
with  a number of ligands in the adsorbent, qi denotes the concentration of 
the adsorbate of species i in the pore volume, and ci is the concentration of a 
solute molecule of the same species in the pore volume. qi and ci are equilib-
rium concentrations. The mobile‐phase concentration of species i, ci

m, is in 
general not in equilibrium with the corresponding pore volume concentration, 
ci, due to the resistance to mass transfer. However, when isocratic retention 
data at  analytical load are utilized to determine the parameters in the adsorp-
tion isotherm, it is assumed that the first moment of a peak represents an 
 equilibrium property.

The interstitial volume, V0, is the volume of the bed in the column, Vc, times 
the interstitial porosity, εb, that is, V V0 c b, and this volume is identical with 
the volume of the mobile phase in the column.

The interstitial velocity, υ, is the average linear velocity in the interstices 
between the particles, Q A/ c b, where Q is the volumetric flow rate, Ac is the 
cross‐sectional area of the column, and Acεb is the average cross‐sectional 
flow area.

The holdup time or the residence time of the solvent, t0, is the interstitial 
volume, V0, divided by the volumetric flow rate, Q, that equals the bed height, L, 
divided by the interstitial velocity, that is, t V Q L0 0 / / .

The phase ratio, ϕ, is defined as

 

porevolume

interstitial volume
b p

b

1  (2.1)

The amount of material of species i adsorbed in a unit bed volume is qi 1 b p.
There is an extensive list of glossary of terms in Ref. [1]. In this chapter the 

following terms are utilized:

Convex and  concave: A function is convex if the second derivative, f ″(x), is 
positive, and if the second derivative, f ″(x), is negative, the function is con-
cave. The point where f ″(x) is zero is an inflection point. In the literature 
convex is also called convex downward or concave upward, and concave is 
also called concave downward or convex upward.

Curvature: The curvature is the second derivative of a function.
Eluate: The mobile phase at the column exit containing some feed components, 

the eluites.
Elution: Purification or separation of the feed components by an eluant flowing 

through the column.
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Eluant: Synonymous with the pure mobile phase at the column inlet.
Eluite: A component in the feed, dissolved in the mobile phase, at the 

 column exit.
Elution profile: The plot of the concentration of the eluite component versus 

the volume of the mobile phase passed. Usually, it is a wide, unsymmetrical 
peak, such as those obtained under nonlinear conditions. Guiochon et al. 
prefer the term band profile.

Fronting: A type of peak asymmetry in which the rear is steep and the front 
rises slowly from the baseline. It is often due to a convex isotherm.

Modulator: Additives, usually salts and solvents, added to the eluant to adjust 
the elution of components in the feed that can adsorb to the ligands.

Solute: A component in solution in a fluid phase. In this chapter, a distinction 
is made between solutes, salts, and solvents.

Solvent: A water‐soluble liquid added to the eluant or to the feed solution.
Tailing: A type of peak asymmetry in which the front is steep and the rear 

returns slowly to the baseline. It is often due to a concave isotherm.

2.3 The Solute Velocity Model

The solute velocity model is fundamental to the understanding and interpreta-
tion of the elution profiles. The model will be utilized to calculate the shape of 
elution profiles in ideal chromatography. Ideal chromatography [1, page 958] is 
a model of chromatography assuming no axial dispersion and no mass transfer 
resistance. It permits an easy study of the influence of the thermodynamics of 
phase equilibrium (i.e., of the adsorption isotherm) on the elution profiles.

The average linear velocity of the mobile phase is the interstitial velocity, 
υ,  but a molecule that adsorbs will move at a lower velocity because the 
 adsorption–desorption process slows down the solute velocity. When a mole-
cule of species i associates with the ligands, the overall concentration, si, in the 
pore volume increases from si = ci to si = ci + qi. Guiochon et al. [1, Section 8.1] 
have shown that the solute wave velocity, ui, of a single solute at isocratic 
 conditions is

 
u

k s c k q ci
d i i i d i i i1 1 1, ,/ /

 (2.2)

The solute wave velocity depends on the slope of the adsorption isotherm, 
q ci i/ , and that explains why the shape of the elution profile depends on the 

slope of the adsorption isotherm.
The classical adsorption isotherm has a negative curvature, that is, 
2 2 0q ci i/ . An example is shown in Figure 2.3, which shows the adsorption 

isotherm of a GLP‐1 derivative, the slope of the isotherm, and qi/ci. When the 
adsorption isotherm has a negative curvature, the slope of the adsorption 
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 isotherm decreases with increasing solute concentration; wherefore the solute 
velocity will increase with increasing solute concentration as shown in 
Figure 2.4. Theoretically this will lead to a situation where the lower part of 
a leading edge of an elution profile moves at a lower velocity than the top of 
the leading edge. This is physically impossible. The difference in solute veloc-
ities leads to a compression of the front of the elution profile resulting in a 
shock wave [1, Section 14.1.4] moving at the velocity

 
u

k s c k q ci
d i i i d i i i1 1 1, ,/ /

 (2.3)

Here (Δqi/Δci) is the slope of the cord of the adsorption isotherm of species i, 
and Δci is the step‐up in the concentration at the leading edge. Δqi/Δci is not 
necessarily identical with qi/ci unless the step‐up is from a concentration equal 
to zero. The diffuse wave velocity and the shock wave velocity of a GLP‐1 
derivative are shown in Figure 2.4.

In the absence of dispersion forces, the shock wave will be vertical; wherefore 
the shape of a leading edge is determined by the competition between the dis-
persion forces and the shock wave that counteracts the dispersion forces. At 
the rear of the elution profile, where the concentration decreases, the disper-
sion forces and the decreasing solute velocity will act in the same direction and 
create an elution profile with a positive curvature, a diffuse wave. A series of 
simulated elution profiles of a GLP‐1 derivative are shown in Figure 2.5.

Some adsorption isotherms have a positive curvature, that is, 2 2 0q ci i/  
at low solute concentration due to self‐association of the proteins. This means 
that proteins act as ligands themselves. An example is shown in Figure 2.17, 
which shows the adsorption isotherm, the slope of the adsorption isotherm, 
and the ratio qi/ci of a GLP‐1 analogue. When the adsorption isotherm has a 
positive curvature, the slope of the adsorption isotherm increases with increas-
ing solute concentration; wherefore the solute velocity will decrease with 
increasing solute concentration. The result is that the leading edge of the elu-
tion profile will be a diffuse wave and the rear of the elution profile will be a 
shock wave at low solute concentration. Figure  2.19 shows the diffuse wave 
velocity and the shock wave velocity of a GLP‐1 analogue, and a series of simu-
lated elution profiles are shown in Figure 2.20.

The elution time of a wave is

 
t
t u

i

i0

 (2.4)

If volume units are preferred, the corresponding equation is

 
V
V u

i

ic

b  (2.5)
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A Dirac’s delta function is a function that has unit area, the width h, and the 
height 1/h where h → 0. If the adsorption isotherm is linear and a sample that 
resembles a Dirac’s delta function is injected into the column, the resulting 
response at the column outlet is an elution profile that has the shape of a 
Gaussian distribution. A linear adsorption isotherm has a constant slope where

 
lim lim
c

i

i c

i

i
i

i i

q
c

q
c

A
0 0

 (2.6)

Ai is the thermodynamic retention factor of species i. When the solute velocity 
is independent of the solute concentration, the retention time, tR,i, the first 
moment of the Gaussian peak in time units, is calculable from Equations 2.2, 
2.4, and 2.6, that is,

 
t t k Ai d i iR, ,0 1 1  (2.7)

If volume units are preferred, the corresponding equation is

 V V k Ai d i iR c b b p, ,1 1  (2.8)

The second central moment, the variance, σ2, of the Gaussian peak is deter-
mined by the dispersion forces and the retention time alone. The model of the 
second central moment is known as the van Deemter equation [2], and its 
applications are analyzed in Ref. [1, Section 6.2.2] and in [3, 4].

In size exclusion chromatography, as well as in other chromatographic 
 techniques, the porous structure retains the species simply because the 
 molecules can diffuse into some of the openings. When there is no adsorption–
desorption taking place, the thermodynamic retention factor, Ai, in Equation 
2.8 is zero, and the retention volume due to the pore diffusion is

 
V V kNA i d i, ,c b b p1  (2.9)

The retention volume of a common salt, where kd,i by definition is unity, is

 V V Vsalt c b b p c t1  (2.10)

The retention factor, ki, in gas chromatography is

 
k t t

t
V V

Vi
i iR R, ,0

0

0

0

 (2.11)

ki is a convenient measure of the relative retention in an open tubular column 
where the stationary phase is coated to the interior surface of the tube. However, 
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in liquid column chromatography where the stationary phase is porous beads, 
it is convenient to correct for the pore diffusion and use the quantity

 
R V V

V
k Ai

i NA i
d i i

R

c
b p

, ,
,1  (2.12)

as a measure of the relative retention due to the adsorption. This quantity is 
the  retention due to the adsorption per unit column volume, and it can be 
 calculated directly from experimental data and does not require any  knowledge 
of the porosities.

2.4 Introduction to the Theory of Equilibrium

The reason to include this section is to analyze similarities and differences in 
the application of the equilibrium theory for three different systems. The first 
example is an analysis of the equilibrium between two fluid phases. The second 
example is a reversible reaction in a single‐phase system, and the last example 
is an analysis of a reversible adsorption. The traditional‐phase equilibrium sys-
tem is included in the analysis to illustrate the difference between adsorption 
equilibria and traditional‐phase equilibria.

2.4.1 Phase Equilibria

It is a consequence of the second law of thermodynamics that an isolated 
 system will approach equilibrium by increasing its entropy and that the equi-
librium state is a stationary point of maximum entropy [5].

In consequence of this, two fluid phases are in equilibrium when the tem-
perature, T, and the pressure, p, of the two phases are identical and when an 
intensive variable called the chemical potential, μi, of any component, i, is iden-
tical in the two phases. If the two phases are denoted by α and β, respectively, 
the necessary conditions that characterize a system at equilibrium are

 T T  (2.13)

 p p  (2.14)

 i i ; at all species i in the system (2.15)

The chemical potentials are calculable as partial molar derivatives of the 
Gibbs energy:

 
G T p n T p G

n

N

i i i
i T p

, , , ,n n
1 ,

 (2.16)
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where n is a composition vector, in mole numbers, of the system, 
n n n i Ni1 2 1, , , , , , and where N is the number of components in the system. 
If electrolytes are present, the specification of the charges of the ionic species 
and the dielectric properties of the solvent are needed to characterize the 
 system, a subject analyzed in the Appendix.

The equilibrium conditions, Equations 2.13–2.15, are necessary but not suf-
ficient conditions to ensure that the system is stable. The number of phases in 
a system at equilibrium is determined from the condition that the value of the 
Gibbs energy is at its global minimum. That is, the system is stable if, for any 
changes that can be made in the closed system [5, Chapter 8],

 G T p, 0 (2.17)

If a three‐phase equilibrium system has a lower Gibbs energy than the 
 corresponding two‐phase system, the three‐phase system will be the stable 
one. A trivial case is that a one‐phase system has the lowest Gibbs energy of all.

The condition that the value of the Gibbs energy in a closed system at 
 equilibrium is at its global minimum is a consequence of the fact that the 
 equilibrium state is a state where the value of the entropy is at its global 
 maximum, that is, a stationary point of maximum entropy.

2.4.2 Reversible Chemical Reaction

The second system is a single‐phase system where a reversible chemical reac-
tion takes place. The system is an isothermal and isobaric system where the 
components A and B react to form a new component D. The reaction scheme is

 A B D  (2.18)

where ν is a stoichiometric coefficient. Equation 2.18 is the overall reaction 
scheme, and it does not provide any information of the reaction pathway and 
the kinetics.According to the condition given in Equation 2.17, the system is at 
equilibrium when the Gibbs energy of the system is at its global minimum; 
wherefore

 G D A B 0 (2.19)

that is, when any displacement in the reaction equilibrium will increase the 
Gibbs energy of the system.

2.4.3 Adsorption of a Single Component

Reversible adsorption equilibria are thermodynamically speaking similar to 
reversible reaction equilibria because the proteins associate with the immo-
bilized ligands and this association adds a new “component” to the system. 
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The condition that determines the equilibrium is therefore the one given in 
Equation 2.19 and not the condition given in Equation 2.15.

When a protein molecule, P, associates with ν ligands, L, to form an associa-
tion complex, PLν, the equilibrium scheme is

 P L PL

 (2.20)

and at equilibrium, it must hold that the value the Gibbs energy is at its global 
minimum, that is,

 G
vPL P L 0 (2.21)

It is convenient to analyze Equation 2.21 in detail and work out a simple 
model for the adsorption isotherm. In order to utilize the equilibrium condi-
tions given in Equation 2.21 to calculate the equilibrium concentrations, a rela-
tionship between the chemical potentials and the mole fractions, xi, must be 
set up. The general expression for the chemical potentials is analyzed in 
Section 2.A.1.2. The general expression is

 i i i
E

iT p T p T p RT x( ) ( ) ( ) ln, , , , ,n n0  (2.22)

where 0 ,( )i T p  are the reference state chemical potentials and E( , , )i T p n  are 
the excess potentials. For simplicity, it is in this analysis assumed that the excess 
potentials are zero because the scope of the analysis is to illustrate the funda-
mental principles alone. When the chemical potential model is inserted in 
Equation 2.21, the result is an equation that enables calculation of the equilib-
rium composition:

 PL P L PL P L, , ,0 0 0 0( ) ( ) ( ) ln ln lnT p T p T p RT x x x  (2.23)

The reference state chemical potentials define the thermodynamic equilib-
rium constants, K, where

 
RT K T p T p T pln , , ,( ) ( ) ( )PL P L

0 0 0  (2.24)

The equilibrium constant is a function of temperature and pressure alone. 
The relationship between mole fractions, xi, and molar concentrations, ci, is

 

x c

c

c
ci

i

j

N

j

i

1

 (2.25)
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where c is the molar density of the solution. Inserting Equations 2.24 and 2.25 
in Equation 2.23 gives a relation between the composition, in either mole 
 fractions or molarities, and the thermodynamic equilibrium constant:

 
K

x
x x

c c
c c

PL

P L

PL

P L

 (2.26)

In a chromatographic adsorbent there is a constraint on the system; the den-
sity of the immobilized ligand, Λ (mol/L of pore volume), is fixed;  wherefore a 
material balance provides the constraint that

 c cL PL  (2.27)

The theoretical maximum adsorption capacity is Λ/v. In reality, the maxi-
mum available capacity is less, often only 40–50% or less of the theoretical 
capacity. When Equation 2.27 is used to eliminate the concentration of 
 available ligands, cL, the resulting equation provides a relationship between 
the solute concentration, cP, and the concentration of the protein associated 
with ν ligands, cPL :

 
K c

c
c

c
c
c

K
c

cPL

P PL

PL

P

PL

/
1  (2.28)

Using the traditional notation, the protein concentration in the adsorbed state, 
the adsorbate concentration, cPL , is replaced by q and Λ/v by qmax, and the 
eventual result is

 

q
c

K
c

q
qP

1 max
 (2.29)

If there is only one association site between the protein and the ligand, that 
is, ν = 1, the model becomes identical with the Langmuir adsorption isotherm:

 

q
c

K
c

q
q

A q
q

q Aq c
q AcP

P1 1max max

max

max
PP

P

P

bq c
bc

max

1
(2.30)

where A bqmax. Note that it has been assumed that the solution behaves like 
an ideal solution because the excess potentials have been disregarded. The 
model applies neither to ion exchange chromatography, where the adsorption–
desorption of the counterion must be included in the equilibrium scheme, nor 
to hydrophobic interaction chromatographic techniques because the excess 
potentials are not included, but nonetheless, it has found widespread application.
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If competitive adsorption takes place, the multicomponent form of Equation 
2.30 is

 

q A c
A c qi

i i

j
j j j1 / max

 (2.31)

2.5 Association Equilibria

It is a fundamental assumption [6] that the classical adsorption equilibrium 
entails a reversible association of some functional groups of the proteins with 
the functional groups of the immobilized ligands of the stationary phase and 
that adsorption–desorption of proteins on ion exchange adsorbents involve 
desorption–adsorption of small ions [7]. The interactions may also involve 
reversible associations of proteins to form various kinds of oligomers, displace-
ment of water and small ions from the surface of the proteins, and interactions 
of solvents and additives with the proteins as well as the ligands.

Models of adsorptions isotherms can be derived from a general association 
scheme and the corresponding equilibrium conditions. The general associa-
tion scheme is

 i i i i i j i j i m i mb b b b i, , , , , , , , ; , , ,1 1 2 2 1 2�� �  (2.32)

where bi,j designates the various species, νi,j designates the corresponding stoi-
chiometric coefficients, subscripts, i = 1, 2,…, α, indicate the various associa-
tion equilibria, and subscripts, j = 1, 2,…, m, indicate the species in adsorption 
equilibrium number i.

When the association reactions have reached equilibrium, it must hold that 
the value of the Gibbs energy is at its global minimum, that is,

 
G T p ii

j

m

i j i j
1

0 1 2, , ( ), , ; , , ,n  (2.33)

Here G is the Gibbs energy, and μi,j(T, p, n) is the chemical potential of species 
j in association reaction number i.

A general thermodynamic expression for the chemical potentials is

 i j i j i j
E

i jT p T p T p RT x, , , ,( ) ( ) ( ), , , , , lnn n0  (2.34)

where 0
, ( , )i j T p  are the reference state potentials, , ), ,(E

i j T p n  are the excess 
potentials, and xi,j are the mole fractions. The excess potentials include all 
potentials except the reference potential, that is, when electrolytes and other 
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charged species are present in the solution, the electric potentials must be 
included in the excess potentials as analyzed in Section 2.A.1.5.

For the sake of brevity, the arguments will be omitted in the rest of this sec-
tion and in all subsequent sections, but the Appendix provides the necessary 
details.

Combining Equations 2.33 and 2.34 shows that at equilibrium, for all i = 1, 
2,…, α,

 j

m

i j i j
j

m

i j i j
E

j

m

i j i jRT x
1

0

1 1
0, , . , , ,ln  (2.35)

It is convenient to define two auxiliary variables, namely, the equilibrium 
constants, Ki, and the equilibrium excess functions, Γi. The thermodynamic 
equilibrium constants, Ki, are defined as

 
RT K ii

j

m

i j i jln ; , , ,, ,
1

0 1 2  (2.36)

Similarly, the equilibrium excess functions, Γi, which account for all 
 deviations from ideal solution behavior, are defined as

 
RT ii

j

m

i j i j
Eln ; , , ,, ,

1
1 2  (2.37)

The excess potentials are calculable from excess Gibbs energy models, elec-
trostatic models, and equations of state or similar state function‐based models, 
a subject analyzed in the Appendix.

The equilibrium relations, Equation 2.35, can be written in a neater form:

 
ln ln ln ; , , ,, ,K x ii i

j

m

i j i j
1

1 2  (2.38)

or

 
K x ii i

j

m

i j
i j

1
1 2,

, ; , , ,  (2.39)

The constraints are the material and the charge balances.

2.5.1 The Asymmetric Reference Potential

Excess potentials are zero for pure substances, but the pure state is not a 
 convenient reference state for substances that are solids in the pure state like 
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salts and proteins. The problem can be circumvented by changing the refer-
ence state potentials to include the excess potentials at infinite dilution in a 
solvent at a predefined constant solvent composition. The excess potentials at 
infinite dilution must be calculated at a predefined solvent composition in 
order to assure that the reference state potentials can be applied for solutions 
in pure and in mixed solvents. Due to its ubiquity, it is convenient to use pure 
water, w, as the reference solvent and use the symbol i j

E
,

w  for the excess poten-
tials at infinite dilution in pure water. The asymmetric excess potentials are 
defined as

 i j
E

i j
E

i j
E

, , ,
w  (2.40)

and the asymmetric reference potentials are defined as

 i j i j i j
E

, , ,
0 0 w  (2.41)

The introduction of the asymmetric excess potentials and the asymmetric 
reference potentials does of course not change the values of the potentials 
because

  i j i j
E

i j i j
E

, , , ,
0 0  (2.42)

However, it allows for a greater flexibility in the development of models for 
excess potentials including salts and proteins. The details are discussed in 
Sections 2.A.1.3–2.A.1.5.

When the asymmetric reference potentials are used, the thermodynamic 
equilibrium constants, Ki j, , and the equilibrium excess functions,  i j, , must be 
defined accordingly. The definitions are
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Note that, although i iK K  and i i , it holds that K Ki i i i  ; wherefore

 
 K K xi i i i

j

m

i j
i j

1 ,
,  (2.45)

Equation 2.45 will be used in the analysis of the various adsorption models.
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2.6 The Classical Adsorption Isotherm

The classical adsorption isotherm originates when proteins in solution associ-
ate with the immobilized ligands of the stationary phase. The analysis presents 
a common form of the adsorption isotherm that includes the ion exchange 
adsorption isotherm and the hydrophobic adsorption isotherm. Conformational 
changes of the proteins do most likely take place when the proteins bind to the 
ligands, but in the classical model, the proteins do not associate, that is, act as 
ligands themselves. This subject will be analyzed in Section 2.9.

The classical ion exchange adsorption isotherm is analyzed in Section 2.7, 
and the adsorption isotherm of a GLP‐1 derivative including simulations and 
an analysis of the simulated elution profiles are presented in Sections 2.7.1–
2.7.1.4. The classical hydrophobic adsorption isotherm is analyzed in 
Section 2.8, and two examples are given. The first example in Section 2.8.1 is an 
analysis of the retention of lysozyme in hydrophobic interaction chromatogra-
phy (HIC), the second example in Section 2.8.2 shows an analysis of the reten-
tion of three insulin variants on similar HIC adsorbents, and in Section 2.8.3 an 
analysis of differences and similarities between the two examples is presented.

2.6.1 Protein Association to Immobilized Ligands

Where proteins in solution associate with the immobilized ligands of the 
 stationary phase, the general form of the association equilibria is derived from 
Equation 2.32:

 P L S P L S SL S L S S
i
z

i
z z

i
z z z

i i
zi i

i i i
i 1 1 2; , , ,  (2.46)

The stoichiometric coefficient, νi, of species i is the number of immobilized 
ligands, L, associated with the protein, Pi

zi , carrying the charge zi, and νiβi is the 
fraction of ligands where the counterions, S, are displaced. βi = 0 corresponds 
to pure hydrophobic interactions, and βi = 1 corresponds to ionic interactions, 
that is, pure ion exchange. z zL S/  where zL is the charge number of the ligand 
and zS is the charge number of the counterion. If the ligands do not carry any 
charged groups, σ = 0.

The equilibrium relation is given in Equation 2.45, and traditionally, mole 
fractions are replaced by ratios of molar concentrations. The mole fractions of 
the adsorbates, P L SL S

i
z z zi

i i i1 , are qi/c, the mole fraction of the free counterion, 
S Sz , is cS/c, the mole fractions of the solute proteins, Pi

zi , are ci/c, and the mole 
fraction of the ligand associated with the counterion, L SL Sz z , is qL/c, where c is 
the overall molar concentration in the pore volume. When the mole fractions 
are inserted in Equation 2.45, the eventual result is
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If  0 denotes an asymmetric reference potential in the fluid phase and  0 
denotes an asymmetric reference potential in the immobilized state and these 
potentials are inserted in Equation 2.43, the expression for thermodynamic 
equilibrium constants is

 
RT K G Gi i i i i i i iln     

 

0 0 0 0 0 0
S S S  (2.48)

where  0
i  are the asymmetric reference potentials of the solute proteins,  0

i  are 
the asymmetric reference potentials of the immobilized proteins in the protein–
ligand complexes, P L SL S

i
z z zi

i i i1
,  0

S is the asymmetric reference potential of the 

free counterion, and 
0
S is the asymmetric reference potential of the immobi-

lized counterion. Finally, νiβiσ is the number of counterions that changes state, 
that is, they are displaced by the proteins. The ligands do not undergo a phase 
change because they only exist in the immobilized state; wherefore they do not 
contribute. 

0
iG  is the change in the reference potential of a protein when it 

goes from the immobilized state to the solute state, and 

0
SG  is the change in 

the reference potential of the counterion when it goes from the immobilized 
state to the solute state.

The equilibrium excess functions, Γi, are calculable from the excess poten-
tials. If  E denotes an asymmetric excess potential in the fluid phase and 

E
 

denotes an asymmetric excess potential in the immobilized state, the expres-
sion for the equilibrium excess functions, defined in Equation 2.44, is

 RT i i i i iln     

E E
S
E

S
E

 (2.49)

where 


E
i  are the asymmetric excess potentials of the solute proteins, 

E
i  are 

the asymmetric excess potentials of the proteins in the association complexes, 
P L SL S

i
z z zi

i i i1 ,  E
S  is the asymmetric excess potential of the free counterion, 

and 
E
S  is the asymmetric excess potential of the counterion bound to the 

ligand. The nature of the co‐ion influences the excess properties of the pro-
teins especially if the co‐ion associates with the proteins as many divalent 
cations do.

The material balance including unavailable ligands, available ligands, and 
ligands bound to proteins is

 
q q

j
j j jL

1

 (2.50)

Λ is the ligand density of the chromatographic adsorbent, and according to 
Brooks and Cramer [8], λj is the number of ligands unavailable for species j due 
to, for example, an unfavorable pore size distribution, shielding, or electro-
static exclusion, and qL is the density of available ligands.
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The maximum adsorption capacity is

 
q j

j j

max  (2.51)

and when Equation 2.50 is used to eliminate qL from Equation 2.47, the model 
for the classical adsorption equilibria is
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The stoichiometric coefficients, especially in the ion exchange mode, depend 
on pH of the solution, and it is uncertain whether λi is independent of pH. Only 
experimental data can provide the correct information of the pH dependence 
of the maximum adsorption capacity.

2.7 The Classical Ion Exchange Adsorption Isotherm

In the classical ion exchange model, derived from Equation 2.52, βi is unity:
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The charge ratio z zL S/  is a known quantity, usually unity. In this exposition 
it is assumed that the charge of the ion exchanger is impervious to pH, that is, 
it is a strong ion exchanger. The initial slope of the ion exchange adsorption 
isotherm is calculated from Equation 2.6 and is
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A straightforward way to calculate the thermodynamic retention factors, Ai, 
and the stoichiometric coefficients, νi, is to measure the isocratic retention vol-
umes, VR, i, at low to moderate salt concentrations and the isocratic retention 
volumes, VNA,i, at high salt concentration and calculate the relative retentions, 
Ri, using Equation 2.12. The result is

 ln ln ln ln ln ln ln,R k K c ci d i i i i i1 1b P S 

(2.55)

In order to reduce the influence of the experimental uncertainty, it is recom-
mended that ln .Ri 0 3.
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It is convenient to depict the experimental values of ln RA,i versus ln cS. If the 
lines are straight lines, it shows that values of ln  i  are independent of the salt 
concentration. The equilibrium excess functions,  i, account for the excess 
potentials, and if they are independent of the salt concentration, it is a strong 
indication of that the excess potentials neutralize. If the plot is a straight‐line plot, 
as it very often is, the slopes of the straight lines give very accurate estimates of 
the stoichiometric coefficients. The stoichiometric coefficients, νi, depend on 
the pH of the eluant. The equilibrium constants are calculable from the values 
of the intersections of the straight lines with the ordinate at lncS 0 and num-
bers of the interstitial porosity, εb, the porosity of the adsorbent, εp, and the 
ligand density, Λ:

 ln ln ln ln ln ln, K R c k ci i i d i iS b P0 1 1  (2.56)

The equilibrium constant is independent of the salt concentration, and if the 
equilibrium excess functions do not display dependence of the salt concentra-
tion, one cannot distinguish Ki and  i from one another. If a solvent, for exam-
ple, ethanol or polyethylene glycol is added to the eluant, it will change the 
equilibrium excess functions, but it will not change the equilibrium constants 
if the excess potentials are normalized properly as analyzed in Section 2.5.1.

According to Equation 2.48, ln Ki is a linear function of the stoichiometric 
coefficient, which depends on pH. The change in the reference potential of a 
protein of species i, 

0
iG , is specific to the protein–adsorbent pair. It is inde-

pendent of the concentration of solvents, and it is reasonable to assume that it 
is independent of pH. The change in the reference potential of the salt, 

0
SG , is 

specific to the salt–adsorbent pair, and it is independent of pH for strong elec-
trolytes. If retention data are measured for several proteins using the same 
salt–adsorbent pair, 

0
SG  is a common parameter.

If one saturates the column with a solution of a nitrate salt and injects a small 
pulse of pure water, the drop in the UV signal, when the pulse passes the detec-
tor, gives a good estimate of the retention volume of the salt. The retention 
volume of the salt provides the value of the total porosity, and the retention 
volumes of the proteins at a high salt concentration provide information of the 
parameters kd,i. It is usually difficult to get information about the particle 
porosity; wherefore it is convenient to fix the interstitial porosity, εb, at a rea-
sonable value of 0.37–0.45, and calculate εp and kd,i, and check if the numbers 
make sense. kd,i is less than unity and decreases with increasing size of the 
molecule, and the particle porosity is usually larger than 0.5 and can be as high 
as 0.95 for soft gels.

The maximum adsorption capacities, qi
max, can be determined from a few 

static capacity measurements and breakthrough experiments or by fitting 
the  model to experimental elution profiles obtained at high column load. 
An example is analyzed in Section 2.7.1.4.
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2.7.1 The Adsorption Isotherm of a GLP‐1 Derivative

In Section  2.7.1.1 it is explained how the parameters in the adsorption iso-
therm were estimated from measurements of the isocratic retention volumes 
supplemented with measurements of the adsorption capacity. The parameters 
are utilized to calculate the adsorption isotherm, the diffuse wave velocity, and 
the shock wave velocity of a GLP‐1 derivative.

In Section 2.7.1.2, the isocratic elution profiles are simulated at loads from 
0.1 mM∙CV (column volume) up to 8.8 mM∙CV.

In Section 2.7.1.3 it is analyzed how the interplay between the diffuse wave 
velocity and the shock wave velocity shapes the elution profile, and the result is 
utilized to analyze the simulated elution profiles.

In Section 2.7.1.4 it is shown how the slope of the trailing edge of an elution 
profile at a high load can be utilized to calculate approximate values of the 
second derivative of the classical adsorption isotherm.

2.7.1.1 The Adsorption Isotherm and the Wave Velocities
The parameters in the adsorption isotherms of a GLP‐1 derivative and six con-
taminants were estimated from the isocratic retention measurements supple-
mented with some capacity measurements. The adsorbent is Source 30 Q and 
the modulator is sodium chloride. The interstitial porosity, εb = 0.45, the parti-
cle porosity, εp = 0.57, the ligand density, Λ = 0.30 mol Eq/L pore volume, and 
the reference Gibbs energy change of to counterion, Cl−, and G RTs /0 0 320.  
are from Ref. [9]. Four of the components have been used in a simulation study 
published in Ref. [10].

Figure 2.2 shows the measured isocratic elution data at analytical load for a 
GLP‐1 derivative and six contaminants (T. B. Hansen and S. Kidal, Novo 
Nordisk A/S, private communication). It is important to observe that the 
injected amounts are so low that the adsorption isotherm is linear. This is 
tested by varying the injected amount in order to prove that the first moments 
of the recorded peaks are independent of the injected amount.

The adsorption capacity was measured for a GLP‐1 derivative but not for the 
impurities. In order to calculate the maximum adsorption capacities for the 
impurities, it was assumed that for all components

 
q i

i
max,  (2.57)

A value of λ = 4 was estimated from the capacity data measured for a GLP‐1 
derivative, and this number was used for the contaminants as well. The param-
eters are summarized in Table 2.1. Figure 2.3 shows the calculated adsorption 
isotherm, the slope of the isotherm, and q/c of a GLP‐1 derivative with 30 mM 
sodium chloride in the eluant.
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The shape of an elution profile is the result of the interplay between the dif-
fuse wave velocity, the shock wave velocity, and the dispersion forces. Figure 2.4 
depicts the calculated diffuse wave velocity and the shock wave velocity in the 
column with 30 mM sodium chloride in the eluant. The adsorption isotherm of 
the GLP‐1 derivative has a negative curvature at all concentrations, and this 
means that the diffuse wave velocity will increase with increasing solute 
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Figure 2.2 A log–log plot of the measured isocratic retention volumes of a GLP‐1 derivative 
(▪) and six contaminants on a Source 30 Q adsorbent at various sodium chloride 
concentrations in the eluant. (See insert for color representation of the figure.)

Table 2.1 Parameters for a GLP‐1 derivative and six impurities 
estimated from the isocratic retention measurements 
on a Source 30 Q adsorbent.

Eluite ν K
0
iG

RT
qmax (M)

1 3.47 0.00365 −6.72 0.0402
2 3.66 0.00459 −6.55 0.0392
3 3.90 0.00235 −7.30 0.0380
4 3.72 0.00591 −6.32 0.0389
5 4.43 0.00251 −7.40 0.0356
6 4.78 0.00185 −7.82 0.0342
7 5.53 0.00120 −8.49 0.0315
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Figure 2.3 The adsorption isotherm (full line) of a GLP‐1 derivative on a Source 30 Q 
adsorbent with 0.03 M sodium chloride in the eluant. The dashed–dotted line is the slope of 
the isotherm, and the dashed line is q/c.
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Figure 2.4 The calculated relative velocities of the diffuse wave and the shock wave of a 
GLP‐1 derivative on a Source 30 Q adsorbent with 0.03 M sodium chloride in the eluant.
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 concentration. This leads to a compression at the leading edge of the elution 
profile; wherefore a shock wave determines the velocity at the leading edge of 
the elution profile. The trailing edge of the elution profile can be much curved 
because the diffuse wave velocity decreases with decreasing concentration and 
that will, in addition to the dispersion forces, increase the distance between the 
top and the base of the rear of the elution profile.

2.7.1.2 Simulations
Figure 2.5 depicts the result of a series of simulations. The load was varied from 
0.1 to 8.8 mM∙CV. The column was equilibrated with a 5 mM sodium chloride 
solution, and the load was a solution of 0.2 mM of a GLP‐1 derivative in a 5 mM 
sodium chloride solution. The eluant was a 30 mM sodium chloride solution. 
The simulated elution profiles display the curved trailing edge that is a charac-
teristic of the classical adsorption isotherm. The plateau at high load indicates 
that the elution profile reached a steady state at the leading edge. The maximum 
load was 8.8 mM∙CV. When the load was increased to 9 mM∙CV, there was a 
breakthrough during the load step, and part of the feed was lost. Except in a 
region close to the maximum of an elution profile, where the curvature is chang-
ing, the trailing edges of the simulated elution profiles are alike. In the absence 
of dispersion forces, all elution profiles will end at a retention volume of 7.34 CV.
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Figure 2.5 Simulated isocratic elution profiles of a GLP‐1 derivative on a Source 30 Q 
adsorbent with 0.03 M sodium chloride in the eluant. The numbers in the legend indicate 
the load in mM∙CV. The concentration of GLP‐1 in the feed was 0.2 mM. The solid line that 
extends above the top of the simulated elution profiles shows the shape of the trailing edge 
of the ideal elution profile created by the diffuse wave.
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To analyze the influence of the feed concentration on the shape of the simu-
lated elution profiles, simulations were performed where the feed volumes 
were decreased to one half of the values used in the first series of simulations 
and the concentration in the feed doubled in order to keep identical loads. At 
loads up to 4 mM∙CV, there was no difference between the simulated elution 
profiles. However, when the load was increased to 5 mM∙CV, a minor differ-
ence was observed, a difference that increased with increasing load. Figure 2.6 
shows the elution profiles at a load of 8.8 mM∙CV and the corresponding salt 
profiles at two different feed concentrations. The spike in the salt concentra-
tion profile started at a volume corresponding to the total porosity. The higher 
feed concentration gave a higher adsorbate concentration; wherefore the 
response from the load with the higher feed concentration gave a higher value 
of the concentration at the plateau. Consequently, the leading edge of this pro-
file must elute a little later because the area under the two elution profiles must 
be identical as they have identical loads.

The simulations were carried out using the Craig model because it is much 
simpler to use especially when the adsorption equilibria become complex due 
to oligomer formation. In the Craig model, the dispersion due to the longitudi-
nal dispersion and the mass transfer resistance in the system is characterized 
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Figure 2.6 Simulated isocratic elution profiles of a GLP‐1 derivative on a Source 30 Q 
adsorbent with 0.03 M sodium chloride in the eluant and a load of 8.8 mM∙CV using two 
different feed concentrations. The first number in the legend is the number of column 
volumes loaded, and the second number is the mM concentration of GLP‐1 in the feed. 
G means the GLP‐1 elution profile, and S means the salt elution profile.
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by the number of cells; a high number of cells correspond to a low dispersion [1]. 
One hundred cells correspond to a moderate dispersion. To simulate a 
 symmetric peak required more than a thousand cells and an extremely tiny 
load. The simulations shown in Figures 2.5 and 2.6 were performed using 100 
cells. Figure 2.7 shows how the number of cells influenced the dispersion at a 
load of 0.2 mM∙CV. It is easy to observe the influence of the dispersion at this 
low load where the adsorption isotherm is almost linear and the dispersion 
forces have a great influence on the second central moment of the elution 
 profile. The influence of the number of cells on the simulated elution profiles 
decreases strongly with increasing load.

2.7.1.3 How the Wave Velocities Shape the Elution Profiles
The scope of this section is to analyze the simulated elution profiles shown in 
Figure 2.5. Chromatography is a rate‐controlled separation where the shape 
and the position of an elution profile is the result of the interplay between the 
diffuse wave velocity, the shock wave velocity, and the dispersion forces. 
However, at preparative load, the main features of an elution profile are 
explained by the interplay between the two wave velocities of the solute alone. 
Disregarding the dispersion forces, the relation between the concentration of 
the eluite and the elution volume is calculable from the wave velocities using 
Equation 2.5 alone.
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Figure 2.7 Simulated isocratic elution profiles of a GLP‐1 derivative on a Source 30 Q 
adsorbent using 60, 100, and 200 cells in the Craig model. The eluant was a 0.03 M sodium 
chloride solution, and the load was 0.2 mM∙CV.
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The first example is depicted in Figure 2.8. The salt concentration in the feed 
pulse and in the isocratic elution was 30 mM. The corresponding diffuse wave 
and shock wave velocities are depicted in Figure 2.4, and it is observed that the 
diffuse wave moves faster than the shock wave. The feed concentration was 
5 mM and the feed started at Vi = 0 and it lasted for one column volume, that is, 
the load was 5 mM∙CV. The feed pulse is shown as the dotted square function 
from 0 to 1 CV. The front of the feed pulse at Vi = 0 represented a step‐up in the 
concentration from 0 to 5 mM, and this step‐up created a shock wave that 
moved at a velocity of 0.256 times the interstitial velocity corresponding to an 
elution volume of 1.75 CV.

The step‐down in the concentration at the end of the feed pulse at Vi = 1 cre-
ated a diffuse wave. The diffuse wave velocity decreased with decreasing 
concentration, which means that the top of the trailing edge moved faster than 
the base of the trailing edge and that resulted in a strong tailing. At a concen-
tration of 5 mM, the diffuse wave velocity was 0.429 times the interstitial veloc-
ity corresponding to an elution volume of 1.05 CV, and at the baseline the 
relative velocity was 0.061 corresponding to an elution volume of 7.34 CV.

At a concentration of 5 mM, the diffuse wave created at the rear of the feed 
pulse moved faster, Vi = 1.05, than the shock wave created at the front of the 
feed pulse, Vi = 1.75, and thus if the feed volume had been <0.7 CV, the diffuse 
wave at the top of the trailing edge had run down the shock wave at the leading 
edge and eliminated the plateau of the feed pulse completely. In this example, 
the feed lasted 1 CV, and this means the shock wave left the column 0.3 CV 
before the top of the diffuse wave reached the column exit.

The elution volume of the shock wave at the leading edge of the elution pro-
file is shown in Figure 2.8 as the vertical dashed–dotted line at 1.75 CV, and the 
elution profile of the trailing edge is depicted as the curved line starting at 
Vi = 1.05 + 1 CV and ending at Vi = 7.34 + 1 CV. The original plateau of 1 CV of 
the feed pulse was reduced to a plateau of 0.3 CV. The area encircled by the 
elution profile and the baseline is 5 mM∙CV. The arrows connected with a 
dashed–dotted line indicate the distance between the front of the feed pulse 
and the resulting shock wave, and the arrows connected with a solid line 
 indicate the rear of the feed pulse and the resulting trailing edge of the elution 
profile.

The second example is depicted in Figure 2.9. The feed concentration and 
the salt concentration are identical with the concentrations in the previous 
example. The feed pulse started at Vi = 0, and it lasted for half a column volume, 
that is, the load was 2.5 mM∙CV. The feed pulse is shown as the dotted square 
function from 0 to 0.5 CV. In the first example, the shock wave generated at the 
front of the feed pulse made it to the column exit because the duration of the 
feed pulse was larger than 0.7 CV, but in the second example, the duration of 
the feed pulse was reduced to 0.5 CV. This means that the top of the diffuse 
wave ran down the shock wave before the column exit and that diminished the 
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Figure 2.8 The ideal elution profile of a GLP‐1 derivative on a Source 30 Q adsorbent with 
0.03 M sodium chloride in the feed and in the eluant. The dotted square from 0 to 1 CV 
represents a load of 5 mM∙CV. The front of the feed pulse enters at Vi = 0. The curved line is 
the trailing edge of the elution profile, and the vertical dashed–dotted line at Vi = 1.75 CV is 
the leading edge of the elution profile. The arrows connected with a dashed–dotted line 
indicate the distance between the front of the feed pulse and the resulting shock wave. The 
arrows connected with a solid line indicate the rear of the feed pulse and the resulting 
trailing edge of the elution profile.
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Figure 2.9 The ideal elution profile of a GLP‐1 derivative on a Source 30 Q adsorbent with 
0.03 M sodium chloride in the feed and in the eluant. The dotted square from 0 to 0.5 CV 
represents a load of 2.5 mM∙CV. The front of the feed pulse enters at Vi = 0. The curved line is 
the trailing edge of the elution profile, and the vertical dashed–dotted line at Vi = 1.86 CV is 
the leading edge of the elution profile. The arrows connected with a dashed–dotted line 
indicate the distance between the front of the feed pulse and the resulting shock wave. The 
arrows connected with a solid line indicate the rear of the feed pulse and the resulting 
trailing edge of the elution profile.
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concentration at the leading edge of the concentration profile in the column 
and slowed down the speed of the shock wave. The elution volume at the 
 leading edge must therefore be determined from the material balance.

The elution profile at the trailing edge, resulting from a diffuse wave, is the 
full line ending at Vi = 7.34 + 0.5 CV. The position of the shock wave at the lead-
ing edge of the elution profile was determined by the fact that the area under 
the trailing edge of the elution profile from Vi = 7.84 CV to the leading edge of 
the elution profile must be equal to the area of the feed pulse, that is, 2.5 mM∙CV. 
The material balance showed that the shock wave eluted at Vi = 1.86 CV. The 
leading edge is shown as the vertical dashed–dotted line at Vi = 1.86 CV on the 
figure. The arrows connected with a dashed–dotted line indicate the distance 
between the front of the feed pulse and the resulting shock wave. The arrows 
connected with a solid line indicate the rear of the feed pulse and the resulting 
trailing edge of the elution profile.

When comparing Figures 2.5, 2.8, and 2.9, it is easy to identify some very 
important similarities. The result of the analysis, the elution profiles shown in 
Figures 2.8 and 2.9, explains the curvature of the trailing edges observed in the 
simulated elution profiles and the steep leading edges as well. The simulations 
also account for the dispersion forces, and that explains why the leading edges 
in the simulated elution profiles are not vertical. In the calculations shown in 
Figures 2.8 and 2.9, the development of the leading edge of the elution profile, 
resulting from the step‐up in the feed concentration, started at Vi = 0 CV, and 
the development of the trailing edge of the elution profile, resulting from the 
step‐down in the feed concentration, started when the feed pulse ended at Vi = 1 
and 0.5 CV, respectively. In a simulation, the load was focused in the column at 
low salt concentration at the column entrance before the elution started. This 
means that the development of the trailing edge of an elution profile started at 
Vi = 0 at all loads; wherefore all trailing edges of the elution profiles form a 
common envelope up to the inflection point on the trailing edge.

The trailing edge of the ideal elution profile is indicated in Figure 2.5 as the 
thin full line that extends above the plateau of the elution profiles. It is depicted 
with a minor horizontal displacement in order to make it coincide with the 
envelope of the trailing edges of the simulated elution profiles. There is a good 
agreement between the curvatures of the two profiles at concentrations up to 
3 mM. The agreement will probably depend on the dispersion in the column.

2.7.1.4 Modeling the Trailing Edge of a Peak at High Load
The slope of the trailing edge of the ideal elution profile, V ci / , is propor-
tional to the second derivative of the adsorption isotherm. The analysis pre-
sented in Section 2.7.1.3 showed the similarity in the slope of the trailing edge 
of the ideal elution profile and the slope of the envelope of the trailing edges of 
the simulated elution profiles at high load. The comparison is depicted in 
Figure 2.5. This observation was utilized to calculate the second derivative of 
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the adsorption isotherm from the simulated data, and finally, the calculated 
values of the second derivative were used to estimate the maximum adsorption 
capacity. If the retrieved value of the maximum adsorption capacity is close to 
the model parameter, it shows that this approach can be utilized with some 
confidence when experimental data replace the simulated data.

In order to model the trailing edge of an elution profile at high load, the 
 following approximations are used:
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where d is a horizontal displacement that accounts for the dispersion and F(c) 
is a function utilized to fit the curvature of the trailing edge. It must have the 
property that F′(0) = Ai, and it must be applicable up to the inflection point 
where 2 2 0V c/ . A quadratic isotherm [1] is a suitable choice for F(c):
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and according to Equation 2.58
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To test the hypothesis, the model, Equation 2.58, was fitted to the trailing 
edge of the elution profile at a load of 5 mM∙CV in the interval 7 34 2. Vi  
CV,  corresponding to a concentration interval of 0.03 3.6ic  mM. The 
number 7.34 CV is the value of the ideal elution volume at ci = 0, and at elution 
volumes <2 CV, the curvature of the elution profile changes. The fitted param-
eters, a, B, b, and d, are given in Table 2.2.

To test the validity of the approximation the residual sum of squares,
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was minimized using 14 specified adsorption capacities from 1 to 14 mM at 
intervals of 1 mM by adjusting the maximum adsorption capacity. The corre-
sponding solute concentrations ranged from 0.05 to 3.3 mM. The second 
derivative 2 2q c/  was calculated from Equation 2.53. The estimated value of 
the maximum adsorption capacity was 39.5 mM, which is almost identical with 
the value used in the simulations, which was 39.16 mM. The deviation plot is 
shown in Figure 2.10.

As for any least square parameter estimation method, this method will be 
sensitive to the selected data interval. The influence of the load, the salt, and 
the solute concentrations in the feed has not been explored. A high load is 
most likely preferable. The influence of the dispersion on the reliability of the 
results was not investigated either.

2.8 Hydrophobic Adsorbents, HIC and RPC

Adsorbents in HIC are less hydrophobic than adsorbents in reversed‐phase 
chromatography (RPC). The modulator in HIC is salt, and the adsorbate is 
eluted by reducing the salt concentration in the eluant. In RPC the modulator 

Table 2.2 Estimated parameters in F(c), Equation 2.59.

Ai (mM−1) a (mM−2) B (mM−1) b (mM−2) d (CV)

20.98 25.5 3.21 0.946 0.64
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Figure 2.10 The solid line shows the deviation between the second derivative of the 
isotherm and the second derivative of the F(c) function. Details are given in Section 2.7.1.4.
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is an organic water‐soluble solvent, and the adsorbate is eluted by increasing 
the solvent concentration in the eluant.

The classical adsorption isotherm model is derived from Equation 2.52 
when σ = 0:
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This adsorption isotherm has, like the corresponding ion exchange adsorption 
isotherm, a negative curvature, that is, the solute velocity increases with 
increasing concentration; wherefore a shock wave is formed at the leading edge 
of the elution profile, and a diffuse wave shapes the trailing edge of the elution 
profile. The excess potentials play a crucial role in the modeling in contrast to 
what is commonly observed in ion exchange chromatography. The excess 
potentials of macro‐ions are functions of the nature and the concentrations of 
salt and solvents and of the temperature and pH. In Section 2.A.4, the Kirkwood 
theory of dipolar ions is analyzed, a theory that accounts for salting‐in and 
 salting‐out potentials of macro‐ions.

The initial slope of a classical hydrophobic adsorption isotherm is
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Isocratic retention data measured on HIC adsorbents can be utilized to 
develop models of the equilibrium excess functions of the retained compo-
nents. A0,i varies with the solvent concentration, and  i depends on the salt and 
solvent concentrations. When measuring reversed‐phase retention data, it is 
thus essential to measure the retention data at constant solvent composition 
and vary the salt concentration because otherwise one cannot distinguish the 
variation of A0,i with the solvent composition from the variation of  i with the 
solvent composition.

The fundamental equation for the relative retention in HIC and RPC is
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where
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Since ln  i  is a function that accounts for the contributions of the excess 
potentials, it is common practice to depict the experimental values of ln Ri 
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 versus the salt concentration. The graph will show how ln  i  varies with the salt 
concentration at constant solvent composition, and in many cases, a linear 
dependence of the salt concentration can be observed. In HIC, it is common to 
observe salting out, and in RPC one often observes salting in.

In Section 2.8.1, an analysis of the modeling of the retention of lysozyme on 
the Toyopearl Butyl‐650S, Phenyl‐650S, and Toyopearl Ether‐650S adsorbents 
is presented. In Section 2.8.2, the retention data of three insulin components 
measured on the Toyopearl Butyl‐650S and Toyopearl Phenyl‐650S adsorbents 
are analyzed and modeled. Finally, in Section 2.8.3 similarities and differences 
in the retention behavior of lysozyme and the insulin components are analyzed, 
and some preliminary conclusions are drawn.

2.8.1 The Adsorption of Lysozyme

The isocratic retention volumes of lysozyme were determined on the Toyopearl 
Butyl‐650S, Phenyl‐650S, and Ether‐650S adsorbents, from Tosoh Bioscience at 
pH 7 [11]. These data were utilized to develop a model of the equilibrium excess 
function of the lysozyme component at infinite dilution. In order to develop a 
model that also accounts for the influence of the lysozyme concentration, the 
model was extended to include correlation of the solubility of lysozyme.

Figure 2.11 depicts the experimental and correlated isocratic retention vol-
umes of lysozyme on Toyopearl Butyl‐650S at pH 7 and the predicted retention 
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Figure 2.11 Experimental and modeled isocratic retention volumes of lysozyme on a Tosoh 
Butyl‐650S adsorbent at pH 7 with ammonium sulfate in the eluant. The triangles show the 
experimental data, and the solid line shows the correlation. The dashed line is the predicted 
retention volume at pH 4.


