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Since the 1990s the importance of developing renewable energies has been well 
recognised worldwide. At the time of writing, onshore wind, solar and hydropower are 
mature and making relevant contributions to the energy mix. However, the untapped 
potential of these land‐based forms of renewable energy is not unlimited; therefore, 
new renewable energies, including wave, tidal and offshore wind, must be developed if 
carbon‐based energy production is to be further reduced, in the spirit of the recent 
Treaty of Paris and previous agreements on climate change.

Offshore wind is technologically more mature than wave and tidal energy, arguably 
thanks to its similarities with its onshore counterpart. Indeed, as offshore wind moves 
into deeper waters, those facets that are not shared with onshore wind turbines, such as 
floating systems or hybrid (wave–wind or tidal–wind) systems warrant the greatest 
research effort at present.

Wave and tidal energy, the focus of this book, are technologically more challenging, 
not least because of the aggressive marine environment. Because of this, and the fact 
that their development began more recently, they are further away from full market 
commercialisation. Their trajectory has been similar to that of any nascent technology, 
with initial successes and failures.

Arguably the harsh marine environment has hindered the technological development of 
both wave and tidal energy, not least in relation to wind energy, the main elements of which 
were developed for a less aggressive environment. This also made possible the application 
of wind energy at different scales, from the domestic to the industrial, and its stepwise 
progression towards the large wind turbines that we see today. Nevertheless, the faster 
development of wind energy that we have witnessed does not detract in the least from the 
potential of wave and tidal energy. Given the intensive research efforts and the level of 
international interest in the field, there can be little doubt that the vast, so far untapped, 
wave and tidal resource in the ocean will be exploited within the next decades.

This new book aims to provide a reference text for students and practitioners in the wave 
and tidal energy industry. It presents a holistic view of the sector, the state of the art and the 
perspectives for future development. The main tools of physical and numerical modelling 
are explained, together with the technical aspects of device design and development, the 
environmental effects and the consent and legal processes. These are then illustrated with 
a series of case studies and a review of regional project developments.

Wave and tidal energy is a fascinating field with many exciting research challenges. Driven 
by the passion of the researchers and practitioners involved, the momentum in the sector is 
poised to transform wave and tidal energy from its present research and development status 
into a fully fledged renewable contributing substantially to the energy mix.
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1.1  Background

More than 83% of the energy conversion in the world is today based on fossil fuels; 
meanwhile scientists all over the world are debating the topic of peak oil [1] and the 
secondary effects of the emissions from the fossil fuels [2, 3]. Fossil fuels are a finite 
resource; burning them generates significant carbon dioxide emissions that are chang-
ing the world’s climate. The impact of climate change is thought to be changing habitats 
at a rate faster than many species can adapt, and the level of pollution in many of the 
world’s cities is today causing concern. As a future worldwide shortage of useful energy 
supply can have devastating consequences on the political stability and economy of the 
world, there is a growing consensus that the world needs to switch to a more sustainable 
energy system. The focus and requirement for clean and cheap renewable energy 
conversion techniques has therefore increased.

The Paris Summit of 2015 [4] has driven further impetus for finding alternative 
sources of energy, and a deal was agreed to attempt to limit the rise in global tempera-
tures to less than 2 °C. The Paris agreement is the first to commit all countries to cut 
carbon emissions, and is partly legally binding and partly voluntary. The measures in 
the agreement include [5]: to peak greenhouse gas emissions as soon as possible and 
achieve a balance between sources and sinks of greenhouse gases in the second half of 
this century; to keep global temperature increase ‘well below’ 2 °C (3.6 °F) and to pursue 
efforts to limit it to 1.5 °C; to review progress every 5 years; and $100 billion a year in 
climate finance for developing countries by 2020, with a commitment to further finance 
in the future. There is clear acknowledgement of climate change and also a clearly stated 
will to address the anthropogenic causes of climate change and to reduce emissions and 
seek alternative sustainable and environmentally benign sources of energy. How this 
new agreement will be implemented within individual countries will be influenced by 
local factors.

Renewable sources of energy are essential alternatives to fossil fuels and to nuclear 
energy, which also has a finite resource as well as long‐term safety concerns. Renewable 
energy sources include solar, wind, geothermal and marine renewable energy (MRE). 
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Their use reduces greenhouse gas emissions, diversifies energy supply and reduces 
dependence on unreliable and volatile fossil fuel markets. The world is moving on 
renewables, and they have become the cornerstone of any low‐carbon economy today, 
not just in the future. The USA is targeting a 32% cut in power sector emissions by 2030, 
India plans 100 GW of solar by 2022, and China is investing heavily in wind and 
renewable energy: the transition to a low‐carbon energy system is well under way.

Within this drive for renewable energy, MRE is poised to play a major role [6], in 
particular in certain countries where these resources are vast. Renewable energy from the 
sea is generated by the sun, wind and tides, and may be exploited through various tech-
nologies such as wave energy, tidal stream, tidal range, offshore wind energy and ocean 
thermal energy currents (OTEC). MRE, also often termed ‘ocean energy’, has a major part 
to play in closing the world’s energy gap and lowering carbon emissions. Key global chal-
lenges that remain for MRE relate to technology, grid infrastructure, cost and investment, 
environmental impact, and marine governance. Of these technologies, offshore wind is 
mature and many commercial projects exist in shallow waters, although new offshore 
wind technology is needed to develop sites further offshore in deeper water. Technologically, 
the development of offshore wind in shallower water is a natural extension of onshore 
wind, and typical difficulties for onshore wind in gaining social acceptability and approval 
are often less problematic if turbines are located offshore. Also, the wind resource offshore 
is greater due to lack of obstructions to the wind flow. Offshore wind turbines are typically 
similar to those used onshore and consist of three blades rotating about a hub, and in 
shallower water the wind turbine structures are typically on piled foundations or fixed 
jackets. However, as development of wind farms moves further offshore and into deeper 
water, other solutions need to be sought involving floating structures and the costs 
increase significantly. Although offshore wind technology is rapidly being implemented, 
there remain many fascinating engineering problems to overcome. These include: offshore 
foundations and floating support structures; alternative turbine designs based on three‐
dimensional computational fluid dynamics; use of advanced materials for blades; ship 
manoeuvring for safe maintenance; and shared offshore platform applications (such as 
energy production, storage, and marine aquaculture).

Tidal power is approaching commercial maturity, and recent investments and 
commercial developments have been made. Tidal range projects exist, but there are 
concerns about the extent of the environmental impact they bring, and tidal lagoon 
technology is emerging as an attractive alternative. Tidal steam technologies have seen 
great advances in recent years. On the other hand, wave energy encompasses emerging 
technologies that are currently not economically competitive, but still attract engineer-
ing interest thanks to the significant resource in high power density sea waves and its 
potential exploitation [7].

Within Europe, ocean energy is considered to have the potential to be an important 
component of Europe’s renewable energy mix, as part of its longer‐term energy strat-
egy. According to the recent studies [8,9], the potential resource of wave and tidal energy 
is 337 GW of installed capacity by 20508 globally, with 36 GW quoted as the practically 
extractable wave and tidal resource by 2035 in the UK, representing a marine energy 
industry worth up to £6.1 billion per annum. Today 45% of wave energy companies and 
50% of tidal energy companies from the EU [9,10] have been tested in EU test centres 
[11,12], and the global market is estimated to be worth up to €53 billion annually by 
2050 [13].
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The need to address climate change and concerns over security of supply has driven 
European policy‐makers to develop and implement a European energy policy. In 2009, the 
European Commission set ambitious targets for all member states through a directive on 
the promotion of the use of energy from renewable sources (2009/28/EC). This requires 
the EU to reach a 20% share of energy from renewable sources by 2020. The directive 
required member states to submit national renewable energy action plans (NREAPs), that 
establish pathways for the development of renewable energy sources, to the Commission 
by June 2010. From their NREAPs, it is clear that many member states predict a significant 
proportion of their renewable energy mix to come from wave and tidal energy by 2020. 
This commitment should act as a strong driver at national level to progress the sector.

MRE can significantly contribute to a low‐carbon future. Ambitious development 
targets have been established in the EU, including an installed capacity of 188 GW and 
460 GW for ocean (wave and tidal) and offshore wind energy, respectively, by 2050 [10]. 
To comprehend how challenging these targets are it is sufficient to consider the corre-
sponding targets for 2020: 3.6 GW and 40 GW for ocean and offshore wind energy, 
respectively. It is clear that for the 2050 targets to be met, a major breakthrough must 
happen – and there are huge benefits to be reaped if these targets are met, such as the 
reduction of our carbon footprint.

1.2  History of Wave and Tidal Energy

Although MRE and ocean energy can be interpreted to include all energy conversion 
technologies located in the ocean environment, including offshore wind, OTEC as well 
as wave and tidal, in this book we focus on wave and tidal energy. Tidal energy converts 
the energy obtained from tides into useful forms of power, mainly electricity. Tides are 
more predictable than wind energy and solar power. Among the sources of renewable 
energy, tidal power has traditionally suffered from relatively high cost and limited 
availability of sites with sufficiently high tidal ranges or flow velocities, thus constricting 
its total availability. However, significant learning has been gained through relatively 
long‐term deployments of tidal turbines [14], and together with developments in tidal 
lagoon technology [15], and first array scale deployments [16], it is expected that the 
total availability of tidal power is significant, and that economic and environmental 
costs may be brought down to competitive levels.

Historically, tide mills [17] have been used both in Europe and on the Atlantic coast 
of North America for milling grain, and in the nineteenth century the use of hydro-
power to create electricity was introduced in the USA and Europe [18]. Tidal range 
projects include the world’s first large‐scale tidal power plant, the La Rance Tidal Power 
Station in France, which became operational in 1966 [19]. It was the largest tidal power 
station in terms of power output, before Sihwa Lake Tidal Power Station in South Korea 
(described in Chapter 12) surpassed it. Many innovative tidal stream energy devices 
have been proposed. An example is Salter’s cross‐flow turbine [20], which has blades 
arranged vertically, supported at each end on what are rather like enormous bicycle 
wheels. Although tidal power assessment seems easy, the very presence of tidal turbines 
alters the flow field, and in turn this affects power availability.

Tidal energy technology is dominated by in‐sea/estuarine tidal stream devices; however, 
a significant number of developers have also been developing smaller in‐river devices. 
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There is certainly potential for tidal energy to consolidate technologies and progress from 
small‐scale to larger developments within the full‐scale prototype field. The last few years 
to 2016 have seen the total number of globally active developers fall, perhaps as the 
technology naturally converges. Leading developers are actively testing at EMEC [21] and 
moving strongly towards commercial readiness and preparing for transition to large‐scale 
commercial generation in the UK Crown Estate lease areas, north‐west France and 
Canada’s Bay of Fundy. Alongside the progress to full‐scale device deployment technology 
activity, there has been clear progress on site development, with the consent and finance 
secured for a 6 MW tidal array off the north of Scotland by MeyGen and the subsequent 
news of Atlantis Resources Ltd. having purchased the project. This is the first example of 
real value being attributed to a site and associated development consent [22].

The Severn Estuary holds the second highest tidal range in the world, and within 
this Swansea Bay benefits from an average tidal range during spring tides of 8.5 m. 
Plans to construct a tidal lagoon [15] to harness this natural resource would be the 
world’s first, man‐made, energy‐generating lagoon, with an expected 320 MW installed 
capacity and 14 hours of reliable generation every day. In a bid to overcome potential 
socio‐economic and environmental concerns, the development also offers community 
and tourism opportunities in sports, recreation, education, arts and culture, conser-
vation, restocking and biodiversity programmes as well as the added benefit of coastal 
flood protection.

Wave energy converter technology is a thriving area in which new inventions 
keep appearing. Here, engineers must find ways to maximise power output, improve 
efficiency, cut environmental impact, enhance material robustness and durability, 
reduce costs, and ensure survivability. Theoretical predictions of the power generated 
by wave energy converters require validation through laboratory‐scale physical model 
studies and field tests. The latest simulation methods involve wave to wire modelling of 
arrays of wave energy converters, which integrates wave hydrodynamics, body 
responses, power take‐off (PTO), real‐time control, and electricity production.

There are more than one thousand patents for devices for capturing and transforming 
wave energy into useful energy. The first wave energy converter was patented in France 
in 1799, and oscillating water column navigation buoys have been commercialised in 
Japan since 1965 [6]. The oil crisis in 1973 raised interest in wave energy in Europe, but 
interest dwindled in 1980s and it was not until the 1990s that interest increased again.

Wave energy has the largest potential in Europe and worldwide, and can be captured 
in a number of ways through the use of different converters, such as point absorbers, 
attenuators, overtopping, oscillating wave surge convertors, and oscillating water col-
umns. The technology has not yet reached the stage of commercial scale development 
[23], but progress continues to be made, as evidenced by the growing number of test 
sites and pilot zones being established across Europe [11]. Many different types of wave 
energy converters have been designed, but only a small proportion of these so far have 
reached the full‐scale prototype stage. Wave energy has many advantages over other 
forms of renewable energy, being much more predictable than, for instance, wind, 
giving more scope for short‐term planning of grid usage.

In the past, the wave energy industry faced some failures that delayed its develop-
ment, for example the device in Toftestallen wrecked during a heavy storm [24] or the 
external wall of the Mutriku device that was damaged by a storm [25]. Attempting 
to set a framework for assessing the progress of potential developers on their way to 
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commercial applications, Weber [26] introduced the technology readiness level and 
technology performance level matrix, so that fewer failures occur in the future.

1.3  Unknowns and Challenges Remaining for 
Wave and Tidal Energy

Access to ocean energy systems is expensive and hazardous. Present and future chal-
lenges include remote monitoring, control systems, robotics for operational support, 
and real‐time weather forecasting for predictive maintenance to ensure devices can 
survive in extreme sea states as they arise. Wave and tidal energy has huge potential, but 
demanding global challenges have to be met before the seascape will give up its precious 
energy resources. As in the Industrial Revolution, a new generation of engineers is 
required with the ingenuity, wisdom, and boldness to meet these interdisciplinary 
challenges. The unknowns and challenges still remaining in wave and tidal energy can 
be considered to fall within ten different technical research themes as identified 
by  PRIMaRE [27]: materials and manufacture; fluid dynamics and hydrodynamics; 
survivability and reliability; environmental resources; devices and arrays; power 
conversion and control; infrastructure and grid connection; marine operations and 
maritime safety; socio‐economic implications; and marine planning and governance.

1.3.1  Materials and Manufacture

The development of new materials and manufacturing processes is a key element in 
reducing costs and ensuring the survivability of MRE devices. Any technology sub-
merged or in contact with the sea is likely to be affected by biofouling. The interaction 
of the devices or their components with marine growth is crucial as it affects the device 
performance and design conditions, and therefore the development of new materials to 
avoid or minimise biofouling is key. Use of steel or metallic alloys is common practice 
in the MRE industry. Correct understanding of the corrosion processes, of the use of 
new coatings and manufacture techniques, and of how to adapt the operation and 
maintenance inspections to maximise the lifetime and operability of MRE devices will 
help reduce their total cost. Application of novel materials and construction techniques 
that will reduce costs, improve reliability and extend the lifetime of devices is an active 
research area, necessary to move the sector forward – for example, novel materials such 
as reinforced concrete and composites, novel construction techniques, disposable 
materials are being investigated.

1.3.2  Fluid Dynamics and Hydrodynamics

As technology devices that harness energy from fluids in motion and are affected by the 
extreme forces produced by these motions, a proper understanding of the fluid dynam-
ics and hydrodynamics of MRE devices is crucial to their development. In particular, 
turbulence and its effects on single and multiple devices is important in understanding 
how devices will interact and perform in arrays. In the real sea environment MRE 
devices commonly face the effects of combined waves, tidal currents and wind. The 
combined action of these forces on MRE devices makes characterisation of their 
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response at laboratory scale and with numerical models of special relevance to obtain a 
better understanding of how they perform under such circumstances. One of the 
particularities of MRE is that the devices need to face extreme loads and survive storms. 
Thus, the development of novel evaluation techniques to model these extreme loads 
appropriately at laboratory scale and by numerical models is required.

When deployed in real sea conditions, MRE devices are subjected to irregular waves 
and variable tidal currents. A feature of these variable resources is that the differences 
between maximum and mean values are particularly high, especially for wave energy. 
The standard engineering techniques to model the behaviour and response of MRE 
devices consider linear models in order to simplify the problems and obtain faster solu-
tions. However, the reality is often far from the linear model and nonlinear effects must 
be considered to achieve a proper understanding of the performance of the devices in 
real conditions. Thus, the development of nonlinear models and tools to assess these 
effects is of special relevance. Advanced numerical models able to simulate accurately 
the response of full‐scale devices require long computational times and resources. 
The  development of validated tools and resources that optimise simulation times is 
necessary for the development of MRE.

1.3.3  Survivability and Reliability

The survivability and reliability of MRE devices in the marine environment need to be 
proven for the industry to become commercial. Ensuring the survivability of devices 
under the high loads occurring during extreme events is essential to reduce the risk of 
failure and increase their range of operability. The dynamic nature of many MRE devices 
means that traditional oil and gas or seakeeping mooring concepts are usually not valid, 
due to either their high cost or the different loading conditions. A competitive cost of 
energy which allows MRE to become viable in comparison with other renewable ener-
gies is fundamental for the development of the sector. This means that a compromise 
between reliability and cost of energy throughout the lifetime of the device should be 
found. The weakest of its components defines the entire reliability of a MRE device. 
This, together with the harshness of the marine environment, the frequent exposure to 
extreme loads, and near‐constant exposure to varying cyclic loads, makes the design of 
all components crucial. Research is needed to assess each individual component 
and adapt it to the MRE industry needs, redesigning components where necessary and 
making use of available technology where possible, for example from the oil and gas 
sector. Furthermore, MRE devices are subject to potential impacts, for example, the 
impact of a marine mammal striking the rotor of a tidal turbine, or collision between 
wave energy converters due to a mooring failure, and these impacts could severely 
damage the integrity of the device.

1.3.4  Environmental Resources

Resource assessment for wave and tidal energy is described in Chapter 2, and a thorough 
understanding of the environmental resources is imperative to harnessing them in an 
economic and efficient manner. Even though wave, tidal currents and offshore winds 
are well understood at medium and large scales, there are still multiple physical 
processes related to them that require further study, especially when energy extraction 
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is involved: turbulence, atmospheric thermal gradient, oceanic fronts, salinity, spatial 
(and spectral) variability of waves, sediment transport, etc. Wave, tidal and wind macro‐
scale models are well known and have been validated in recent years [28,29]; however, 
to transfer the input from these large‐scale models to more reduced‐scale regional 
models still requires further research [30]. Monitoring MRE resources at the sea is 
expensive and sometimes risky or impossible due to the weather conditions. The devel-
opment of novel remote sensing techniques which allow monitoring of MRE resources 
further from the site or to cover larger areas will help to reduce uncertainties about the 
resource and its costs, such as floating LIDARs, high‐frequency radars [31], and satellite 
monitoring. Forecasting MRE resources with high resolution is important not only to 
be able to predict the energy production, but also to inform control strategies that 
require being able to predict and respond precisely to the incoming resource.

1.3.5  Devices and Arrays

The level of technological development among MREs is very variable, depending on the 
type of energy being harnessed; thus on the one hand floating offshore wind and tidal 
turbines have successfully achieved full‐scale demonstrations and are moving towards 
arrays, while on the other hand wave energy converters are less developed in their pro-
gression towards array deployments. Accessibility of MRE devices at sea is not always 
possible due to the weather conditions, and therefore developing remote monitoring 
and control techniques and operation procedures becomes an important requirement 
to increase operation times and reduce operation & maintenance (O&M) costs. Mooring 
systems for MRE devices are a crucial subsystem that influences both the global perfor-
mance of the device and its survivability. However, for arrays of MRE devices, and 
in particular interconnected arrays, these become even more important because the 
layout of the array will be highly dependent on the mooring dynamics and interactions. 
Few MRE devices have been tested in arrays so far, which means that significant 
unknowns remain around how the energy extraction of some devices will affect the 
performance of the other devices in the array. This is an important research topic as it 
will influence significantly the layout of future arrays. One aspect of arrays is that they 
may lead to sharing of some infrastructure, such as the mooring lines and PTO, with the 
consequent cost reduction. Future research is needed in order to assess whether sharing 
of these subsystems is appropriate or not [32].

1.3.6  Power Conversion and Control

Ultimately MRE devices are meant to produce electricity at an affordable cost. This 
means that power conversion and control subsystems are fundamental parts of an MRE 
device. A PTO is a key component of every MRE device, as it is through this that the 
power is ultimately harnessed. Increasing the performance of PTOs, making them more 
reliable and extending their lifetime are required steps to reduce MRE costs. Due to the 
irregular character of MRE resources, and in particular of wave energy, control strate-
gies are required in order to maximise the power output. At present the relatively high 
cost of MRE, together with the high variability in power production, means that addi-
tional research is needed to tackle these issues. Novel power electronics control systems 
able to transform the variable energy production obtained from the MRE resources into 



Wave and Tidal Energy8

conditions required for the electric grid may be part of the solution and are required for 
successful development of the devices.

1.3.7  Infrastructure and Grid Connection

For offshore energy projects, the infrastructure and grid connection costs represent one 
of the largest components of the total project costs. The development of novel concepts 
of subsea electric connectors which will allow reduced times for installation, decom-
missioning and standard plug and unplug operations during O&M is required. The 
development of specific protocols and tools for O&M procedures at MRE test centres is 
of special interest in order to extrapolate them to other future projects. Furthermore, 
these test centres can also be used to develop and test novel O&M techniques. The 
combination of more than one MRE technology at the same site is a novel approach that 
takes advantage of the multiple synergies arising from deployment of more than one 
technology at the same location. Understanding the implications of this practice is cru-
cial in order to further develop these kinds of projects. Integrating the energy harnessed 
at MRE parks into the energy grid is not a simple task due to the existence of multiple 
challenges, such as the lack of grid infrastructure inland near the parks, the variable 
character of the energy production, and the lack of coupling between the production of 
and the demand for energy.

1.3.8  Marine Operations and Maritime Safety

Operations and safety at sea are not simple due to the variable conditions and harsh 
working environment, which means that operations to access an offshore device or to 
deploy a wind turbine may be high‐risk challenges. Further research in order to simplify 
and reduce the risk in these tasks is crucial to further develop the sector. The considera-
tion of the decommissioning phase of a MRE device at its development phase is very 
relevant in order to save time and resources. Further research is needed in order to 
include these aspects during the development phase or the design of novel materials or 
devices. To access an offshore device is not a simple task, especially when the sea condi-
tions differ. This means that at some sites device access times are reduced to below 60% 
of the year, resulting in an increase in O&M costs and in performance reduction. Design 
of novel access techniques or unmanned O&M protocols is one of the main challenges 
for the MRE sector to accomplish in order to reduce operation costs. The deployment 
of more than one MRE technology at the same site has the associated risk of possible 
interference between technologies (e.g., reducing the energy production, collision or 
impact between devices). In order to make this promising solution a reality, these chal-
lenges must be further addressed in the coming years. An accurate forecast of the 
weather windows to access offshore sites to perform O&M and deployment activities is 
highly important to reduce costs and deployment times. Future research is needed in 
order to produce new short‐ and long‐term models to forecast weather windows.

1.3.9  Socio‐Economic Implications

As MRE develops beyond the demonstration scale, improved knowledge of the poten-
tial socio‐economic implications of larger arrays is required. In particular, a better 
understanding is needed of the social, economic and environmental costs and benefits 
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and how they are distributed spatially and temporally between local, regional and 
national levels. The findings of this empirical research can then be applied to support 
marine planning, licensing, and governance and stakeholder engagement.

The foundation for understanding socio‐economic issues is to determine how stake-
holders and the wider public perceive the development and impacts of MRE, and which 
socio‐demographic factors shape their attitudes. At present, the public has very limited 
awareness of MRE, and it is therefore important to understand how different messages 
and media types are perceived as sources of credible information. There is a growing 
policy trend to seek to understand environmental impacts in terms of their societal 
implications, which is achieved through the framework of ecosystem services. Ecosystem 
service approaches also facilitate monetary valuation of natural capital impacts, and 
hence support enhanced cost–benefit analysis of MRE developments and natural capi-
tal accounting. For these reasons, ecosystem service approaches need to be embedded 
in full life‐cycle analysis of MRE.

Commercial‐scale MRE developments have the potential to bring economic benefits 
through, for example, job creation and supply chain development, although other sec-
tors (fisheries, recreation) may be negatively affected. At present, the scale of these 
effects and their implications for regional and national economies are poorly under-
stood. Also key to planning and policy decisions is understanding how the benefits of 
MRE development, such as clean, renewable energy and job creation, are traded off 
against natural capital and ecosystem service impacts at the level of individual energy 
consumers, local communities, and regional and national economies.

Traditionally the marine and maritime sectors have been characterised by the absence 
of coordinated planning and governance, as opposed to what happens onshore, where 
coordinated regulations and planning have been in place for many years (e.g., land use 
planning, mining exploitation concessions and natural protected areas). However, in 
recent years some EU initiatives, such the Maritime Policy, Maritime Spatial Planning, 
Integrated Coastal Protection Management, Marine Strategy Framework and Water 
Framework Directives (via consideration of impacts of MRE on the targets of good 
environmental/ecological status), are driving the need for more coordinated planning 
of the marine and coastal space. Integration of the uses of different resources is key to 
ensuring sustainable development.

The engagement of stakeholders and especially local communities is an important 
aspect of the successful development of an MRE project. Many examples show that 
disregarding these actors at early stages of project development has been damaging 
for the projects. Developing novel tools to facilitate this engagement and to increase 
the communication between developers and stakeholders is of special relevance for the 
success of future MRE projects. An appropriate assessment and planning of the com-
plete life cycle of an MRE device is important to increase the sustainability of  the 
technology. The development of new generation concepts and new tools to tackle this 
at full scale is necessary.

1.3.10  Marine Planning and Governance, Environmental Impact

Appropriate planning of the spatial distribution of maritime resources and uses is vital 
for sustainable development of the seas and its coexistence with traditional and new 
users. Significant effort has been made by European and national administrations to 
start this large endeavour; however, future research is needed to propose novel 
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approaches to planning and managing use of the sea’s resources. Multiple marine 
resources are usually available at the same site or geographical location, and synergies 
between the different users of these resources exist. Sustainable development of the 
exploitation requires multi‐use of these marine resources, for which further research 
and development to prove its viability is needed. Research and demonstration of the 
options for combinations of wave and offshore wind energy with other uses, such as 
aquaculture or maritime leisure, is required for successful implementation of multi‐use 
of space.

Understanding the effects on the physical coastal processes of the deployment of 
MRE infrastructure, such as mooring anchors and solid foundations, is of special 
relevance to understanding how these technologies affect the environment. Energy 
extraction from harnessing waves or tidal currents affects the wave and flow field and 
sediment transport processes occurring in them. This may have a significant effect on 
coastal erosion phenomena for large and cumulative scale effects of MRE deployments. 
The interaction between solid foundations of MRE devices and currents and waves 
produces erosion of the seabed in the surroundings of the structure. Known as ‘scour’, 
this phenomenon may alter the baseline sediment transport processes, and further 
research is needed in order to understand the significance of this effect. There is a lack 
of international standards or common industry practice concerning the required bury-
ing depth for electrical marine cables, and the effects of the electromagnetic fields over 
the ecosystem are not well understood [33].

The deployment of MRE devices inevitably involves contact with the seabed and so 
has a clear effect on the benthic flora and fauna. The presence of new structures alter-
ing the environment could potentially act as barriers or generate displacements or 
migrations in benthic communities. In order to understand these possible effects 
further research should be conducted during future deployments of MRE devices. 
The energy extraction caused by harnessing marine resources could potentially affect 
the trophic chain, and the presence of MRE devices could affect the production of 
nutrients, displace species, etc. Deploying MRE devices creates new habitat with a 
potential risk of introducing non‐native invasive species that can significantly alter 
the ecosystem. New research should be conducted to understand this risk and develop 
contingency measures to avoid it.

In addition to the research needs for the benthic communities, there are others that 
affect local communities such as fishes, birds and marine mammals. Development of 
novel active and passive acoustic monitoring techniques and instruments is an impor-
tant area of research needed to acquire a better understanding of how MRE devices 
affect local communities. As MRE device deployment continues, the study of such inter-
actions using novel techniques and the development of new instrumentation will be of 
particular relevance (e.g., new hydrophones or lateral sonars able to record the interac-
tion of local communities with MRE devices). Modelling the behaviour of marine mam-
mals, as individuals in the upper levels of food chains and of societal importance, is also 
needed to understand possible effects of MRE devices and so that accurate behaviour 
models for marine mammals may be developed.

One of the possible positive impacts of deploying MRE devices is the creation of 
artificial reefs; however, this needs to be monitored in order to fully understand the 
effects. In order to do this, new research including monitoring of new deployments of 
MRE devices and the use of computer models is needed. Large individuals such as 
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marine mammals may be at risk of collision or entanglement with the MRE devices or 
some of their subsystems (e.g., impact of a marine mammal with a tidal turbine or 
entanglement with mooring lines). The development of models incorporating behav-
ioural characteristics of marine mammals is needed to assess and simulate their 
response to MRE developments.

In summary, MREs are among the renewables with the greatest potential; however, to 
succeed in the quest to develop the MRE energy sector, some significant challenges 
need to be tackled in the coming years. Wave and tidal energy provide an unlimited 
‘clean’ resource from which to generate electrical power and thus make a significant 
contribution to the renewables mix. Realisation of this potential, however, will require 
continuing advances in marine engineering technology in order to achieve economic 
viability and ensure minimal environmental impact.

1.4  Synopsis

The aim of this book is to establish an authoritative, up‐to‐date reference text that will 
assist advanced study and research in wave and tidal current energy to maintain pro-
gress in the field. In Chapter 2, the marine resource is described, including wave and 
tidal energy resource assessment, a discussion of the alternative approaches, and 
acknowledgement that there is still some lack of consensus on resource assessment, 
while making informed recommendations on methodology, in situ measurement and 
data analysis techniques.

In the next two chapters, the fundamentals of wave and tidal technology are given. In 
Chapter 3 wave energy converter (WEC) technology is described, and the fundamental 
theory, the history of development and the categorisation of WECs are discussed. Tidal 
energy technologies described in Chapter 4 include horizontal and vertical axis turbines; 
the chapter also covers both tidal stream and tidal lagoon technologies.

Device design is tackled in Chapter 5, in which the development and application of 
standards is described together with structural design, moorings and reliability. The 
power systems developed for wave and tidal energy are explored in Chapter  6, and 
theory is given for power take‐off and control.

Key components of the design and development of any MRE system are physical and 
numerical modelling. In Chapter 7, scale model testing of single devices and arrays in 
laboratory facilities and larger‐scale device testing at sea are described. Testing proto-
cols are also discussed, as well as the different scales appropriate for different stages of 
design. Chapter  8 gives a thorough overview of numerical modelling for wave and 
tidal energy. It includes a discussion of the role of numerical modelling in the design 
process, a brief discussion of the numerical models available, their governing equations 
and their use within MRE. These include resource models, device design models, 
farm  design models (energy yield and environmental impact), power train models 
(and control).

In order for a wave or tidal project to be realised, the potential environmental impacts 
need to be considered and mitigated if appropriate. Chapter 9 describes environmental 
impact assessment for both physical and biological systems. Each aspect includes a 
detailed discussion on the near‐field and far‐field effects of arrays, the short‐ and long‐
term impacts, as well as impact assessment and monitoring techniques.
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Consenting and legal aspects of wave and tidal energy development are considered in 
Chapter 10, with a discussion of consenting processes and marine planning procedures, 
national perspectives and of experience gained from MRE consenting processes.

In Chapter  11, the economics of wave and tidal energy is covered, including the 
levelised cost of energy approach and the externalities – an important aspect which, 
if  applied to the different energy sources, can contribute to the implementation of 
optimal electricity production and prices. In Chapter 12, the different stages of project 
development are illustrated through four representative case studies: two in tidal energy 
and two in wave energy. With a structure articulated around these case studies, 
Chapter  12 brings together device design, array planning, policy and economics, 
drawing material from other chapters, and including detailed discussions of technical 
aspects (e.g., access and deployment strategies, installation, and reliability and mainte-
nance) and non‐technical aspects (e.g., planning, consenting, economic assessment and 
externalities, financing).

Chapter 13 gives an up‐to‐date review of developments worldwide, covering regional 
activities in Europe, North America, Latin and Central America, Asia‐Pacific and 
China. The book concludes with an epilogue on the future of wave and tidal energy.
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2.1  Introduction

This chapter is concerned with the characterisation of the energy resource from wind 
waves and tides – a fundamental step towards its exploitation. The term ‘characterisa-
tion’ goes beyond a mere assessment of the resource, and implies an in‐depth analysis 
of its characteristics [1]. For instance, in the case of the wave resource, it is not sufficient 
to state that the mean wave power at a given site in an average year is 50 kW m–1; this 
overall figure, for all its interest, must be complemented with the analysis of the charac-
teristic parameters of the sea states providing the energy: their significant wave heights, 
energy periods, mean wave directions, etc. This information is essential in determining 
the actual power output that can be obtained from a particular Wave Energy Converter 
(WEC), as well as I selecting the WECs that are best suited to the characteristics of the 
wave resource at the site in question [2]. The wave and tidal resources are covered in 
Sections 2.2 and 2.3, respectively.

2.2  The Wave Resource

Wind waves, infragravity waves, tsunamis, tides, etc. – there exist many types of waves 
in the ocean, with different driving mechanisms and properties. However, the term 
wave energy does not refer – at least in its common usage – to all of them, but to a par-
ticular type of waves: wind waves, those generated by the wind blowing over the sea [3]. 
Winds are ultimately the result of solar energy acting on the atmosphere, and therefore 
wave energy may be regarded as a concentrated form of solar energy – and the oceans, 
as a gigantic energy conversion system transforming one type of mechanical energy 
(wind energy) into another, more concentrated type (wave energy).

Considering that the oceans cover 71% of the Earth’s surface and that wind waves can 
propagate over long distances with little energy loss, it is not surprising that a substantial 
amount of wave power reaches almost continuously any stretch of coastline open to the 
ocean. This quasi‐ubiquity of wave power inshore constitutes one of its principal 
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advantages, and explains the enormous, virtually unlimited global resource – which has 
been estimated at 32,000 TWh per year [4].

Indeed, wave energy has great potential for development, and its present status is remi-
niscent of wind energy in the 1980s. The deployment of arrays of WECs, also known as 
wave farms, to harness this vast, untapped resource is hindered by a number of factors, 
not least the lack of maturity of the technology and the concomitant high costs, which 
curtail the competitiveness of wave energy vis‐à‐vis other renewables. For wave energy to 
truly take off, development on four fronts is necessary. First, robust and efficient WECs 
must be developed (e.g. [5–8]). Second, the resource must be thoroughly characterised 
so that the areas of interest can be selected and the energy output of prospective wave 
farms determined [1, 4, 9–13]). Third, the economics of these farms must be assessed, 
which requires – in addition to the characterisation of the resource – a thorough under-
standing of the lifetime costs of the WECs themselves and the other components of a 
wave farm, including their installation, maintenance and decommissioning, as well as the 
balancing costs of accommodating a fluctuating power source into the network [14–17]. 
The cost of wave energy may be reduced by realising synergies with other renewables, 
most notably wind energy [18–24]. Finally, the impacts of wave energy on marine and, in 
particular, coastal environments must be assessed at different time scales, from the short 
to the long term; in fact, some of these impacts may turn out to be positive – in the form 
of a reduction in the amount of wave energy reaching vulnerable coastlines, and research 
is under way on the application of wave farms to coastal erosion management in synergy 
with their primary purpose, carbon-free energy generation [25–29].

The motivation for characterising the wave resource is clearly practical, with a view to 
its exploitation by means of wave farms; these must be situated near the coastline – in 
some cases, on the coastline1 – for reasons to do with economic viability. Indeed, a num-
ber of relevant costs spiral with increasing distance to the coastline and water depth, 
including those of the submarine cable, mooring system, and maintenance. However, 
there are also advantages to locating the farm some distance from the shoreline, such as 
avoiding the harsh environment of the surf zone (a practical necessity, for breaking 
waves would compromise the survival of the WECs), reducing the visual impact from 
the coast and, generally speaking, tapping into a greater resource. All these factors must 
be pondered locally, for each project, and a compromise struck. In principle it may be 
assumed that wave farms will not be deployed in water depths above 100–150 m, and 
will consist primarily of floating WECs – bottom‐fixed alternatives being too expensive; 
therefore, it is the nearshore wave resource that we are primarily interested in.

Generally speaking, the nearshore wave resource is less uniform than its offshore 
counterpart, the reason being that waves do not interact with the seabed in deep water. 
Ocean waves propagate over deep water until, eventually, they approach a coast. When 
the water depth decreases to half the wavelength, i.e. when the relative water depth, h/L, 
is ½ (with h the water depth and L the wavelength), the wave begins to interact with the 
seabed and, by definition, leaves deep water to enter transitional water. To visualise this 
it is useful to consider the concept of wave base – a reference horizontal plane at a depth 

1  Onshore WECs are indeed a possibility, and may be of interest in particular cases, for instance mounted 
on (new) coastal structures, as in Mutriku (Spain), but it is doubtful that they will ever be deployed in 
numbers large enough to provide substantial power, not least because of the impact that this would have on 
coastal landscapes.
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of a half wavelength, L/2, beneath which the effects of the wave on the water column 
(orbital motions of the water particles, pressure fluctuations, etc.) are negligible.2 In 
other words, for all practical purposes the wave extends vertically from the surface to 
the wave base. In deep water, the wave base is above the seabed, implying that there can 
be no interaction between the wave and the seabed. At some point in the wave propaga-
tion towards the coast, the water depth becomes equal to, then smaller than, L/2; from 
that point onwards the wave is constrained vertically by the seabed, and this will affect 
its properties. That point marks the end of deep water and the beginning of transitional 
water – an altogether different regime in which the phase celerity (the speed at which 
the wave propagates) is determined no longer by the wave period alone but also by the 
water depth.3 We shall see below that this all‐important control of the phase celerity by 
the water depth and the wave period is governed by the dispersion relationship. In 
essence, as the properties of the medium (water depth) through which the wave propa-
gates change, so does the propagation velocity. This change in the phase celerity causes 
a change in the direction of propagation – a process known as refraction, which, inci-
dentally, affects not only waves in the ocean but also other types of waves, and even 
light. In the case of ocean waves, the change in the direction of propagation leads to 
changes in wave height, power, etc. Furthermore, as the wave travels over transitional 
water the varying water depths lead to changes in the group celerity (the speed at which 
wave energy propagates), which in turn also lead to changes in wave height, power, 
etc. – a process known as shoaling. In sum, in transitional water varying water depths 
affect the fundamental wave parameters (with the exception of the wave period, nonlin-
earities excluded). As a result of refraction and shoaling, and other processes such as 
friction with the seabed, the relative uniformity of the wave field in deep water is gradu-
ally transformed into ever greater spatial variability – in particular, where the bathym-
etry (the seabed contours) is highly irregular.

We have seen why the nearshore wave resource presents significant spatial variability. 
Whereas certain areas  –  the nearshore hotspots [30]  –  have a substantial resource, 
nearby areas have a much lower resource. This spatial variability is a crucial element 
that must be accounted for in the characterisation of the resource and, particularly, in 
the selection of prospective wave farm sites [31]. Similarly, the temporal variability must 
be considered, for it will determine the performance and energy output of the wave 
farm, as well as the survivability of its WECs [2, 31–34]. For these reasons, a thorough 
characterisation of the spatial and temporal variability of the nearshore wave resource 
in the area of interest is a prerequisite to assessing the economic viability of a wave farm 
project [14, 16].

A brief note on the structure and contents of this section. Ideally, the reader should be 
familiar with wave theory before delving into the characterisation of the wave resource; 
a brief summary of the theory is presented in Sections 2.2.1 (linear wave theory) and 

2  This value of L/2 is admittedly somewhat arbitrary, and related to the interpretation, or quantification, of 
“negligible”; strictly speaking, the effects of the wave on the water column (orbital motions of water 
particles, pressure fluctuations, etc.) decrease exponentially with water depth and therefore do not become 
zero at any finite depth, but tend to zero at infinity.
3  Later on, as the wave continues to propagate towards the coast, a second threshold of relative water 
depth, h/L = 1/20, will eventually be reached, marking the end of transitional water and the beginning of 
shallow water – yet a different regime in which waves cease to be dispersive, that is, the phase celerity is 
controlled exclusively by the water depth.
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2.2.2. (random waves). The characterisation of the wave resource proper is covered in 
Sections 2.2.3 (offshore resource) and 2.2.4 (nearshore resource).

2.2.1  Fundamentals of Linear Wave Theory

In linear wave theory, also known as Airy wave theory, the displacement of the free 
surface (the sea surface) is given by

	
H

L
x

T
t

2
2 2cos ,	 (2.1)

where η is the vertical excursion of the free surface, H is the wave height, L the wave-
length, and T the wave period. If the amplitude, wavenumber and angular frequency are 
denoted by a, k and ω, respectively, then

	
a H

2
, 	 (2.2)

	
k

L
2 ,	 (2.3)

	
2
T

,	 (2.4)

and the sinusoidal displacement of the free surface, equation (2.1), may be rewritten as

	
a kx tcos .	 (2.5)

The wavenumber, angular frequency and water depth (h) are related through the dis-
persion relationship,

	 kg khtanh ,	 (2.6)

with g the gravitational acceleration. Alternatively, the dispersion relationship may be 
expressed in terms of the wavelength, period and water depth:

	
L gT h

L

2

2
2tanh .	 (2.7)

Of importance here is the fact that, for a given wave period at a certain point (water 
depth), there exists only one wavelength that satisfies equation (2.7). In other words, at 
a certain point the wave period determines the wavelength, or vice versa.

For a given wave period, the greater the water depth, the longer the wave. As waves 
approach the coast, the wave period may be assumed to remain constant;4 therefore, as 
the water depth reduces, so does the wavelength, as determined by equation (2.7). 
Eventually, the water depth becomes too small for the wave to be viable, at which point 
it breaks.

4  Stricto sensu this holds only if a steady state can be assumed – which is often the case.
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Phase celerity (from celeritas, Latin for speed or velocity) is the speed at which the 
wave form (i.e., the wave crest, trough, etc., but not the wave energy) travels,

	
c L

T
. 	 (2.8)

Combining equations (2.7) and (2.8) yields

	
c gT h

L2
2tanh .	 (2.9)

For a given water depth, the greater the wave period, the greater the wave celerity, i.e. 
the faster the wave. This property, dispersion, is of great importance in wave theory.5

Wave energy density is the amount of energy per unit surface area averaged over the 
wave period,

	
E gH1

8
2 ,	 (2.10)

where ρ is seawater density (as a first approximation, ρ ~ 1025 kg m–3). In the SI wave 
energy density is expressed in joules per square metre (Jm–2). The term density alludes to 
the fact that the energy is measured per unit surface area (per square metre in the SI) in the 
reference plane (i.e., the quiescent sea surface). It can be proven [35] that the wave energy 
density is composed of kinetic and potential energy, with equal shares: 50% of kinetic and 
50% of potential energy. Importantly, the wave energy density varies with the square of the 
wave height, so a 2 m wave has four times as much energy density as a 1 m wave.

Group celerity is the speed at which wave energy propagates,

	 c ncg , 	 (2.11)

with

	
n kh

kh
1
2

1 2
2sinh

.	 (2.12)

Wave power, also known as wave energy flux, is the amount of energy that passes per 
unit time through a vertical section of unit width perpendicular to the direction of 
propagation (i.e., parallel to the wave fronts); it is given by

	 P Ecg . 	 (2.13)

In the SI wave power has units of watts or kilowatts per metre of wave front (Wm–1 or 
kWm–1).

5  In particular in the evolution from a wind sea to a swell. A wind sea occurs when waves are being 
generated by the wind. In a wind sea, waves of different periods and directions coexist (the wave spectrum is 
broad-banded). By contrast, in a swell, waves have similar periods and directions (the wave spectrum is 
narrow-banded). (These concepts can be quantified through spectral theory as explained below.) As waves 
travel away from the area of active wave generation by wind, they do so at different celerities, according to 
their periods. For this reason, and others of a nonlinear nature, a wind sea transforms gradually into a swell 
as waves propagate away from their generation area.
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So far we have covered linear wave theory. As mentioned above, this theory applies 
only to certain wave conditions. Other wave theories (Stokes, solitary wave, cnoidal, 
etc.) are beyond the scope of this chapter, and the interested reader may consult, for 
example, [36,37].

The wave power over a certain width, b, of wave front may be obtained from

	 P Ec bb g .	 (2.14)

This quantity is useful in establishing the amount of wave power that is available to a 
WEC, and is the basis of the concept of capture width.

2.2.2  Random Waves

In the linear, or Airy, wave theory described in the previous subsection, a wave con-
sists of a sinusoidal oscillation of the free surface. It suffices to observe the surface of 
the ocean for a couple of minutes or to look at the records of a wave buoy or other 
wave measuring device to realise that, in fact, the sea surface oscillates following not 
a sinusoidal curve (a regular wave) but a much more complex pattern (random or 
irregular waves).

The analysis of random waves is based on the concept of sea state, which may be 
analysed in the time or the frequency domain. In the time domain we consider a time 
series of surface elevations, η(t), corresponding to a point in space (e.g. the observations 
from a wave buoy), with a typical duration of between 15 min and 30 min. For the statis-
tical analysis, the hypothesis is made that the surface elevation is a stationary process; 
for this reason, the time series cannot be too long. Nor can it be too short, or the statis-
tics derived from it (e.g., the significant wave height) would not represent the variability 
in the sea state properly.

Mathematically the sea state may be described as a Fourier series [38], i.e. a sum of an 
infinite (in practice, a large) number of harmonic components,

	
x t a k x t

i
i i i, ,

1
cos 	 (2.15)

with ai, ki and ωi the amplitude, wavenumber and angular frequency, respectively, of the 
ith harmonic component (or harmonic for short). Each harmonic is, in its own right, a 
linear regular wave of the type described in the previous subsection. This description of 
the sea state by means of a Fourier series is based on the principle of linear superposi-
tion, a mathematical tool of great potency that forms the basis of the random phase–
amplitude model, itself the basis of our wave analysis [39].

The amount of energy available can be quantified in terms of the average wave power 
or the total energy (total resource) over a certain period of time, e.g. a (typical) year or 
a (typical) winter. The calculation of the total resource over a certain period based on a 
time series of wave data is straightforward. Typically, the time series stems from a wave 
buoy or numerical model and has a three‐hourly frequency. In some cases the data 
consist of a discretised form of the spectral variance or energy density curve, i.e. the 
values of the spectral curve at a series of frequencies, which give the distribution of the 
energy in the wave field across frequencies and, if the buoy is directional rather than 
scalar, also across directions; in other cases, only the characteristic values of the wave 
parameters are given, e.g. the significant wave height and the energy period.
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If spectral density values are given, calculating the characteristic wave parameters is 
straightforward. Assuming that wave heights are Rayleigh distributed, the significant 
wave height can be computed from

	 H m ms 4 004 40 0. , 	 (2.16)

where m0 is the zeroth‐order moment of the variance spectrum,

	
m S f df0

0

,	 (2.17)

with S(f) the spectral variance density. The significant wave height thus obtained can be 
denoted by Hs or Hm0

,  the latter notation emphasising the fact that it was calculated 
from the zeroth‐order spectral moment rather than from a time series.

Although the significant wave height is the parameter used most commonly to give 
the vertical scale of the waves, in certain energy‐related applications it may be preferable 
to use the root‐mean‐square wave height, Hrms, which has a direct interpretation as the 
wave height of a sinusoidal (Airy) wave with the same energy density as the sea state. 
Assuming wave heights are Rayleigh distributed [39], the relationship between the 
significant and root‐mean‐square wave heights is

	 H Hs 2 rms . 	 (2.18)

The energy period, Te or Tm−10, also has a direct interpretation as the period of the 
sinusoidal (Airy) wave with the same wave energy flux or power as the sea state in 
question; it may be obtained from

	
T m

me
1

0
. 	 (2.19)

Alternatively, the energy period, Te, may be obtained from the peak period, Tp, assum-
ing a certain theoretical spectral shape. For instance, if a JONSWAP spectrum is 
assumed, then Te=Tp/1.11. Having defined the significant wave height and the energy 
period, the wave power, or wave energy flux, of a deep-water sea state may be expressed as

	
P g H Ts e

2
2

64
.	 (2.20)

P is the wave power per unit width of wave front, with SI units of watts or kilowatts 
per metre (Wm–1 or kWm–1). The accuracy of this expression depends on wave heights 
being Rayleigh distributed. It is therefore valid for most applications in deep water. 
Using SI units and assuming a typical value of ρ = 1025 kg m–3 for seawater density, the 
above expression may be approximated as

	
2 210.4906 .

2s e s eP H T H T≈ ≈ 	 (2.21)

In this expression, if Hs and Te are input in m and s, respectively, P is obtained in 
kWm–1. The above expressions allow the wave power in a sea state to be calculated 
based on two of its characteristic values, the significant wave height and energy period.
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Once wave power is known, the wave energy or wave resource over a certain period of 
time, from t = t1 to t = t2, can be obtained by integration with respect to time:

	
E P t dt

t

t

1

2

, 	 (2.22)

where P(t) is wave power as a function of time. As in the case of P, E refers to a unit 
length of wave front, i.e. it is the wave energy or wave resource per unit length of wave 
front between t = t1 and t = t2, and may be expressed in joules per metre (J m–1) or kilo-
watt‐hours per metre (kWh m–1). The annual resource, i.e. the total energy available 
from the waves over an entire year, can be calculated by setting t1 and t2 to correspond 
with the beginning and end, respectively, of the year in question.

The mean wave power over a certain period of time, between t = t1 and t = t2, is given by

	
P

t t
P t dt

t

t

mean .1
2 1

1

2

	 (2.23)

Usually the analysis is performed on the basis of a time series of characteristic wave 
parameters (e.g. Hs, Te) or spectral density curves from which the wave parameters can 
be obtained. This time series consists of discrete datapoints with a certain frequency, 
e.g. every 3 hours, and therefore the integrals in the preceding equations must be 
replaced by discrete summations; for instance, in the case of the mean power, equation 
(2.23) is replaced by

	
P

N
P

i

N

imean ,1

1
	 (2.24)

where Pi is the wave power at time

	 t i t i Ni 1 1 2 3, , , , ,for ,	 (2.25)

and Δt is the time interval between consecutive data points. If the database has a three‐
hourly frequency, for instance, then Δt = 10,800 s. By using equation (2.24) the assumption 
is made that the power value Pi calculated for each data point (each sea state) applies to 
that time interval, 3 hours in the example, even though the sea state itself is considerably 
shorter for the reasons outlined above.

2.2.3  Offshore Wave Resource

As mentioned, the quantification provided by overall parameters such as the total 
annual resource and the mean wave power does not convey sufficient information for 
the purposes of harnessing the wave resource by means of WECs. It is necessary to 
characterise the resource, i.e. to describe it in terms of the characteristics of the sea 
states that provide the energy. The most usual characteristic values are the significant 
wave height (Hs), energy period (Te) and mean direction (θm). If the WECs to be installed 
are not sensitive to the direction of the waves (e.g. heaving point absorbers) then the 
situation is simpler, and the main parameters to be considered are the significant wave 
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height and energy period.6 This information can be obtained based on offshore wave 
buoy data or, absent these, hindcast data, i.e. time series of wave parameters covering a 
number of years in the past, generated by a numerical wave model through reanalysis of 
meteorological data and global, or at least large‐scale, atmospheric models [1].

To illustrate the procedure for characterising the wave resource, we present a case 
study off the Death Coast (Costa da Morte, in the vernacular) in Galicia, NW Spain, so 
called after the large number of wrecks caused by its most energetic wave climate 
(Figure 2.1). Additional details on the resource in this area may be found in previous 
work [13,33]. The analysis here is based on data from the directional wave buoy located 
at 43.49°N and 9.21°W, in 388 m of water depth. Operated by Spain’s State Ports, this 
deep-water wave buoy transmits data at an hourly frequency. The period analysed 
extends from 15/05/1998 to 26/01/2016. For each data point, the following parameters 
are available, inter alia: significant wave height, energy period, and mean wave direction.

It is convenient to analyse the bivariate distribution of energy period and significant 
wave height (Te, Hs) through a resource characterisation matrix (the numerical informa-
tion in Figure 2.2). Each greyed square in the matrix corresponds to a bivariate interval of 
Te and Hs, e.g. Te = (9.5,10.5) s and Hs = (1.75,2.25) m. These bivariate intervals, with lengths 
of 1.0 s (ΔTe) and 0.50 m (ΔHs) in the example, will be referred to henceforth as  energy bins 
[13]. The number in each greyed square in the matrix gives the occurrence of the corre-
sponding energy bin or, to be more precise, of the sea states whose values of Te and Hs fall 
within the corresponding bivariate interval in the period considered, which may be a par-
ticular year, season (e.g. winter 2015), month (e.g. January 2016), or a typical year (defined 
e.g. as the average of a number of years) or season. In Figure 2.2, the period considered is 
a typical year in the series from 15/05/1998 to 26/01/2016, obtained by averaging and 
trimming the data series as appropriate. The occurrence can be expressed in units of time, 
as in Figure 2.2 (hours), or as a percentage of the total time in the period considered.

The resource characterisation matrix may be regarded as a scatter plot onto which the 
grid defining the energy bins; is superimposed. Assuming that each data point repre-
sents, as in the case study, one hour of real time, the number in each bin in Figure 2.2 is 
the number of data points in that bin in the scatter plot. Thus, the figure in each energy 
bin is the occurrence in number of hours in an average year of sea states with values of 
Te and Hs that fall into the respective interval.

The curves in Figure 2.2 are wave power isolines, i.e. lines of constant wave power, 
from 2 kW m–1 to 1000 kW m–1, computed based on the deep-water approximation, 
equation (2.20). The highest values of wave power occur in the upper right‐hand corner 
of the matrix, corresponding to high values of the energy period and, most importantly, 
the significant wave height. The dependence of wave power on energy period and sig-
nificant wave height is linear and quadratic, respectively (equation (2.20)).

The resource characterisation matrix may be complemented to form a resource char-
acterisation diagram with information on the contribution of the energy bins to the 
total resource, which is calculated by adding the energy (wave power times duration) 
provided by every sea state in the energy bin. This is represented by the grey scale in 
Figure 2.2. The darker hues, for instance, indicate energy bins providing between 10 and 

6  Even in the case of heaving buoys some degree of sensitivity to wave directions will always exist due to the 
layout of the wave farm and the shadow effect of each WEC on the other WECs in its lee.
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12 MWh m–1 in a typical year. Conversely, the  light grey energy bins contribute less 
than 2 MWh m–1. The advantage of the grey scale is that it makes it easy to visualise 
immediately which ranges of period and height provide the bulk of the resource in a 
typical year – and it is on this basis that the WECs to be installed should be selected or 
designed. This is the resource characterisation diagram in Figure 2.2, which consists of 
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Figure 2.1  The so-called Death Coast (Costa da Morte) in Galicia, NW Spain: general map (above) and 
detailed map of the area around the nearshore hotspot (below), with average wave power values. The 
nearshore hotspot considered in Section 2.4 is depicted by a black circle.
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the resource characterisation matrix (the occurrence of the different energy bins), the 
grey scale (the contribution of each energy bin to the total resource of the period con-
sidered) and the wave power isolines.

The contribution of the different energy bins is governed by two factors: the occur-
rence and wave power of the sea states whose values of Te and Hs fall within the corre-
sponding interval. The energy bins in the upper right‐hand corner of the matrix have 
high power but low occurrence, therefore contribute little to the overall resource. This 
does not mean, however, that their most energetic sea states are irrelevant – they need 
to be taken into account not least with respect to the survivability of the WECs. At the 
other extreme, the energy bins in the lower left‐hand corner of the graph, occurrence 
values are far higher but wave power is low; therefore, the contribution of these sea 
states to the total resource is also rather limited. The energy bins that contribute most 
to the resource (the darkest hues in the central area of the matrix) represent a compro-
mise between occurrence and wave power. In the case study, the bulk of the resource is 
provided by sea states with significant wave heights between 2.25 m and 5.25 m, and 
energy periods between 8.5 s and 11.5 s. These high periods are indicative of the oceanic 
provenance of the waves – to be expected in an area exposed to the long Atlantic fetch. 
Finally, the energy bins grey with some contribution to the total resource form a triangle 
with its apex tilted towards the right‐hand side (towards the larger periods), which 
reflects the well‐known correlation between wave heights and periods.

For the purposes of calculating the power output from a particular WEC, it is recom-
mended that the resource characterisation matrix for the deployment site be obtained 
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Figure 2.2  Offshore resource characterisation matrix including wave power isolines for the Death 
Coast (Costa da Morte), Galicia, NW Spain. The numbers in the greyed squares represent the 
occurrence of the respective energy bins, expressed in hours in a typical year. The greyscale indicates 
the contribution of each energy bin to the annual resource.
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with (at least) the same resolution as the power matrix of the WEC. To expedite the 
calculation procedure, the offshore resource characterisation matrix should also have 
the same resolution. In other words, the lengths of the energy bins (ΔTe, ΔHs) should 
match those in the power matrix of the WEC, as should their boundaries. This is of 
course merely a matter of selecting the energy bins appropriately. For instance, if the 
resolution of the resource characterisation matrix in Figure  2.2, 1.0 s (ΔTe) × 0.50 m 
(ΔHs), were not enough for a particular WEC, it would be straightforward to produce a 
refined matrix, e.g. with a resolution of 0.5 s (ΔTe) × 0.5 m (ΔHs), as in Figure 2.3.

2.2.4  Nearshore Wave Resource

Having established the offshore wave resource, the next step in characterising the 
inshore wave resource is the propagation from offshore to the nearshore area of interest. 
In deep water, by definition, waves do not interact with the seabed. As waves travel 
towards the coast, water depth decreases; eventually waves reach a water depth at which 
they begin to ‘feel’ the seabed. As indicated in Section 2.1, in linear wave theory this 
water depth is conventionally assumed to be equal to half the wavelength – the depth of 
the so‐called wave base. When the wave base ‘touches’ the seabed, the wave passes from 
deep water to intermediate or transitional water; in this new regime, it is constrained 
vertically by the seabed as it continues to propagate towards the shore. This interaction 
of the wave with the seabed gives rise to a number of physical phenomena, notably 
refraction and shoaling [35], which affect the wave properties, including the length, 
celerity, height and power. Importantly, the wave period remains unchanged.
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Figure 2.3  Offshore resource characterisation matrix for the Death Coast (NW Spain), with improved 
resolution: 0.5 s (ΔTe) × 0.5 m (ΔHs).
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As a result of these processes, the relative spatial uniformity of the resource offshore 
is transformed into spatial variability nearshore, especially where the bathymetry is 
highly irregular. In this case, the wave resource is concentrated in particular areas 
known as n [30], which alternate with areas of comparatively little wave energy. Often 
drastic changes in the resource occur over distances of the order of hundreds of metres, 
hence the importance of a fine characterisation of the spatial variability of the nearshore 
resource. In addition to wave interaction with the seabed, other processes may contrib-
ute to the differences between the nearshore and offshore resources, including wave 
diffraction at headlands or coastal structures, nonlinear wave-wave interactions, energy 
input from the wind (wave generation) and energy dissipation through whitecapping.

For the purposes of this chapter we assume that the term ‘nearshore’ signifies an area 
close to the shore but not so close that waves break because of limited water depth. In 
other words, we explicitly exclude the surf zone, in which the breaking process dissi-
pates a substantial amount of energy – more or less gradually depending on the type of 
breaker; for this reason, the resource in the surf zone is typically smaller than elsewhere. 
In any case, the surf zone, with its highly complex hydrodynamics and high levels of 
turbulence, would appear to be too harsh an environment to deploy WECs.

Leaving aside bays sheltered by headlands or areas in the lee of structures, there are 
essentially two reasons why the nearshore wave resource differs from its offshore coun-
terpart: wave interaction with the seabed (refraction, shoaling, etc.) and energy transfer 
from the wind as waves propagate towards the coast. Assessing the inshore wave 
resource requires, therefore, that the offshore resource be ‘propagated’. This is typically 
undertaken by means of spectral coastal wave models such as SWAN (Simulating WAves 
Nearshore), based on the wave action equation [40]. (Wave action density has the advan-
tage over wave energy density that it is conserved in the presence of a current field [41]).

The spectral wave model is implemented onto a computational grid covering the 
inshore area of interest and extending offshore well into deep water. The geometry of 
the grid should be adapted to the coastline shape. Cartesian or curvilinear grids may be 
used; although Cartesian grids are far more common, curvilinear grids have been used 
advantageously where the coastline is curved [13]. The area of interest should be distant 
from the grid boundaries – not only from the offshore (ocean) boundary, but also from 
the lateral boundaries  –  to prevent numerical disturbances arising at the boundary 
from affecting the model results in that area.

For the sake of computational efficiency, the resolution of the grid is often not uniform – 
the grid spacing is smaller in the area of interest, inshore, where wavelengths are usually 
smaller, than in the deeper sections of the grid offshore. Alternatively, or complementa-
rily, nested grids may be used to reduce the computational cost of the model.

In the case study, the computational grid used for wave propagation off the Death 
Coast (Figure 2.4) is a Cartesian grid with its x‐axis parallel to the general coastline 
orientation and ∆x = 249.9 m. The y‐axis has a variable resolution, from ∆y = 888.9 m at 
the offshore boundary to ∆y = 284.8 m inshore. The number of nodes along the x and y 
directions is m = 577 and n = 193, respectively, with the total number of nodes equal 
to 111,361.

It is important for the bathymetry to have sufficient resolution, especially in areas 
where the seabed contours are highly irregular. Bathymetric data are generally available 
from hydrographic (nautical) charts, and in some cases ad hoc surveys of the area of 
interest may be undertaken. Once this information has been gathered, the water depths 
at the nodes of the computational grid can be obtained by interpolation.
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Having implemented the numerical model, a number of wave cases are then propa-
gated. The number of wave cases should be sufficient to cover the complexity (temporal 
variability) of the offshore wave resource; in other words, the wave cases should encom-
pass the combinations of wave height, period, direction, etc. that are relevant in the 
area, so that a substantial proportion of the total wave resource and of the total time in 
the period considered is covered. In each case the offshore boundary conditions are 
prescribed based on a certain set of wave parameters (significant wave height, peak 
period, mean direction, directional spreading, etc.) and spectral shape (e.g. JONSWAP). 
The straightforward approach is to consider the offshore trivariate distribution of wave 
height, energy period and mean wave direction, which may be visualised as a 3D 
resource characterisation matrix similar to that in Figure 2.3, but with an added axis or 
dimension for the mean wave direction. This is used to select for the propagation one 
wave case for each energy bin, starting with the energy bin with the greatest contribu-
tion to the resource and continuing in order of decreasing contribution, until a prede-
termined percentage of the total resource is covered.

For instance, in the case study, with energy bins of 0.5 s (ΔTe) × 0.5 m (ΔHs) × 22.5° 
(Δθ), a total of 787 wave cases were selected for propagation, representing 95% of the 
total resource and 88.7% of the total time in the period considered. It may be seen that 
the offshore resource characterisation matrix that may be constructed based on these 
wave cases (Figure  2.5) is not dissimilar to the (total) offshore resource matrix 
(Figure  2.3), which can serve as a basic quality assurance that the number of cases 
propagated cover large enough proportions of the total resource and of the total time. 
It would obviously be possible to propagate even more cases and thus cover an even 
greater percentage of the total resource; however, the important point here is that a 
compromise between computational cost and accuracy must be struck.
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The parameters of each wave case for the propagation are then determined so as to 
represent the sea states in the corresponding energy bin. For the energy period and mean 
direction, the mid‐interval values are usually selected. The significant wave height, 
however, is another matter: given that the relationship between significant wave height 
and wave power is quadratic (equation (2.20)), it is recommended that the value selected 
to represent the interval (Hs1, Hs2) be Hs1 + a(Hs2 – Hs1), with a = 2–1/2 = 0.7071.

A numerical model, SWAN [40] in the case study, is now used to propagate the wave 
cases thus defined. The resource characterisation matrix corresponding to any node of 
the computational grid is then constructed by adding the contribution of the different 
cases weighted by their occurrence in the period of time considered (in the case study, 
a typical year). If the point of interest nearshore does not coincide with a grid node, the 
results may be interpolated from the values at the surrounding nodes. The calculations 
are best done by means of a database combined with a decision‐aid tool for site selec-
tion [33, 42]. In a previous characterisation of the wave resource off the Death Coast 
[13], the nearshore hotspot in Figure 2.1 was identified. The resource characterisation 
matrix for this hotspot is presented in Figure  2.6. Here yields a characterisation of 
nearshore terms.

We have seen that the resource characterisation matrix is a convenient means of rep-
resenting the bivariate distribution of (Te, Hs), the main characteristic parameters of the 
wave resource, whether offshore or nearshore (Figures  2.3 and 2.6, respectively). 
However, there are cases in which the bivariate distribution (Te, Hs) is not sufficient, e.g. 
in designing a wave farm, and must be complemented with the trivariate distribution 
(Te, Hs, θm), where θm is the mean wave direction. The corresponding resource charac-
terisation matrix is now three‐dimensional, and therefore not so easy to interpret visu-
ally; in fact, 2D representations taking the parameters in pairs may be preferable. For 
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illustration, the resource characterisation matrices for the nearshore hotspot in terms of 
(θm, Hs) and (θm, Te) are presented in Figures 2.7 and 2.8, respectively, complemented 
with a wave power rose. It is apparent that the lion’s share of the resource is provided by 
waves from the IV quadrant, primarily from the northwest.
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2.3  The Tidal Stream Resource

2.3.1  Fundamentals of the Tide

The tide is the periodic oscillation of the sea level caused by the gravitational attraction 
of the Moon and Sun acting on the water particles in the hydrosphere. The force driv-
ing the tide is controlled by the complex motion of the Earth–Moon–Sun system. In 
spite of the much larger mass of the Sun, solar attraction plays a lesser role, approxi-
mately 46% of lunar attraction, due to the greater distance from the Earth to the Sun 
than to the Moon. Tides are different across the globe, with many coastal regions expe-
riencing only very weak tides (e.g. enclosed seas such as the Mediterranean) while 
others are subjected to large tidal oscillations. This is due to the fact that the oscillation 
driven by this astronomical forcing propagates as a long wave in an ocean or sea with 
particular characteristics (water depths, boundaries) and under the effects of the 
Coriolis force. Indeed, this long wave is refracted over the continental shelf, reflected 
at land boundaries, amplified by the tapering banks of estuaries or by resonance, 
dampened by friction with the seabed, etc. In sum, the tide is a complex phenomenon 
driven by astronomical forces but controlled locally by the bathymetry and coastline 
geometry of the estuary, gulf, or sea concerned, and of the ocean basin to which it is 
connected.

Tides have been known since Antiquity, but their explanation has eluded scientists 
for many centuries, including eminent names such as Galileo. It was not until 
Newton and his theory of gravity that the primary cause of the tide was understood. 
However, the differences in the tide between regions could not be explained until 
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much later, when Laplace introduced the concept of the tide as a wave propagating 
over a sea with certain water depths and boundaries (coastlines). A complete descrip-
tion of the theory of tides is beyond the scope of this book, and the interested reader 
may consult [43].

As a periodic oscillation, the tide is described as a long wave that propagates over 
oceans, seas and estuaries, with the usual properties of waves, e.g. wave length and 
amplitude. When the crest or trough of the wave reaches a particular point, this point 
is at high or low water, respectively. The period of the tide, or time interval between 
two consecutive high waters, is approx. 12 h 25 min in the case of semidiurnal tides 
(usual in the Atlantic Ocean and other regions), and 24 h 50 min in the case of diurnal 
tides (in some areas of the Pacific Ocean, Gulf of Mexico, etc.) The terms semidiurnal 
and diurnal allude to the duration of one tide, approximately a half day or one day, 
respectively.

The difference in elevation between consecutive high and low water is called the tidal 
range, which varies in space and time, i.e. at any given point two tides will have different 
tidal ranges. The tidal range in the open ocean is never really large; it can, however, 
become large near shore, particularly in semi‐enclosed seas and estuaries, due to reso-
nance and convergence of the land boundaries [43]. A conspicuous case is the Bay of 
Fundy, Canada, where the tidal range reaches 16.3 m. Coastlines are classified as mic-
rotidal, mesotidal or macrotidal when the tidal range is below 0.5 m, between 0.5 m and 
4.0 m, and above 4.0 m, respectively.

Semidiurnal tides vary with a fortnightly period (14.8 days, or half the lunar 
month). At new or full moon, when the Moon, Sun and Earth are aligned (in syzygy), 
the solar tide reinforces the lunar tide, which results in particularly large tidal ranges 
(spring tides) shortly afterwards. The reason for the lag between the syzygy (the full 
or new moon) and the maximum tidal range is the inertia of the water mass. Half a 
lunar month, i.e. 14.8 days, later, at the first or last quarters, the Moon and Sun are 
orientated at a 90° angle relative to the Earth (in quadrature) and the opposite occurs: 
the solar effects reduce the lunar tide, which leads to particularly small tidal ranges 
(neap tides).

Another relevant aspect of the astronomical forcing of the tide is the varying distance 
between the Moon and the Earth, leading to increased and decreased tidal ranges at the 
lunar perigee and apogee – when the Moon is closest and farthest from the Earth in its 
orbit, respectively. The period of this oscillation is 27.55 (solar) days. The largest tides 
occur, therefore, when spring tides coincide with the lunar perigee.

The periodic oscillation of the sea level at a given point may be described mathemati-
cally by means of a Fourier series

	
t a t

i
i i icos ,	 (2.26)

where t is time, ζ(t) is the tidal level, and ai, ωi and ϕi are the amplitude, angular 
frequency and phase of the ith harmonic component, respectively. The summation is 
performed over a large number of harmonic components or tidal constituents –  the 
larger the number, the greater the accuracy. Seven or eight may suffice in most cases, 
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although in certain areas more may be required, for instance in estuaries with tidal 
asymmetry.7

The angular frequency of a given tidal constituent is the same at any point on the planet: 
it is determined by the relative motions of the Earth–Moon–Sun system. However, the 
amplitudes and phases of the constituents vary from point to point, as does the tidal range. 
The main tidal constituents at the mouth of the Severn Estuary are shown in Table 2.1.

The semidiurnal or diurnal character of the tide depends on the relative amplification 
of certain tidal constituents, which is measured by the tidal form factor, also known as 
the F‐factor [45],

	
F K O

M S
1 1

2 2
, 	 (2.27)

where K1, O1, M2 and S2 represent the amplitudes of the corresponding tidal constitu-
ents (Table 2.1). It may be seen that the constituents in the numerator and denominator 
are, respectively, the principal diurnal and semidiurnal constituents. It follows that high 
and low values of F will correspond to diurnal and semidiurnal tides. To be more precise, 
for F < 0.25 or F > 3, the tidal regime is semidiurnal or diurnal, respectively. For the inter-
mediate values an intermediate regime exists, predominantly semidiurnal or diurnal for 
0.25 < F < 1.5 or 1.5 < F < 3, respectively.

So far we have discussed the astronomical tide, but this is not the only cause of varia-
tions in sea level. The meteorological tide is the change in sea level due to winds and 
changes in atmospheric pressure. When the wind blows onshore, shear stress on the sea 
surface causes the surface level to rise near shore; we could say that water ‘piles up’ against 
the coast; conversely, when the wind blows offshore, nearshore surface tidal levels drop. 
As regards atmospheric pressure, the effects of its variations on surface levels are easy to 
understand if we consider that the sea surface is, in reality, the interface between two 
fluids, air and seawater. When atmospheric pressure rises above its standard value at sea 

7  In which case it is important to include the M4 (overtide) harmonic.

Table 2.1  Tidal constituents at the mouth of the Severn Estuary [44].

Constituent Description Amplitude (cm) Phase (°)

M2 Principal lunar semidiurnal 235.24 156.87
S2 Principal solar semidiurnal 84.17 201.21
N2 Larger lunar elliptic semidiurnal 44.79 138.48
K2 Lunisolar semidiurnal 24.45 195.80
K1 Lunar diurnal 6.77 127.34
O1 Lunar diurnal 6.70 351.17
P1 Solar diurnal 2.23 121.81
Q1 Larger lunar elliptic diurnal 1.95 305.66
M4 Shallow water overtides of

principal lunar constituent
3.69 290.99
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level (1013 HPa) – in an anticyclone or high pressure – surface levels drop; conversely, 
when the pressure decreases below 1013 HPa – in a depression or low pressure – surface 
levels rise. With 1 HPa of pressure variation causing 1 cm of tidal level change, the mete-
orological tide is generally well below ±0.5 m; it can, however, reach much larger values 
under storm conditions (storm surge). In a hurricane the storm surge can reach several 
metres, as it did during the infamous Hurricane Katrina (2005) [46].

For a given point, a harmonic analysis can be carried out based on a time series of 
tidal levels (e.g. from a tide gauge) to determine the amplitudes and phases of the tidal 
harmonics. A tide gauge records the oscillations of sea level over time, which are caused 
by the astronomical tide and other factors, notably the meteorological tide, infragravity 
waves and wind waves. For this reason, the data series should be pre‐treated prior to the 
harmonic analysis so that the influence of the non‐astronomical factors is removed. 
Removing short waves is straightforward by means of a low‐pass filter; other techniques 
(e.g. wavelets) may also be applied [47–49]. Involved the effects of atmospheric pressure 
changes may be extracted easily if a time series of atmospheric pressure at or near the 
tide gauge is available, but removing the effects of winds before the harmonic analysis 
may be more complicated [50–52].

Once the effects of the main non‐astronomical factors on the time series of tidal level 
have been extracted, the harmonic analysis may be performed. Essentially, it is a means 
of translating information from the time domain into the frequency domain. The fast 
Fourier transform (FFT) [47,53] is the most popular tools. Based on the time series of 
tidal level (ζi, for i = 1, 2, 3, …), the FFT yields the amplitudes and phases of the harmon-
ics or tidal constituents.

For the harmonic analysis to yield accurate values, the time series must be sufficiently 
long. In theory, 18.6 years (the nodal period of the Moon) would be the minimum time 
to cover the full complexity of the motions of the Earth–Moon–Sun system. In practice, 
however, such a long a time series for a particular location may not be available, and 
8–10 years may be considered sufficient for many applications. Of course, the difficulty 
is that at many sites of interest there is no tide gauge, so that no time series of observed 
tidal levels is available. In this case, the alternative is to use a global database such as 
TOPEX/Poseidon, which gives the amplitudes and phases of the tidal components at 
any point, based on a global ocean model and satellite altimetry [54–57]. Having 
obtained the amplitudes and phases of the main constituents, the truncated Fourier 
series enables tidal energy developers or coastal engineers to predict tidal level oscilla-
tions at a point of interest with considerable accuracy. This predictability is arguably 
one of the great advantages of tidal energy relative to other renewable energy sources.

2.3.2  Tidal Barrage or Lagoon vs. and Tidal Stream

There are essentially two methods for harnessing the energy of the tide. The first consists 
of building a tidal barrage or lagoon in an estuary or other semi‐enclosed body of water 
with a significant tidal range. With the barrage sluices closed, a difference in elevation is 
established between the two sides of the barrage or lagoon as the tidal level rises or falls 
on the sea (outer) side. Eventually, the sluice gates are open, and the flow through them 
drives turbine‐generator groups. The second method consists of deploying turbines in 
the free flow of water caused by the tide (the tidal stream) to harness its kinetic energy.

The potential energy of the water mass impounded by a tidal barrage or lagoon has 
been used since antiquity. Modern‐day applications to generate electricity include the 
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tidal power stations at La Rance (France) and Sihwa Lake (South Korea), which have 
operated since 1966 and 2011, respectively, with rated power of 240 MW and 254 MW. 
For all their interest, tidal barrages have a number of disadvantages which may hinder 
prospective developments: the number of potential sites is very limited, their environ-
mental impact is potentially considerable and a large capital investment is required 
before the first kilowatt‐hour is produced. These disadvantages are mitigated in the 
case of tidal lagoons, and they are currently under consideration for certain areas 
(S Wales, UK). In any case, many more sites are available for tidal stream farms, their 
environmental impact is lower, and the financial aspects are less challenging. 
Consequently, the focus of this chapter is on the tidal stream resource.

2.3.3  The Tidal Stream Resource

The tidal stream resource may be defined as the kinetic energy in tidal currents, i.e. 
horizontal motions of water caused (primarily) by the tide; other agents may also play a 
role, e.g. riverine flow, winds, salinity or temperature gradients.

The tidal stream power through a cross‐section Ω normal to the flow is the flux of 
kinetic energy through that section,

	
P v A1

2
3 ,	 (2.28)

where v  is the magnitude of the flow velocity (the speed of the current) averaged over 
Ω, AΩ is the surface area of section Ω, ρ is the density of water, and α is the energy 
coefficient [45],
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with v the magnitude of the flow velocity at a generic point of the section Ω and dA the 
differential area. Pk has units of watts in the SI.

The tidal stream power given by equation (2.28) is the amount of kinetic energy that 
crosses the section considered (Ω) per unit time. This is the power available in the tidal 
stream flow; however, not all of this tidal stream power can be transformed into 
mechanical power (and later on into electrical power) by the turbine-generator group, 
due to Betz’s law and the mechanical and electrical losses in the system.

The energy coefficient, α, takes into account the variations in flow speed over the 
section considered, Ω. If the speed is uniform within the section, then α = 1; this case is, 
however, only of academic interest. In the general case, i.e. when the magnitude of flow 
velocity flow speed does vary within the section, α is higher than unity, for the average 
of the velocity cubed is always higher than the average velocity cubed. The actual value 
of α will depend on the flow characteristics, the section and point in time considered, 
with typical values slightly above unity; for instance, if the section is a transect of a wide 
channel, a value of α = 1.03 is recommended [58]. In the absence of better data, a value 
α ≈ 1 is often assumed as an approximation, which amounts to neglecting the variation 
of v within the section considered, and leads to the following conservative estimate of 
tidal stream power:

	
P v A1

2
3 .	 (2.30)
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Importantly, area AΩ must be normal to the flow.
On these grounds, tidal stream power density may be defined as the tidal stream 

power passing through a unit surface area normal to the flow,

	
p v1

2
3 ,	 (2.31)

where p has SI units of watts per square metre. The tidal stream power available to a 
turbine may be obtained by multiplying the tidal stream power density by the rotor 
(swept) area.

If the variation of the flow speed, v, with time is known (typically through numerical 
modelling), then the power density may be integrated with respect to time to obtain the 
tidal stream energy density:

	
e p t dt

t
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1

2

,	 (2.32)

where the interval of integration considered, (t1,t2), may be e.g. a spring‐neap tidal cycle 
or a typical one year. The tidal stream energy density may be expressed in joules per 
square metre or kilowatt‐hours per square metre.

If the interval of integration is one year, the annual tidal stream energy density is 
obtained; to reduce the computational cost for of the numerical model, an approxima-
tion may be obtained by performing the integration over a tidal (spring‐neap) cycle, and 
extrapolating the result to one year.

In certain cases it may be of interest to consider the tidal stream power per unit width, 
i.e. the flux of kinetic energy through a vertical section normal to the flow of unit width, 
extending from the seabed to the surface [59]; this is given by

	
P z v z zu

h
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2

0
3 d ,	 (2.33)

where v(z) and ρ(z) are, respectively, the flow velocity magnitude and water density as a 
function of z, the vertical coordinate; z = 0 at the reference plane (the quiescent water 
level) and z = –h at the seabed, i.e. the z‐axis is positive upwards. Pu has SI units of watts 
per metre.

The variation of density with depth may be caused by differences in salinity and 
temperature (especially in stratified estuaries) or by the weight of the water column 
above the level considered; in nearshore waters, where tidal stream sites are located, 
water depths are not large, of the order of O(101 m), and the latter effect is negligible. 
In any case, the variations in ρ(z) nearshore are generally below 3%, and can be disre-
garded for our purposes here. Under the assumption ρ(z) ≈ const. = ρ, equation (2.33) 
simplifies to
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An energy coefficient could be easily defined for the vertical section of unit width 
along the lines of α in the preceding section [59]. It is also possible to neglect the varia-
tion of v(z) altogether, i.e. to replace v(z) by the depth‐averaged flow velocity magnitude,
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which yields

	
P h vu u
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3
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Similar to the previous case of an arbitrary section Ω, neglecting the variability of the 
flow velocity magnitude in the vertical section of unit width, i.e. replacing equation 
(2.34) by equation (2.36) in the calculation of the tidal stream power per unit width, 
leads to a conservative estimate.

2.3.4  Selection of Potential Tidal Stream Sites

Multiple aspects must be considered in the selection of a site for installing a tidal stream 
farm, i.e. an array of tidal stream turbines or, more generally, tidal energy converters, 
including the tidal stream resource, the environmental impact on the area, other uses of 
the marine space, and the connection to the electricity network. The tidal stream 
resource available in the area is fundamental among these aspects. In the previous sec-
tion we have seen that tidal stream power is a function of the velocity of the cur-
rent cubed.

For tidal currents to be significant, the tidal range must be relevant. For instance, in 
the Mediterranean Sea, where most coastlines have tidal ranges below 0.5 m, the tidal 
stream resource is negligible. However, although a significant tidal range is a conditio 
sine qua non, it is not sufficient for strong tidal currents to occur. Indeed, on coasts 
open to the ocean tidal currents are typically negligible, even if the tidal range is not. 
Tidal flows only become relevant when a substantial tidal range occurs in a semi‐
enclosed body of water, such as a sea, bay, estuary, ria or fjord.8 Examples are the Severn 
Estuary and the Bristol Channel (UK) [17,44,60–62], the North Sea, in particular in 
areas such as the Pentland Firth (UK) [63,64] or Orkney (UK) [65], the Bay of Fundy 
(Canada) [66] or the estuaries (rias) of Ribadeo [67], Ortigueira [68,69], Muros [45] and 
Arousa [70] in NW Spain. Within these semi‐enclosed bodies of water tidal currents 
tend to be particularly strong at certain transects where the coastline geometry con-
strains the flow.

At many of these constrictions, water depths are limited, and may preclude in some 
cases tidal stream energy exploitation. From equation (2.36) it is clear that tidal stream 
power per unit width depends on the magnitude of the flow cubed and the water depth. 
For this reason, it makes sense to consider tidal flow and water depth conjointly in 
assessing the suitability of an area for tidal stream exploitation. This is the rationale 
behind the Tidal Stream Exploitability (TSE) index [59], which combines information 
on the tidal flow intensity and water depths with certain technical constraints relating 
to the exploitation of tidal stream power by means of tidal stream turbines. In certain 
areas it may be important to consider wave action in assessing the tidal stream energy 
resource [71]. The role of the type of turbine in the actual power than can be produced 

8  Rias and fjords are two particular types of estuary.
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at a given site is also important, and significant differences in the power output may 
exist between floating and fixed (bottom‐mounted) turbines [72].

In the equations in the previous subsection the magnitude of the flow velocity is 
cubed; therefore, a small difference in velocity gives rise to a great difference in power 
[68]. For instance, an increase of a mere 20% in the speed of the tidal current implies 
72.8% more tidal stream power. For this reason, in characterising the tidal stream 
resource of an area it is crucial to determine the velocity field and its fluctuations with 
great accuracy. Without numerical modelling, this would require measuring tidal cur-
rents at a large number of stations in the area of interest over long periods of time, 
which would be an expensive, time‐consuming procedure. Fortunately, it is possible to 
reduce the number of stations and the duration of the observations thanks to numerical 
modelling.

To characterise the tidal stream resource in an area of interest, a numerical model of 
the hydrodynamics of the area is implemented, calibrated and validated based on field 
data. Once validated, the model results can be trusted to represent faithfully the actual 
flow field and its variability. The application of numerical modelling to the characterisa-
tion of the tidal resource is the topic of the following subsections.

2.3.5  Implementation of the Numerical Model

The numerical models used to characterise the tidal resource are based on the Navier–
Stokes equations:
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where the coordinates x, y and z are directed along the east, north and vertical directions, 
respectively, with u, v and w the components of the flow velocity along the respective 
directions; ζ is the elevation of the free surface with respect to the reference level; ρ and ρ0 
are the density and reference density of seawater, respectively; Q is the intensity of mass 
sources per unit area; f is the Coriolis parameter; g is the gravitational acceleration; υh and 
υv are the horizontal and vertical eddy viscosity coefficients, respectively; c may stand for 
salinity or temperature; Dh and Dv are the horizontal and vertical eddy diffusivity coeffi-
cients, respectively; λd represents the first‐order decay process; and Rs is the source term.
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Equation (2.37) is the continuity equation, which expresses the conservation of fluid 
mass. Equations (2.38) express the momentum balance (Newton’s second law) in the 
horizontal directions (x, y). Equation (2.39) expresses the momentum balance in 
the vertical direction under the Boussinesq approximation. Finally, equation (2.40) is 
the transport equation, which is solved for both salinity and temperature.

The Boussinesq approximation assumes that even though the density does vary along 
the vertical, the primary influence of this variation as regards fluid stability is on the 
body force rather than on the acceleration term, so that the latter may be neglected; in 
other words, the variation of density may be ignored in the momentum equations 
except in respect of the gravitational term [73].

Equations (2.37)–(2.40) are in three dimensions; in some cases, where the three‐
dimensional features of the flow are negligible (e.g. in well‐mixed estuaries), these equa-
tions may be replaced by a set of equations in the two horizontal dimensions (plus time) 
by integrating vertically the velocity and other relevant variables from the seabed to the 
surface [45, 74].

With the exception of certain highly simplified cases, the solution of the Navier–
Stokes equations can only be accomplished through a numerical model. To this end, 
both the equations and the computational domain must be discretised. The details of 
the discretisation of the governing equations are discussed further in Chapter 8. A num-
ber of ‘off‐the‐shelf ’ software packages exist to solve the above set of equations, e.g. 
Delft3D or MIKE21, which can operate in either two‐dimensional horizontal (2DH) or 
3D mode.

As regards the discretisation of the computational domain, the grid is generally 
Cartesian in the horizontal plane (coordinates x, y), although curvilinear grids can be 
used if they are better suited to the geometry of the area to be modelled. For the vertical 
coordinate, the standard Cartesian approach of a z coordinate would lead to different 
numbers of vertical layers across the domain to accommodate the changing water 
depth, which might compromise numerical efficiency. For this reason, the so‐called σ‐
coordinate approach is generally preferred [75, 76].

A Dirichlet condition is usually prescribed along the outer (ocean) boundary, in which 
the variation with time of sea surface elevation is prescribed, alongside salinity and 
temperature. The elevation itself is calculated based on the tidal harmonics or tidal 
constituents, which are typically obtained from a global database, itself obtained from 
large‐scale (global) numerical modelling and satellite altimetry (e.g. TOPEX/Poseidon 
[54, 55, 57]). Alternatively, the Dirichlet boundary condition can be combined with 
Neumann boundary conditions, in which the rate of change of elevation rather than the 
elevation itself is prescribed, to form a mixed open boundary condition. This approach 
has been shown to reduce the generation of numerical disturbances at the boundary 
[77, 78].

Importantly, the number of tidal harmonics must be sufficient to capture the com-
plexity of the tide in the area. At least seven harmonics must generally be taken into 
account. In the case of estuaries with significant tidal asymmetry, the relevant har-
monics must be included, notably the M4 (overtide) [65, 79]. Salinity and temperature 
at the ocean boundaries may be prescribed based on measurements or large‐scale 
modelling. At the seabed, bed shear stress is typically accounted for by means of a 
quadratic stress law, and where relevant, the wind stress at the surface can also be 
prescribed [76, 80].
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For the inner (land–water) boundaries, a null flow, free slip boundary condition is 
usually adopted [81]. At a river mouth, the flow into the computational domain is taken 
into account by specifying the time variation of the riverine inflow and its temperature 
at the boundary.

In the inner sections of estuaries, intertidal areas are common, which flood and 
dry with the tide. This means that the computational domain and its boundaries change 
with the tide, and the numerical scheme must be capable of handling this without com-
promising its stability. Typically grid points are removed when the tide falls and added 
again when it rises.

Having prescribed the boundary conditions, the initial condition is usually the so‐
called cold start, in which the flow velocity and surface elevation are assumed to be null 
throughout the computational domain. This is obviously unrealistic, and is only 
assumed for the sake of simplicity. As a result, in the initial period of the simulation the 
model variables do not represent the real hydrodynamics in the domain, and care must 
be taken to exclude the results from this spin‐up period from the analysis. As a 
conservative assumption, the spin‐up period can be assumed to extend 1 month, after 
which the model results are assumed to be correct, subject to calibration and 
validation.

Importantly, the model must be calibrated and validated based on field measure-
ments. Calibration consists of running the model, comparing the results with the 
observations (of tidal level, flow velocity, salinity, temperature), tweaking certain 
model parameters (the calibration parameters), then running the model and compar-
ing its results again, and repeating this cycle until the differences between the model 
results and the observations, which can be quantified by means of e.g. the correlation 
coefficient or the root-mean-square error (RMSE), are negligible. At this point the 
model has been validated, and its results can be assumed to represent the actual hydro-
dynamics and salinity and temperature fields in the computational domain. Typical 
calibration parameters are the eddy viscosity or the seabed roughness [82, 83].

As regards the hydrodynamics, the field data for calibration and validation should 
ideally comprise both surface elevation (tidal level) and flow velocity data [69]. These 
data can be collected by means of acoustic Doppler current profilers (ADCPs) deployed 
on the seabed, attached to some structure (e.g. a pier or bridge pile) and even mounted 
on a boat, in which case the boat motion must be accounted for. ADCPs yield profiles 
of flow velocity, which can be vertical or horizontal depending on the orientation of the 
device, and pressure at the location of the instrument, which can be converted into tidal 
level. ADCP data often require de‐noising, which can be carried out by means of wave-
lets (e.g. stationary wavelet transforms [82]), among other methods; an in‐depth revi-
sion of data analysis methods is provided by [47]. If there are ports with tidal gauges 
within the domain, these are naturally a useful means to obtain tidal level data. Certain 
(simplified) current velocity data can also be obtained from hydrographic charts (e.g. 
tidal diamonds). Wherever possible, the calibration and validation of the model should 
be based on data not only of tidal level but also of flow velocity, ideally from observa-
tions at two or more points in the model domain. An alternative approach is to carry out 
the calibration and validation by comparing the tidal harmonics obtained from a har-
monic analysis of tidal gauge data with those calculated based on model results [82]. As 
in the previous approach, two or more points should be used. As regards the validation 
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of salinity and temperature, vertical profiles can be collected from a boat by means of a 
CTD sensor – which measures conductivity, temperature and pressure.

2.3.6  Case study I: Bristol Channel and Severn Estuary

In this subsection, the procedure is illustrated through a case study in the Bristol 
Channel and Severn Estuary, an area of great potential for tidal stream [17, 44, 60–62] 
(and tidal barrage [84]) development, in which a model based on the 2DH equations is 
implemented. A summary is presented here; more details can be found in [17]. The 
study area extends from the mouth of the River Severn to the Celtic Sea, with its ocean 
boundary between Trevose Head and St. Govan’s Head (Figure 2.9).

The computational grid had a resolution of 500 × 500 m. Water depths were interpo-
lated from the GEBCO data set. As regards the boundary conditions, the tidal forcing 
was prescribed along the ocean boundary based on the main nine constituents, which 
were obtained for eight nodes of the boundary by means of the TPXO 7.2 global data-
base [85]. Values at intermediate nodes were interpolated. Salinity and temperature 
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Figure 2.9  The Severn Estuary and Bristol Channel (case study I).
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values at the boundary were obtained from the British Oceanographic Data Centre 
(BODC). At the land boundaries, null flow, free slip conditions were prescribed.

The period of interest considered for the simulation was a complete tidal cycle 
extending from 14/03/2011 to 28/03/2011. As explained in the preceding subsection, 
the model simulation covered not only the period of interest but also a spin‐up period 
of 31 days. The initial conditions were null surface elevation and velocity throughout 
the grid (cold start). The calibration parameter was the horizontal eddy viscosity; on the 
basis of previous work [17], a value of 30 m2 s–1 was selected.

For validation, the model results were compared with tidal levels from four tidal 
gauges operated by the UK Tide Gauge Network (BODC) and tidal stream data from 
five tidal diamonds from Admiralty Chart No. 1165. The comparison of tidal levels 
(Figure 2.10) shows excellent agreement (with correlation coefficient values R > 0.97). 
As regards velocities, the goodness of fit between model results and field data is quanti-
fied in Table 2.2, again with excellent results [17]. Once validated, the model was used 
to calculate the annual energy density (Figure 2.11). In certain hotspots values are well 
above 60 MWh m–2, reaching up to 90 MWh m–2 [62].

2.3.7  Case Study II: Ria de Ortigueira

The second case study is Ria de Ortigueira, an estuary in Galicia (NW Spain) with a 
maximum tidal range of 4.5 m (Figure  2.12) [69, 82]. The computational grid 
(Figure  2.13) is Cartesian, its x‐ and y‐axis orientated west–east and south–north, 
respectively. The horizontal resolution varies through the domain for the sake of 
computational efficiency, with a grid spacing of 50 × 50 m (∆x × ∆y) within the ria (the 
area of interest), becoming coarser along the y‐axis outside the ria, up to 50 × 150 m. 
The bathymetry was interpolated from nautical charts  408 and 4083 of Spain’s 
Hydrographic Institute. In the intertidal areas the charts were complemented with 
local 1:5000 cartography – more precisely, with maps 00718d, 00188d and 00281d from 
the Galician regional government. On the vertical axis the σ‐coordinate approach was 
adopted, with 12 σ‐layers.

Details of the calibration and validation of the model may be found in [69, 82]. The 
TSE index [59] shows a hotspot for tidal stream energy in the narrow passage between 
Pt. Postiña and Pt. Cabalar (Figure 2.14).

The flow velocity in the area around the hotspot is shown in Figure 2.15 at two levels 
in the water column, the surface and bottom σ‐layers, and at two moments of the tidal 
cycle, mid‐flood and mid‐ebb. Peak velocities are well above 1.5 m s–1, with greater val-
ues in the surface layer than in the bottom layer – as expected. Importantly, mid‐flood 
velocities are substantially larger than mid‐ebb velocities. This tidal asymmetry, which 
is present not only in many rias in NW Spain [79] but, more generally, in many estuaries 
worldwide, is of great relevance in terms of tidal stream power. As indicated, the fact 
that tidal stream power varies with the cube of the current speed, equation (2.31), 
implies that a relatively modest difference in terms of current speed translates into a 
substantial difference in terms of power.

In determining the nominal (installed) power of the tidal stream turbines to be 
deployed at a tidal farm, the developers should not aim to fully exploit the power peaks 
in the flow, for this would lead to rated power being attained only a small percentage of 
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the time, and consequently to low capacity factors and higher costs [68]. Indeed, the 
selection of the turbines and generators must take into account not only technical but 
also economic and functional constraints [17, 62]. The variability of the flow may be 
considered in selecting the turbines by means of a parametric approach [70].
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Figure 2.10  Model validation: observed (gauge) and computed (model) time series of tidal levels at 
four stations in the Bristol Channel.
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Figure 2.11  Annual tidal stream energy density (MWh m–2) in the Severn Estuary and Bristol 
Channel (UK).

Table 2.2  Correlation coefficient (R) and RMSE values of predicted 
and measured currents.

Location R RMSEa

Site F
(51° 33.3′ N,
3° 56.9′ W)

Spring tide 0.9054 0.1406
Neap tide
Direction

0.8908
0.9956

0.1568
4.5546

Site G
(51° 27′ N,
3° 55.6′ W)

Spring tide 0.8770 0.2241
Neap tide 0.8853 0.1543
Direction 0.9948 9.9818

Site H
(51° 32.5′ N,
3° 53.5′ W)

Spring tide 0.8960 0.1646
Neap tide 0.9170 0.1239
Direction 0.8966 13.4300

Site K
(51° 20.1′ N,
3° 50.3′ W)

Spring tide 0.8581 0.2833
Neap tide 0.9062 0.1475
Direction 0.8911 15.231

Site L
(51° 16′ N,
3° 47.4′ W)

Spring tide 0.8689 0.3436
Neap tide 0.8702 0.2163
Direction 0.9946 9.4107

a)	� RMSE values in metres per second for the spring and neap tidal 
velocities, and in degrees for the direction.
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