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Foreword

“I don’t give a hoot about cognitive psychology!”

This statement (but using much saltier language) was said to me by a senior colleague 
sometime in my first year working at Educational Testing Service (ETS). As possibly the 
first cognitive psychologist on staff at ETS, I expected some culture clash when I arrived 
in 1990, and I was not disappointed. My research training on detailed investigations of 
human problem solving in academic domains differed greatly in terms of methodol-
ogies, perspectives, and typical Ns (tens versus thousands) from the psychometric 
tradition. For example, in 1990, few of my psychometrician colleagues had heard of think‐
aloud studies in which students talk concurrently as they solved problems, let alone saw 
their value for real‐world educational measurement. Sometimes I struggled to convince 
people that someone like me, with no formal measurement training, had something 
useful to contribute.

On the other hand, my assessment development colleagues showed a great interest in 
cognition. They wanted to know, for example, why their test questions weren’t working 
as intended, such as being too difficult or too easy. As more than one assessment developer 
put it, “what were those test takers thinking?” Ah ha! Here was a clear use for cognitive 
psychology and think‐aloud studies (sometimes called “cognitive labs”): provide insights 
to the people who write test items. I had found a niche, but felt dissatisfied that I had 
failed to bridge the gap between cognition and psychometrics.

Thankfully, in the past quarter century, psychometricians increasingly have been the 
bridge builders, taking up the challenge of accommodating measurement models and 
assessment practices to theories of cognition. No doubt growing measurement chal-
lenges pushed things along, such as the educational community’s desire for assessments 
that reflect real‐world situations, provide more detailed information than a scaled 
unidimensional score, and target knowledge and skills beyond those that had been 
traditionally investigated by educational measures.

With this Handbook, André and Jackie have brought together a truly multidisciplinary 
group: classically trained psychometricians who have developed methods to incorpo-
rate cognitive models into measurement models as well as cognitive psychologists 
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who have put their minds and theories to the problem of measurement. This is a special 
group of people, dedicated not only to rigorous science (you see their names regularly 
in major measurement journals), but also to bringing measurement science into real‐
world practice.

Given the multidisciplinary group of authors, it’s no surprise that the Handbook 
should appeal to multiple audiences:

●● Psychometricians who already use a psychometric modeling or assessment design 
framework approach involving cognitive models, but who want to learn about other 
methods and how they contrast with the ones with which they are familiar.

●● Educational measurement researchers who are interested in techniques for assessing 
and scoring response data related to constructs beyond the academic disciplines 
that have been the traditional focus of measurement, or who have an interest 
in  designing or utilizing assessments that gather new types of evidence, such as 
“clickstream” data or eye movements, of test taker knowledge and skills.

●● Cognitive psychologists who seek to test theories of cognition at a large scale through 
assessment‐like tasks, utilizing the advanced psychometric methods presented in 
the Handbook.

●● Assessment development practitioners who are developing new types of assessments 
and want to use systematic assessment design methods or apply solid psychometric 
modeling techniques that can handle the complexity of evidence that is required to 
go beyond a unidimensional score.

●● Graduate students who seek a comprehensive overview of the tough problems that 
interdisciplinary teams have to address in order to integrate models of cognition 
and principles for assessment design. There are many dissertation topics implied or 
suggested by this work!

The Handbook of Cognition and Assessment presents frameworks and methodologies, 
along with recent applications that, together, showcase how educational measurement 
benefits from an integration with cognition. It has been a long 25 years, but it seems 
that many psychometricians now do give a hoot about cognitive psychology. About 
friggin’ time.

Irvin R. Katz
Educational Testing Service

April, 2016
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Motivation for Handbook

The field of educational assessment is changing in several important ways at the time 
of this writing. Most notably, there has been a shift to embracing more complex ways of 
thinking about the relationship between core competencies, behaviors, and perfor­
mances of learners at various developmental levels across the lifespan. These new ways 
of thinking have been fueled by new models of cognition that are increasingly more 
inclusive and accepting of correlates of basic knowledge and skill sets. In many 
educational assessment contexts, considerations of how cognitive, meta‐cognitive, 
socio‐cognitive, and noncognitive characteristics of individual learners affect their 
individual behaviors and performances  –  and those of teams that they are working 
in – are becoming increasingly common. Clearly, at a basic level, the mere conceptual 
consideration of such broader characteristics and their interrelationships is not intel­
lectually new but the way in which they are nowadays explicitly articulated, operation­
alized, and used to drive instructional and assessment efforts is indeed something new.

Assessment of Twenty‐First‐Century Skills

In US policy, this trend is reflected in curricular movements such as the Common Core 
and its adoption by individual states as well as collections of states in consortia such as 
the Partnership for Assessment of Readiness for College and Careers and Smarter 
Balanced. While the degree of influence of these two particular consortia is likely to 
change over time, the foundational tenets and goals of the Common Core are less likely 
to vanish from our educational landscape. Importantly, Common Core standards 
articulate models of learning that are explicitly focused on the longitudinal development 
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of learners over time across grades. Focal competencies include domain‐specific 
knowledge, skills, and abilities as well as professional practices but also broader 
cross‐domain competencies.

Such complex competencies are sometimes called “twenty‐first‐century skills” and 
include cognitive skills such as problem‐solving, systems thinking, and argumentation 
skills, intrapersonal skills such as self‐regulation, adaptability, and persistence, as well 
as interpersonal skills such as collaboration skills, leadership skills, and conflict reso­
lution skills. Of note is the inclusion of information and communication technology 
skill sets, which are an integral part of the digitized life experiences of citizens in our 
times across the world. As a result, the kinds of intellectual and creative tasks 
that effective citizens need to be able to solve nowadays with digital tools are often 
qualitatively different in important ways from the tasks of the past. As a result, consid­
erations of smart assessment design, delivery, scoring, and reporting have become 
much more complex.

On the one hand, more “traditional” assessments constructed predominantly with 
various selected response formats such as multiple‐choice, true‐false, or drag‐and‐drop 
are certainly here to stay in some form as their particular advantages in terms of 
efficiency of scoring, administration, and design are hard to overcome for many 
assessment purposes. This also implies the continued administration of such assessments 
in paper‐and‐pencil format rather than digital formats. While it clearly is possible to use 
tools such as tablets, smartphones, or personal computers for the delivery of innovative 
digital assessments, many areas of the world where education is critical do not yet have 
access to reliable state‐of‐the‐art technological infrastructures at a large scale.

On the other hand, there are numerous persistent efforts all over the world to create 
“smarter” digital learning and assessment environments such as innovative educational 
games, simulations, and other forms of immersive learning and assessment experi­
ences. Sometimes these environments do not proclaim their assessment goals up front 
and may perform assessment quietly “behind‐the‐scenes” so as to not disturb the 
immersive experience – an effort called “stealth assessment” by some. Since the tasks 
that we create for learners are lenses that allow us to learn particular things about them 
and tell evidence‐based stories about them, we are nowadays confronted with the 
reality that these stories have become more complex rather than less complex. This is 
certainly a very healthy development since it forces assessment design teams to bring 
the same kinds of twenty‐first‐century skills to bear to the problem of assessment 
systems development that they want to measure and engender in the learners who 
eventually take such assessments.

Methodologies for Innovative Assessment

In the most innovative and immersive digital environments the nature of the data that 
are being collected for assessment purposes has also become much more complex. 
We now live in a world in which process and product data – the indicators from log files 
that capture response processes and the scores from work products that are submitted 
at certain points during activities – are often integrated or aligned to create more com­
prehensive narratives about learners. This has meant that specialists from the discipline 
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of psychometrics have to learn how to play together – in a common and integrated 
methodological sandbox – with specialists from disciplines such as computer science, 
data mining, and learning science.

Integrating disciplinary traditions.  Clearly, professionals deeply trained in psychometrics 
have a lot to offer when it comes to measuring uncertainty or articulating evidentiary 
threads for validity arguments when data traces such as log files are well structured. 
Similarly, professionals deeply trained in more predominantly computational disci­
plines such as computer science or educational data mining have a lot to offer when it 
comes to thinking creatively through complex and less well‐structured data traces. Put 
somewhat simplistically, while traditional psychometrics is often seen as more of a top‐
down architecture and confirmation enterprise, modern computational analytics is often 
seen as a more bottom‐up architecture or exploration enterprise.

In the end, however, most assessment contexts require compromises for different 
kinds of design decisions and associated evidentiary argument components so that 
effective collaboration and cross‐disciplinary fertilization is key to success for the 
future. This requires a lot of strategic collaboration and communication efforts since 
professionals trained in different fields often speak different methodological languages 
or, at least, different methodological dialects within the same language.

Paradoxically, we are now at a time when conceptual frameworks like assessment 
engineering or evidence‐centered design  –  a framework that many authors in this 
Handbook make explicit reference to – will unfold their transformational power best, 
even though some of them have been around in the literature for over 20 years. None 
of these frameworks is a clear “how‐to” recipe, however. Instead, they are conceptual 
tools that can be used to engender common ways of thinking about critical design 
decisions along with a common vocabulary that can support effective decision‐making 
and a common perspective on how different types of evidence can be identified, 
accumulated, and aligned.

Integrating statistical modeling approaches.  Not surprisingly perhaps, the statistical 
models that we nowadays have at our disposal have also changed in important ways. 
Arguably there has been a strong shift in the last decades toward unification of 
statistical models into coherent specification, estimation, and interpretation frame­
works. Examples of such efforts are the work on generalized linear and nonlinear 
mixed models, explanatory item response theory models, and diagnostic measure­
ment models, to name just a few. Under each of these frameworks, one can find 
long histories of publications that discuss individual models in terms of their 
relative novelties, advantages, and disadvantages. The unified frameworks that 
have  emerged have collected all of these models under common umbrellas and 
thus have laid bare the deep‐structure similarities across these seemingly loosely 
connected models.

This has significantly restructured thinking around these models and has helped 
tremendously to scale back unwarranted, and rather naïve, claims from earlier times 
about the educational impact that certain kinds of statistical models could have 
by  themselves. Put differently, it has helped many quantitative methodologists to 
re‐appreciate the fact that any model, no matter how elegantly it is specified or 
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estimated, is, in the end, just a technological tool. Like any tool, it can be used very 
thoughtfully as a “healthy connective tissue” for evidence or rather inappropriately 
leading to serious evidentiary “injuries.”

Integrating assessment design and validity argumentation.  From a validity perspective, 
which is foundational for all educational assessment arguments, the constellation of 
design choices within an assessment life cycle has to be based on sound scientific 
reasoning and has to rhetorically cohere to provide added value to key stakeholders. This 
typically means that the information that is provided from such assessments should 
provide real insight into learning, performance, and various factors that affect these.

As such, smart assessment design considers the system into which the assessment is 
embedded just as much as the tool itself. In fact, under views of the importance of 
measuring learning over time as articulated in the Common Core, for instance, it is impos­
sible to think of the diagnostic process as a one‐off event. Instead, assessment information 
needs to be interpreted, actions need to be taken, experiences need to be shaped, and new 
information needs to be collected in an ever‐continuing cycle of learning, assessment, 
and development. In this new world of cognition and assessment such a longitudinal view 
will become more and more prevalent thus forcing many communities of practice to 
change the way they design, deliver, score, report, and use assessments.

This perspective critically affects the societal reverberations that assessments can have 
when serving underrepresented or disadvantaged groups in order to improve the life 
experiences of all learners across the societal spectrum and lifespan. It may certainly be 
too much to ask of measurement specialists – or at least it may be rather impractical for 
workflow considerations – to always keep the bigger philanthropic goals of assessments in 
mind as these do not always influence their work directly. For example, the optimal 
estimation of a complex latent variable model for nested data structures will not be directly 
affected by an understanding of whether this model is used in an assessment context 
where assessment scores are used to provide increased access to higher‐education institu­
tions for minorities or in an educational survey context where they are used for 
accountability judgments.

However, ensuring that assessment arguments are thoughtful, differentiated, and 
responsible in light of societal missions of assessment is important, especially in inter­
disciplinary teams that are charged with various critical design decisions throughout 
the assessment lifecycle. It will help these teams be more motivated to keep track of 
controversial design decisions, limitations of assessment inferences, and critical 
assumptions. In short, it will help them to make sure they know what evidence they 
already have and what evidence still needs to be collected in order to support responsible 
interpretation and decision making. As mentioned earlier, such a shared understanding, 
perspective, and communal responsibility can be fostered by frameworks such as 
assessment engineering or evidence‐centered design.

Integrating professional development and practical workflows.  These last points speak 
to an aspect of assessment work that is often overlooked – or at least not taken as seriously 
as it could – which is the professional development of specialists who have to work in 
interdisciplinary teams. There is still a notable gap in the way universities train graduate 
students with Master’s or PhD degrees in the practices of assessment design, deploy­
ment, and use. Similarly, many assessment companies or start‐ups are under immense 
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business pressures to produce many “smart” solutions with interdisciplinary teams 
under tight deadlines that take away critical reflection times.

In the world of Common Core, for example, short turnaround times for contracts 
from individual states or other stakeholders in which clients are sometimes asked to 
propose very complex design solutions in very short times can be problematic for these 
reflection processes. While short turnaround times would be feasible if the needed 
products and solutions truly fit a plug‐and‐play approach, the truth is that the new 
assessment foci on more complex, authentic, collaborative, and digitally delivered 
assessment tasks require rather creative mindsets. They also require new modes of 
working that go from a simple design‐and‐deploy approach, interspersed with one or 
two pilot studies and a field trial, to a much more consistent design‐deploy‐evaluate‐
revise lifecycle with shorter and more frequent bursts of activity, at least for formative 
assessments. These mindsets require time to cultivate and established processes require 
time to change, which is again why frameworks like assessment engineering and 
evidence‐centered design can be so powerful for engendering best practices.

Handbook Structure

In the context of all of these developments it became clear to us that it would not be 
possible to create a single Handbook that would be able to cover all nuances of 
assessment and cognition, as conceived broadly, in a comprehensive manner. Instead, 
what we have strived to do is to provide a reasonably illustrative crosswalk of the overall 
landscape sketched in this brief introduction. We did so with an eye toward taking 
stock of some of the best practices of the current times while setting the stage for 
future‐oriented ways of rethinking those best practices to remain cutting‐edge. After 
some back‐and‐forth we eventually decided to divide this Handbook into three core 
parts even though readers will find a lot of cross‐part references as many ideas are clearly 
interrelated. For  simplicity of communication, we decided to label these three parts 
Frameworks, Methodologies, and Applications.

Frameworks

In the Frameworks section we invited authors to articulate broader ways of thinking 
around what models of cognition might offer in terms of the psychological infrastruc­
ture that sustain frameworks for assessment design, delivery, scoring, and decision 
making along with associated validation practices. This part, in many ways, is a 
conceptual cornerstone for any and all types of assessments that are primarily devel­
oped with the intention to support claims about the unobservable information 
processes, knowledge, and skills that accompany observed performance. The nine 
chapters in this part present distinct but overlapping perspectives on how models of 
cognition can inform – both conceptually and practically – the design and develop­
ments of assessments from start to finish.

In Chapter 2 on the role of theories of learning and cognition for assessment design 
and development, Nichols, Kobrin, Lai, and Koepfler present a framework and three 
criteria for evaluating how well theories of learning and cognition inform design and 
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decisions in principled assessment design, assessment engineering, and evidence‐
centered design. In Chapter 3 on cognition in score interpretation and use, Ferrara, Lai, 
Reilly, and Nichols further analyze the elements that define principled approaches to 
assessment design, development, and implementation before comparing and illus­
trating the use of different approaches. In Chapter 4 on methods and tools for devel­
oping and validating cognitive models in assessment, Keehner, Gorin, Feng, and Katz 
focus us on ways to characterize cognitive models, including the rationale for their 
development and the evidence required for validation so as to ensure their utility for 
meeting assessment goals. This includes clearly defined assessment targets, a statement 
of intended score interpretations and uses, models of cognition, aligned measurement 
models and reporting scales, and manipulation of assessment activities to align with 
assessment targets, all within a backdrop of ongoing accumulation and synthesis of 
evidence to support claims and validity arguments.

In Chapter 5 on an integrative framework for construct validity, Embretson illus­
trates how a cognitive psychological foundation for item design and development can 
not only influence reliability but also the five aspects of an integrated construct validity 
framework with special attention on how automatic item generators are supported 
within the context of the framework. Further expanding on this idea, in Chapter 6 on 
cognitive models in automatic item generation, Gierl and Lai similarly show us how 
cognitive item models can be operationalized to guide automatic item design and 
development to measure specific skills in the domains of science and medicine.

In Chapter  7 on social models of learning and assessment, Penuel and Shepard 
analyze ways in which research teams articulate the vertices of the “assessment triangle.” 
This includes representations of how students become proficient in the domain, the kinds 
of activities used to prompt students to do or say things to demonstrate proficiency, and 
frameworks for making sense of students’ contributions in these activities in ways that 
can inform teaching. In Chapter 8 on socio‐emotional and self‐management variables in 
assessment, Kyllonen explains the importance of noncognitive skills as predictors of 
cognitive skills development and as outcomes for which assessments should be developed 
for their own sake. In chapter 9 on the role of cognitively‐grounded assessment practices 
in understanding and improving accessibility for special populations, Ketterlin‐Geller 
outlines the ways in which educational assessments can be enhanced in their design and 
development to be accessible to students in special populations. Finally, in Chapter 10 on 
integrated perspectives of validation and automated scoring, Bejar, Mislevy, and Zhang 
discuss the various design decisions that have to made during the lifecycle of automated 
systems for scoring and feedback. They specifically discuss the history of certain key sys­
tems across a wide variety of domains with applications that span short and extended 
written responses, spoken responses, responses with multimodal outputs, and interactive 
response processes within virtual learning environments.

Methodologies

In the Methodologies section we asked authors to present statistical modeling 
approaches that illustrate how information about cognitive processes can be operation­
alized and utilized within the context of statistical models. One potential conceptual 
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dimension to draw between modeling approaches is that of parametric versus non­
parametric modeling approaches. The former are generally characterized by explicit 
functional forms, which include parameters that can be interpreted, strong 
assumptions that are made about distributions of component variables for estimation, 
and a variety of computational approaches for obtaining parameter estimates given 
suitable data. These models allow for the power of formal statistical inference around 
these parameters so that interpretations about cognitive processes or behaviors in 
the  population can be made with the sample data. This particular quantification of 
statistical uncertainty is unique to parametric models even though there are other ways 
of quantifying uncertainty in nonparametric approaches. Moreover, parametric models 
allow for an explicit assessment of model‐data fit using the parameters in the model 
and can be used efficiently for applications that require modularity and component‐
based information such as computer‐adaptive (diagnostic) assessment, automated item 
generation, automated form assembly, and the like.

Nonparametric approaches are generally characterized by weaker distributional 
assumptions and use either probabilistic or rule‐based decision sequences to create 
data summaries. While the focus of inference may be similar as with parametric models, 
the kind of information obtained from these models and the way that one can reason 
with that information is thus structurally distinct. For example, diagnostic measurement 
models and clustering approaches can both be used to sort learners into unobserved 
groups. However, in the former parametric approach one obtains parameters that can 
be used explicitly to characterize the learners and the tasks that they were given. In the 
latter nonparametric approach, such characterizations have to be made through var­
ious secondary analyses without explicit model parameters as guideposts.

The formalism of parametric models is certainly important whenever assessments 
are administered at larger scales and when decisions take on a more summative nature, 
perhaps for state‐wide, regional, national, or international accountability purposes. 
However, the power of parametric models can sometimes also be useful in more forma­
tive decision‐making contexts such as digital learning and assessment environments 
that require certain kinds of automation of evidence identification and accumulation 
procedures. Consequently, the six chapters in Part II of the Handbook are skewed more 
toward the parametric space overall, which is arguably appropriate given how powerful 
and important this model space is for educational assessment.

In Chapter  11 on explanatory item response theory models, De Boeck, Cho, and 
Wilson discuss how to specify, estimate, and reason within a unified latent‐variable 
modeling framework called explanatory item response theory. The general idea is that 
this framework subsumes simpler modeling approaches from item response theory, 
which are the current state‐of‐the‐art for data modeling in large‐scale assessment. 
However, they expand upon these foundations by allowing for the inclusion of addi­
tional variables – called covariates – for learners, tasks, or learner‐task combinations 
that may help to “explain” observed performance differences. As with any statistical 
methodology, the degree to which such explanations are robust and defensible more 
broadly based on scientific grounds requires additional validation studies. In 
Chapter 12 on longitudinal latent‐variable models for repeated measures data, Harring 
and Houser discuss how to specify, estimate, and reason within another unified latent‐
variable modeling framework that focuses on the modeling of data collected over time 
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or other conditions of replication. They describe how seemingly complicated design 
choices in mathematical structures of certain model components can be – and have to 
be – grounded in an understanding about cognitive processes in order to make interpre­
tations defensible. As with explanatory item response theory models, this framework 
allows for the inclusion of various covariates at the learner, task, or occasion level with 
similar evidentiary requirements for thorough validation of interpretations.

In Chapter  13 on diagnostic classification models, Bradshaw discusses how to 
specify, estimate, and reason with yet another unified latent‐variable modeling frame­
work called the log‐linear cognitive diagnosis model. The general idea here is that an a 
priori specification of how different tasks measure different skill sets can be used to 
create classifications of learners into different competency states that are describable 
through these skill sets. Just as in the other two chapters discussed previously, covariates 
at different levels can be included into these models for additional explanatory power. 
In Chapter  14 on Bayesian networks, González‐Brenes, Behrens, Mislevy, Levy, and 
DiCerbo describe how to specify, estimate, and reason with a family of latent‐variable 
models that share many similarities, but also display critical differences, with diagnostic 
classification models. Similar to the latter models, these models require an a priori 
specification of relationships between skill sets and tasks, which can be refined through 
model‐data fit evaluations. However, in contrast to those models, all the variables in 
this approach are categorical, the specification of relationships between variables can 
accommodate a large number of dependencies relatively easily, and the estimation is 
very general and well aligned with conceptual understandings of how human beings 
reason more generally.

In Chapter 15 on the rule‐space methodology and the attribute hierarchy method, 
Cui, Gierl, and Guo describe a predominantly nonparametric alternative to diagnostic 
classification models and Bayesian networks. Specifically, their two methods represent 
historical foundations for the parametric approaches and remain attractive alternatives 
in situations where the full power of parametric inference is not needed. Both methods 
are used predominantly for classifying learners, with less of an emphasis on obtaining 
detailed characterizations of tasks or explanatory narratives through additional covari­
ates, at least not within a single estimation run. Finally, in Chapter 16 on educational 
data mining and learning analytics, Baker, Martin, and Rossi provide an overview of the 
utility of a variety of statistical analysis techniques in the service of performing cogni­
tively grounded data mining work for assessment purposes. They illustrate this work 
through applications in innovative digital learning environments where a wide variety 
of behavior detectors have been used to characterize learner actions and to make infer­
ences about underlying cognitive skill sets and meta‐cognitive factors that affect 
performance. This last chapter serves as somewhat of a conceptual bridge between the 
Methodologies and the Applications parts of the Handbook as the latter part contains 
more such innovative applications along with slightly more traditional ones.

The six chapters in this section clearly do not cover the entire space of psychometric 
or computational techniques that could conceivably be brought to bear to model 
observable learner behavior and task performance in order to make inferences about 
certain cognitive correlates. Entire books have been written about each of the modeling 
approaches, both within disciplines and across disciplines, which make any claim to 
a  truly comprehensive coverage prohibitive. For example, we could have included 
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chapters on structural equation models or traditional item response theory models 
as  well as chapters on other nonparametric clustering techniques or multivariate 
analysis methods.

However, it was not our goal to develop yet another methodological Handbook that 
is oriented primarily toward specialists whose day‐to‐day job is to make smart decisions 
about data analysis. Instead, we wanted to create a meaningful cross‐section of this 
broad methodological space in a way that gives explicit room for arguments about how 
to specify, estimate, and, most importantly, reason with these models. We made strong 
efforts to work with the authors to keep the chapters in a rather accessible language, 
structure, and level of detail so that specialists who do not think about statistical models 
on a daily basis would be able to learn a few meaningful and actionable pieces of 
information about these methodologies from the chapters. It is our firm belief that 
even a tentative understanding and an associated thirst to learn more about the 
strengths and limitations of different modeling approaches can go a long way toward 
fostering this shared methodological and evidentiary reasoning understanding that we 
have talked about at the outset.

Applications

In the Applications section we asked authors to traverse an equally diverse space of pos­
sible uses of models for cognition in the service of a broad range of assessment applica­
tions. For example, we decided to select a few very common assessment applications and 
encouraged the authors of the seven chapters in this part to describe both the broader 
contexts and frameworks within which their illustrations are embedded and to be forward‐
thinking in their description. That is, rather than asking them to merely describe the 
state of the world as it is now we explicitly wanted them to take some intellectual chances 
and speculate on what some key trends for their areas of work would be.

In Chapter 17 on large‐scale standards‐based summative assessments, Huff, Warner, 
and Schweid discuss how thinking about cognition influences the design and use of these 
kinds of assessments. They use three powerful examples across different use contexts to 
show surface‐level differences and deep‐structure similarities across these contexts using 
a recent framework for differentiating between cognitive models. Using these examples, 
they articulate how certain kinds of articulations and operationalizations of cognition are 
necessary to increase the inferential power of these assessments and how others can be 
quite harmful to this process as they are somewhat unrealistic – or poorly matched – in 
this context. In Chapter 18 on large‐scale educational surveys, Oranje, Keehner, Persky, 
Cayton‐Hodges, and Feng discuss the general aims of these kinds of assessments, which 
is accountability at state or country levels, and illustrate the current innovation horizon 
in this area through examples from an interactive national assessment in the United 
States. They demonstrate that historical notions of item type restrictions are only partly 
transferrable for the future of this line of work, and that more complex interactive 
assessment tasks are the generative framework that should be utilized to measure at least 
some twenty‐first‐century skill sets reliably at this level of assessment.

In Chapter  19 on professional certification and licensure examinations, Luecht 
provides practical examples to show why assessment engineering design components 
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and procedures, including task modeling, task design templates, and strong statistical 
quality control mechanisms, are an integral and important part of the many processes 
for developing cognitively based formal test specifications, building item banks, and 
assembling test forms that optimize professional knowledge assessment and/or skill 
mastery decisions. In Chapter  20 on the in‐task assessment framework for in‐task 
behavior, Kerr, Andrews, and Mislevy describe an articulation of the evidence‐centered 
design framework within digital learning and assessment environments specifically. They 
describe a set of graphical tools and associated evidentiary reasoning processes that 
allow designers of such environments to make explicit the different steps for operation­
alizing construct definitions for complex skill sets. These tools then help to link observ­
able behaviors captured in log files to different construct components to derive useful 
feedback and scores that are based on an explicit chain of evidence, a process that they 
illustrate with three examples from different domains.

In Chapter 21, on digital assessment environments for scientific inquiry skills, Gobert 
and Sao Pedro provide yet another application of cognitively inspired assessment – in 
this case, it is the design, data‐collection, and data‐analysis efforts for a student‐based 
digital learning and assessment environment devoted to scientific inquiry and practices. 
In Chapter 22, on stealth assessment in educational video games, Shute and Wang look 
at how both commercial games and games designed or adapted for assessment purposes 
can be powerful levers for measuring twenty‐first‐century skills. They describe how 
evidence‐centered design thinking coupled with systematic synthesis of the current 
cognitive literature on these skill sets are necessary prerequisites for instantiating best 
evidentiary reasoning practices through embedded assessment in these contexts. In 
Chapter 23 on conversation‐based assessment, Jackson and Zapata‐Rivera introduce us 
to the benefits of these kinds of assessment for collecting new types of explanatory evi­
dence that potentially afford greater insight into test taker cognition and metacognition. 
They further propose a new framework to properly situate and compare conversation-
based assessments with other kinds of assessment items and illustrate the power of con­
versation-based assessment through a prototype. Finally, the Handbook contains a 
glossary with definitions of key terms that are used across chapters. In each chapter, the 
first mention of any key term in the glossary is boldfaced for easy reference.

Closing Words

As this brief overview has underscored, the Handbook that you are holding in front of 
you is a complex labor of love that involved the participation of many wonderful mem­
bers of scientific communities engaged in some type of educational assessment activity. 
These activities span the design of large‐scale educational surveys, the development of 
formative learning systems, the evaluation of novel statistical methods that support 
inferences, and the conceptual articulation of frameworks that guide best practices, to 
name a few. We are infinitely grateful for all of our colleagues who have worked patiently 
with us to create our particular conceptual crosswalk of this landscape. We sincerely 
hope that the final product will be as much appealing to them as it is to us.

Most importantly, however, we sincerely hope that readers will find this Handbook 
powerful for changing the ways they think about the interplay of assessment and 
cognition. We hope that reading individual chapters, parts, or maybe even the entire 
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book will stimulate new ideas, new ways of thinking, a thirst for wanting to learn more 
from references that are cited, and a deep continued passion for improving the lives of 
learners across the world through thoughtful and innovative assessment design, 
development, deployment, and use. If we were to make even small but meaningful 
contributions to these efforts we would be eternally grateful.

Sincerely,
André A. Rupp and Jacqueline P. Leighton
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Assessment planning includes both design and development. Design emphasizes the 
formulation of a sequence of assessment development actions aimed at accomplishing 
specific goals (e.g., intended consequences of score use or desired levels of psycho­
metric properties). Development emphasizes the execution of the planned course of 
action. Both assessment design and development involve numerous, interconnected 
decisions that should address the three elements described as the assessment triangle 
(Pellegrino, Chudowsky, & Glaser, 2001): a theory or set of beliefs about how students 
think and develop competence in a domain (Cognition), the content used to elicit 
evidence about those aspects of learning and cognition (Observation), and the methods 
used to analyze and make inferences from the evidence (Interpretation). The targets of 
inference for an assessment are the aspects of learning and cognition, typically a subset 
of a theory of learning and cognition, that are intended to be assessed.

Pellegrino et al. (2001) cautioned that the three elements comprising the assessment 
triangle must be explicitly connected and coordinated during assessment design and 
development or the validity of the inferences drawn from the assessment results will be 
compromised. We use the label “coherent” to refer to assessment design and development 
processes in which the three elements of the assessment triangle are connected and 
coordinated. Adapting the notion of system coherence described by the National 
Research Council (NRC, 2012), we distinguish between horizontal coherence and 
developmental coherence. Horizontal coherence is created when all the components 
of assessment design and development are connected and coordinated with the theories 
of learning and cognition in which the targets of inference are embedded. Developmental 
coherence is created when this coordination of assessment components with theories 
of learning and cognition is maintained across time as design and development 
activities unfold. Arguments for coherence are specific to a given interpretation of 
assessment performance. Coherence is argued for based on rationales and backing, 
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supporting claims that the targets of inference, observation and interpretation are 
aligned horizontally and vertically. The development of this argument should com­
mence with assessment design and continue through any modifications following 
assessment launch.

Maintaining coherence across the teams of professionals involved in different activities 
often unfolding simultaneously requires an assessment design and development 
approach that explicitly coordinates the targets of inference, observation, and interpre­
tation. In this chapter, we offer principled assessment design (PAD) as an approach 
that fosters such coherence. PAD is a family of related approaches including cognitive 
design systems (Embretson, 1998), evidence‐centered design (ECD) (Mislevy & 
Haertel, 2006; Mislevy, Steinberg, & Almond, 2003), principled design for efficacy 
(PDE) (Nichols, Ferrara, & Lai, 2014), and assessment engineering (AE) (Luecht, 
2013). PAD fosters coherence by compelling assessment designers to justify, based on 
the target of inference definition, the chain of decisions relative to the other two 
elements of the assessment triangle (i.e., the content used to elicit evidence about those 
aspects of cognition and the methods used to analyze and interpret the evidence). 
Under PAD, the three elements of the assessment triangle are more likely to be explic­
itly connected and coordinated during assessment design and development.

Definitions of the targets of inference are often derived from and embedded within 
theories of learning and cognition. Researchers within specific domains have studied 
for many years the different types of knowledge, skills, and abilities (KSAs) that are 
often the targets of inference. Contemporary research in the learning sciences offers a 
number of different perspectives on how people learn knowledge and skills and use 
them in thinking and problem solving. These different perspectives emphasize different 
aspects of learning, thinking, and acting and have different implications for what 
should be assessed and how (Mislevy, 2006; Pellegrino et al., 2001).

In this chapter, we present and illustrate criteria for evaluating the extent to which the­
ories of learning and cognition and the associated research support coherence among the 
three vertices of the assessment triangle when used within a PAD approach. The theories 
of learning and cognition found in this chapter are not the kind of broad, “exceptionless” 
generalizations from physics often represented as the ideal image. Theories from the 
social sciences tend to be exception‐rich and highly contingent (see Mitchell, 2009). The 
theories referred to in this chapter describing learning and cognition in mathematics fit 
within the conceptual framework of learning trajectories (Daro, Mosher, & Corcoran, 
2011). That being said, learning trajectories are certainly not the only conceptual frame­
works available to inform assessment design and development.

We have divided this chapter into four sections. In the first section, we describe cri­
teria recent writers have offered for evaluating the usefulness of theories of learning 
and cognition for informing assessment design and development decisions. In the sec­
ond section, we summarize PAD and then use PAD as a lens through which to evaluate 
how well different theories of learning and cognition might support assessment design 
and development. In the third section, using PAD as a lens, we then illustrate the 
evaluation of a theory of learning and cognition, represented by a learning progression 
(LP) on “geometric measurement of area”. Finally, in the fourth section, we summarize 
the implications of these decisions for constructing an argument for the validity of the 
interpretation and use of assessment results.
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A Brief History of Evaluation Criteria for Theories 
of Learning and Cognition

A number of past writers have prescribed the use of theories of learning and cognition 
to inform assessment design and development. For example, Loevinger (1957) identi­
fied implications of assessment design and development decisions with respect to the 
targets of inference and validity. Glaser, Lesgold, and Lajoie (1987) called for a cognitive 
theory of measurement in which the measurement of achievement would be based on 
our knowledge of learning and the acquisition of competence. Lohman and Ippel 
(1993) described a cognitive diagnostic framework for creating assessments that took 
advantage of research by Gitomer and colleagues (Gitomer, Curtis, Glaser, & Lensky, 
1987) on verbal analogies, research by Lewis and Mayer (1987) on mathematical 
problem solving, and research by others on identifying test‐item features that could be 
manipulated to vary cognitive complexity and item difficulty (see Snow & Lohman, 
1989, for a summary).

In step with these construct‐centered assessment design and development 
approaches, recent writers have offered criteria for evaluating the usefulness of theories 
of learning and cognition used for informing assessment design and development 
decisions. In this section, we review the criteria that have been offered by Nichols 
(1994), Pellegrino et al. (2001), and Leighton and Gierl (2007, 2011) as a foundation 
from which to propose extended criteria later in the chapter.

According to Nichols (1994), theories of learning and cognition that are well suited 
to informing assessment design and development should include two elements that 
together constitute the construct representation for an assessment (Embretson, 1983). 
First, the theory should describe the KSAs related to the target of inference for the 
assessment, which should include how the KSAs develop and how more competent test 
takers differ from less competent test takers.

Second, the theory should identify the task or item features that are hypothesized to 
influence domain‐specific cognition. As an example of such item features, Nichols 
(1994) cited mixed fraction subtraction problems in which the numerator of the first 
fraction must be less than the numerator of the second fraction and one must have a 
denominator not equal to 10 (Tatsuoka, 1990) (e.g., 2 1/5 – 2/5 = ?). Items with such 
features elicit evidence from seventh‐ and eighth‐grade test takers of the common 
misconception that they must reduce the whole number by 1 and add 10 to the first 
numerator (e.g., 2 1/5 – 2/5 = 1).

A second set of criteria for identifying theories of learning and cognition that are 
likely to be useful for authoring assessments was offered by Pellegrino et al. (2001; also 
cited in Leighton & Gierl, 2011). Pellegrino et al. (2001) described the following five 
criteria for a theory of learning and cognition to effectively inform assessment design 
and development. The theory should:

●● be based on empirical research in the assessment domain,
●● identify performances that differentiate more from less accomplished learners in 

the domain,
●● address differences in the way students learn and perform in a domain,
●● address at least the targets of inference for an assessment; and
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●● support the aggregation of evidence to be useful for different assessment purposes, 
for example, a pre‐unit formative assessment or an end‐of‐year summary assessment.

However, Leighton and Gierl (2007, 2011) argued that the criteria offered by Pellegrino 
et al. (2001) were too restrictive. They noted that few, if any, large‐scale educational 
assessments were designed and developed using a theory of cognition and learning 
that met these five criteria. In response, Leighton and Gierl (2007, 2011) proposed the 
following three less restrictive and more general criteria that might offer more practical 
guidance in identifying theories of learning and cognition that may be useful for 
authoring assessments:

●● The KSAs described in the theory should have the depth and breadth to support the 
design and development of an assessment for a given purpose. For example, the 
model may be broad but not deep to support the development of an end‐of‐year 
summary assessment, covering KSAs only at a coarse level.

●● The theory must describe learning and cognition in a way that allows assessment 
designers to develop tasks or items to assess learning and cognition with the constraints 
of test administration. Currently, test developers depend on content experts’ judgments 
of the how to manipulate test content to influence the test taker cognition elicited by 
tasks or items. However, Leighton and Gierl (2011) noted that little evidence exists 
linking items and tasks to the KSAs assumed to be elicited during testing.

●● The KSAs described in the theory should be instructionally relevant and meaningful 
to a broad group of educational stakeholders (e.g., students, parents, teachers, and 
policymakers). Since assessments are part of a larger, complex system of instruction, 
assessment, and learning, the link between the theory and instruction can be 
established by having the theory address the KSAs described in the curriculum.

These three connected sets of past criteria for evaluating the usefulness of theories of 
learning and cognition for informing assessment design and development decisions by 
Nichols (1994), Pellegrino et  al. (2001), and Leighton and Gierl (2007, 2011) have 
offered a starting point for linking these theories to assessment practices. At the same 
time, they included no commitment to a specific approach to assessment design and 
development. That is, the means through which a theory of learning and cognition is 
expressed in assessment design and development have been left to the reader.

In the next section, we choose PAD as our assessment design and development 
approach because, as we have argued above, PAD is more likely than conventional 
assessment design and development to support coherence. Given a PAD stance, we then 
describe criteria for evaluating the usefulness of theories of learning and cognition for 
informing assessment design and development decisions.

Principled Assessment Design as an Evaluative Lens 
for Theories of Learning and Cognition

PAD approaches provide frameworks for carrying out assessment design and 
development according to principles rooted in empirical research. The use of the term 
“principled” is not meant to imply that other approaches to assessment design and 
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development are “unprincipled” in comparison, but to emphasize that in PAD the 
principles take center stage in terms of the design process and the outcomes of that 
process. In this section, we offer a brief summary of three common characteristics of 
PAD approaches as they are distinguished from more conventional assessment design 
and development along with means by which these are accomplished in practice.

Characteristic 1: Construct‐Centered Approach

For our purposes, the first – and perhaps most important –  common characteristic 
across PAD approaches is the explicit construct‐centered nature of all of these 
approaches (Messick, 1992). Under a construct‐centered approach, assessment design 
begins with a careful and comprehensive examination of the constructs intended to be 
assessed – the targets of inference – and all subsequent design decisions cascade from 
that initial definition of the construct. The targets of inference are represented by the 
Cognition vertex of the assessment triangle and lay the foundation for the other two 
vertices, Observation and Interpretation. Assessment designers are compelled to justify, 
based on the definition of the target of inference, the chain of decisions necessary to 
implement an assessment program.

In contrast, conventional assessment design and development may be characterized 
as a kind of technology (Gordon, 2012) that routinizes decision making. Routinized 
design is characterized by the adoption of a fixed design solution. This design solution 
may be characterized as “best practice” and offers some efficiencies for the test devel­
oper but fails to consider the goals of the assessment program and the needs of the 
stakeholders. Research on design suggests that this kind of approach is based on 
routinized thinking (i.e., on the automatic use of chunks, which enable individuals to 
save mental effort; Laird, Newell, & Rosembloom, 1987; Newell, 1990), but, once imple­
mented, the assessment designer is no longer searching for better design solutions and 
new ways of doing things.

Current routines used in making assessment design and development decisions 
evolved over decades to deal with conventional formats such as multiple choice items 
and essay writing prompts for large‐scale projects. These guidelines and rules‐of‐
thumb have in the past produced tests that tended to satisfy technical requirements. 
But the development of conventional routines could not anticipate the needs of current 
projects requiring efficient content creation for novel contexts that achieves predictable 
content difficulty and cognitive complexity targets on reduced schedules.

Characteristic 2: Engineering towards Intended Interpretations and Uses

A second characteristic common across PAD approaches is the intent to engineer 
intended interpretations and uses of assessment results through assessment design 
and development. For some, conventional item and task construction is viewed as 
an  art (Millman & Greene, 1989)  –  an arcane process conducted by skilled item 
writers. In contrast, engineering applies scientific findings and mathematical tools 
to solve problems in a practical manner. PAD applies findings from the learning sci­
ences along with measurement models under appropriate assumptions in attempting 
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to  engineer the collection of evidence supporting probabilistic claims about the 
targets of inference with respect to the purpose for assessing.

Explicit manipulation of  item or task features.  A first means through which PAD 
attempts to engineer intended interpretations and uses is through the explicit mani­
pulation of the Observation vertex of the assessment triangle and the features of content 
that have been identified as effectively eliciting evidence of status with regard to the 
targets of inference. Borrowing concepts from ECD (Mislevy & Haertel, 2006), these 
content features may be identified as either characteristic or variable. Characteristic 
content features are those that all content assessing the targets of inference should pos­
sess in some form because they are central to evoking or eliciting evidence about the 
targets of inference. Variable content features are features that can be manipulated to 
change the cognitive demand or complexity that the content elicits with respect to the 
targets of inference.

Information on the important content features for eliciting evidence of learners’ 
status with respect to the targets of inference can be found in the studies associated 
with the theory of learning and cognition. These studies often provide rich descrip­
tions of the items and tasks researchers have used and link features of these items and 
tasks to elicitation of evidence with respect to the targets of inference. The greater the 
breadth and depth of empirical studies that link features of these items and tasks to 
elicitation of evidence with respect to the targets of inference, the stronger the support 
that these content features are qualified to inform assessment design and development 
decisions.

Reliance on theories of learning and cognition.  A second means through which PAD 
attempts to engineer intended interpretations and uses is through an analysis of the 
theory of learning and cognition, research associated with the theory, and the fea­
tures of learners’ performances that have been identified as evidence of status with 
regard to the targets of inference during that research. Again borrowing from ECD 
(Mislevy & Haertel, 2006), instructions for interpreting performance consist of three 
parts: work product specifications, evidence rules, and the statistical model. 
Specifically, work product specifications describe the structure and format of the 
performance that will be captured, evidence rules describe how to code the work 
product as in the use of a rubric, and the statistical model describes how the coding 
of the responses will be aggregated to make probabilistic inferences about what stu­
dents know and can do. The psychometric methods commonly used to analyze and 
make inferences from the evidence provided by performance (e.g., item response 
theory, structural equation models and cognitive diagnostic models) are exam­
ples of statistical models (various chapters in Part II of this Handbook have relevant 
overviews).

As was the case for content features, information linking performance features to 
evidence for learners’ status with respect to the targets of inference can be found in 
research studies associated with the theory of learning and cognition. The important 
features of performance that researchers have used as evidence for learners’ status with 
respect to the targets of inference can be extracted from the rich descriptions often 
found in these studies.
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Characteristic 3: Explicit Design Decisions and Rationales

The intent to engineer intended interpretations and uses of assessment results is 
accompanied by a concern with making all design decisions and the rationales for them 
explicit and transparent and collecting documentation to support them. These design 
decisions include a finer grained definition of the targets of inference in terms of 
cognitive processes, knowledge structures, strategies and mental models; the features 
of stimuli and items that tend to effectively elicit use of those targets of inference; the 
features of test‐taker responses that are evidence of achievement with regard to the 
targets of inference and how those responses should be evaluated and aggregated to 
support those inferences. Theories of learning and cognition, along with relevant 
empirical evidence supporting those theories and models, inform those decisions and 
correspondingly offer support for the interpretation and use of assessment results.

A common way PAD approaches gain efficiencies and support engineering‐intended 
interpretations and uses of assessment results is through reusable tools such as design 
patterns and task models. These reusable tools support both more controlled creation 
of assessment content as well as documentation of design decisions. As such, the reus­
able tools both enhance and document the validity argument.

Evidentiary Coherence to Enhance Validity

Given these characteristics common across PAD approaches, we argue that PAD is 
more likely than conventional assessment design and development approaches to foster 
coherence; we return to this point in more detail in the third section of this chapter. 
As  shown in Figure  2.1, coherence is supported when all design and development 
decisions cascade from an initial definition of the construct, represented as targets of 
inference embedded within a theory of learning and cognition.

The ability to create a coherent assessment system rests heavily on the nature of the 
theory of learning and cognition. The theory guides choices relevant to the Interpretation 

Interpretation 

Examination of the features of learners’ 
performance considered evidence of status 
with regard to targets of inference

Observation

Use of coding and aggregation of learner 
performances to make inferences about 
learners’ status with regard to targets of 
inference

Cognition 

Specification of content features 
that will elicit learner 
performances identified as 
evidence of status with regard to 
targets of inference

Construct-centered approach beginning 
with careful and comprehensive 
examination of the constructs to be 
assessed to specify targets of inference

Validity Argument 

Documentation of design 
decisions and rationales 

regarding targets of inference, 
content features and 
performance features

Figure 2.1  Using principled assessment design to foster coherence in the assessment triangle 
and support of a validity argument.
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vertex of the assessment triangle, in terms of the work product specifications, evidence 
rules, and statistical models. The theory also guides choices relevant to the Observation 
vertex, in terms of characteristic and variable content features used to elicit performances 
that will serve as evidence of status with respect to the target of inference. Thus, criteria 
are needed to guide selection of a theory of learning to support such coherence.

Principled Assessment Design Evaluation Criteria for Theories 
of Learning and Cognition

The need for evidentiary coherence across the three elements in the assessment tri­
angle (i.e., Cognition Observation, and Interpretation) has motivated us to assume a 
PAD perspective when creating criteria for evaluating the fitness of theories of learning 
and cognition. The lens of PAD influences our view on the nature of theories of learning 
and cognition that are likely to support decisions about assessment design and 
development and consequently encourage coherence among the vertices of the 
assessment triangle. In this section, we propose a set of three such criteria given the 
adoption of a PAD approach. First, we describe an LP for the “geometric measurement 
of area” to illustrate the application of these criteria. We then explicate each of the three 
criteria and illustrate their application using the LP.

Example of a Theory of Learning and Cognition

The conceptual framework of LPs has emerged from contemporary learning theories. 
LPs have been defined as “descriptions of the successively more sophisticated ways of 
thinking about a topic that can follow one another as children learn about and investigate 
a topic over a broad span of time” (NRC, 2007, p. 219). As suggested above, the mathe­
matics field commonly uses the term learning trajectories to describe a similar concept.

LPs typically describe qualitatively different levels or stages that students go through in 
the course of their learning as their thinking becomes increasingly more sophisticated. As 
a perspective, most LPs assume that learners will use their knowledge at a particular level 
to reason about phenomena and/or solve problems in a variety of different contexts. 
While it is recognized that there may be some variability and that an individual may 
regress to a lower level of sophistication when confronted with a difficult or challenging 
problem, LPs largely assume that individuals’ thinking is internally consistent and theory‐
like, and is applied somewhat consistently (Steedle & Shavelson, 2009). This assumption 
of consistency across contexts is necessary to diagnose a learner as being at a particular 
level of the LP and has strong implications for the ways in which we assess the learner and 
the methods used to make inferences from assessment results.

An example that we discuss in the following is the LP of “geometric measurement of 
area” (Lai et  al., 2015) that was constructed to inform the iterative design and 
development of the Insight Learning System, which targets third grade students’ under­
standing of ideas and concepts related to “geometric measurement of area”. The system 
consists of a digital game, a set of online performance tasks, several instructional mod­
ules and classroom activities, and professional development experiences for teachers.
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The target understanding in the LP is the conceptual understanding of the formula 
for area (i.e., area = length × width) and coordination of perimeter and area measure­
ments. Lai, Kobrin, Holland, and Nichols (2015) used the findings from a number of 
separate studies that focus on different pieces of the progression to define a series of 
stages through which students might pass on their way to learning “geometric 
measurement of area”; for a summary see Barrett et  al. (2011), Battista, Clements, 
Arnoff, Battista, and Borrow (1998), and Clements and Sarama (2009, 2013). They also 
relied on the work of the Common Core Standards Writing Team (CCSWT, 2012), 
which has produced several draft progressions that attempt to tie existing learning 
sciences research to specific Common Core State Standards in order to lay out a 
hypothetical progression of topics.

The LP is represented in the graphic shown in Figure 2.2. Although the focus of the 
LP is “geometric measurement of area,” the LP includes three other topics that are 
related to students’ learning and performance in the measurement of area: “length 
measurement,” “figure composition and decomposition,” and “geometric shapes.” 
Research summarized in Clements and Sarama (2009, 2013) suggests that concepts and 
practices from these related topics are integrated with earlier concepts and practice in 
geometric measurement in forming later, more sophisticated concepts and practices in 
the “geometric measurement of area”.

The LP begins with children’s early understandings about area, which typically 
represents area as the amount of two‐dimensional space enclosed by a boundary ‐ the 
“attribute of area” (Baturo & Nason, 1996). Students initially can visually compare two 
objects or shapes directly by laying them side by side or by superimposing one on top 
of the other. At this “perceptual coordination of attributes” stage, some students are 
unable to compare a shape in two dimensions (Baturo & Nason, 1996). As students 
progress in their understanding, they can decompose a shape and rearrange its pieces 
so that it can fit inside the other shape. Through such experiences, students come to 
understand “conservation of area,” or the idea that a shape can be rotated or decomposed 
and its pieces rearranged without changing the area of the shape (Baturo & Nelson, 
1996; Kamii & Kysh, 2006; Kordaki, 2003).

Students eventually develop an understanding of the square as the unit of area, and 
learn how to quantify the amount of area in an object or shape. They initially do so by 
iterating (“area unit iteration”) and counting equal‐sized units (“equal area units”) to 
determine the area of a shape (Baturo & Nason, 1996; Clements & Sarama, 2009; 
Zacharos, 2006). Students begin by counting individual unit squares to measure area 
(“using area units to measure”) (Battista et al., 1998; Baturo & Nason, 1996; Zacharos, 
2006) and are eventually able to make use of the row and column structure apparent in 
a rectangular array to compute area more efficiently. For example, once students learn 
to recognize rows and columns as collections of single units, they can use repeated 
addition or skip counting of the number of row or column units to compute area 
(“using area composites to measure”) (Battista et al., 1998). Similarly, once students see 
an array as a collection of rows and columns, they can multiply the number of row units 
by the number of column units to compute area (“using multilevel area composites to 
measure”) (Battista et al., 1998). The process of constructing arrays and understanding 
how and why they can represent area is crucial for the formula “area = length × width” to 
be understood conceptually (Battista et al., 1998).
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Under the LP, students next develop the ability to estimate the area of objects with 
relative accuracy using standard square units (“internalized formal area unit”). Around 
the same time, they understand the idea that the area of a larger shape can be computed 
by adding together the area of smaller shapes that comprise it, as well as the idea that the 
area of a smaller shape can be computed by subtracting its area from a larger shape 
(“area is additive”) (Zacharos, 2006). At some point, students no longer need to visualize 
the spatial structuring of shapes into rows, columns, and units. They understand the 

Figure 2.2  Learning progression for “geometric measurement of area.”

G
R

A
D

E
 4

G
R

A
D

E
 3

G
R

A
D

E
 2

G
R

A
D

E
 1

K
IN

D
E

R
G

A
R

T
E

N
LENGTH PROGRESSION AREA PROGRESSION

Attribute of length

Informal, internalized
representation

Spatial structuring
of length

Length is additive

Perimeter as a sum of lengths

Abstract informal formula for perimeter

Adopt formal formula for perimeter

Fluency in calculating perimeter

Transitivity

Length-unit iteration

Accumulation
of distance

CONCEPTS & SKILLS OF
GENERAL MEASUREMENT

Measuring with a ruler:
connection to physical

units

Measuring with a ruler:
zero point alignment

Measuring with a ruler:
endpoint is arbitrary

Measuring with a ruler:
meaning of numerals

Internalization of a
mental ruler

CONCEPTS & SKILLS
OF RULER USE

Endpoint alignment

Conservation of length

Compensation
principle

Attribute of area

Internalized informal 
benchmarks

Transitivity

Conceptually
distinguish perimeter
from area, including

associated units

Equal area units

Non-rigid transformation

INFORMAL UNDERSTANDING 
OF CONSERVATION OF AREA

Perceptual coordination
of attributes across

figures

Internalized formal
area unit

Combine competencies
Coordinate area &

perimeter
measurements

Rigid transformations

Equal length units



	 The Role of Theories of Learning and Cognition� 25

dimensions of a shape to represent the number of units per row and column and can 
multiply them to find the area (“abstract informal formula for area”) (Clements & 
Sarama, 2009).

Finally, students must also be able to distinguish area from perimeter. Though 
perimeter measurement is a separate concept included in the length strand, students 
may struggle to differentiate the two, particularly their respective units (Baturo & 
Nason, 1996). In understanding area and perimeter in contrast to one another, students 
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reinforce their understanding of the two distinct concepts. Eventually, students should 
be able to coordinate area and perimeter measurements such that they realize two 
shapes can have the same area but different perimeters and vice versa (Baturo & Nason, 
1996; Kordaki, 2003).

To make this LP useful for assessment design and development, Lai et al. (2015) had 
to go beyond descriptions of each stage. They did what Leighton and Gierl (2011; 
Kindle Locations 350) describe as “reading, sifting, and interpreting the research” to 
identify rich descriptions of the items and tasks researchers used to elicit the concepts 
and practices as well as the kinds of performances that served as evidence of different 
stages in understanding. For example, Lai et  al. (2015) used the studies reported in 
Battista et  al. (1998), Baturo and Nason (1996), De Bock, Verschaffel, and Janssens 
(1998), and Zacharos (2006) to identify the use of various types of shapes (regular rect­
angles, non‐rectangular shapes such as T‐ or L‐shapes, and irregular shapes such as 
blobs) that were used to elicit evidence of students’ understanding of area measurement 
and the kinds of performances in the contexts of those shapes that served as evidence 
for stages in understanding of area measurement; more examples are provided in 
Table 2.1. However, Leighton and Gierl (2011) warn that translating research from the 
learning sciences in this way leaves the findings susceptible to error or bias in the 
process of synthesis.

Table 2.1  Content features of tasks that elicit evidence on students’ understanding of shape 
composition/decomposition, length, and area measurement.

LP strand Content features

Shape 
composition and 
decomposition

Tasks featuring geometric figures with varying levels of scaffolding 
for visualizing the spatial structure (full or partial grids, dot grids, 
and versions of shapes with units demarcated by hash marks; Battista 
et al., 1998; Battista, 2004).

Tasks varying shape orientation (e.g., showing a shape on its side 
so that it looks like a diamond; Sarama and Clements, 2009).

Length Tasks that ask students to compare the length of two or more objects 
using a variety of physically manipulable tools (length units, standard 
rulers, “broken rulers,” straight edges, and nonstandard measuring 
units (e.g., a book; Barrett et al., 2006, 2011).

Tasks involving perimeter or length “paths” that switch directions 
are more complex than those with simple one‐dimensional length 
measurement (Barrett et al., 2006).

Area Tasks including incomplete figures with varying levels of scaffolding 
(full and partial grids that support students in enumerating unit 
squares to varying degrees; Battista et al., 1998; Battista, 1994).

Tasks featuring various types of shapes, i.e., regular rectangles, 
non‐rectangular shapes (T‐ or L‐shapes), and irregular shapes 
(i.e., blobs; Battista et al., 1998; Baturo and Nason, 1996; De Bock, 
Verschaffel, and Janssens, 1998; Zacharos, 2006).

Tasks including manipulable shapes students can superimpose on 
top of one another or decompose into pieces (Kordaki, 2003).
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Now that we have broadly described a LP for “geometric measurement of area” that 
we can use for illustration, we will present the following three criteria for evaluating 
the  fitness of theories of learning and cognition to inform assessment design and 
development:

1.	 Clarification of the targets of inference,
2.	 Identification of the features of content; and
3.	 Identification of the features of learners’ performance.

Criterion 1: Clarification of the Targets of Inference

Looking through the lens of PAD, the first criterion is the degree to which the theory 
clarifies the targets of inference so as to support assessment design and development. 
As discussed in the previous section, PAD is construct‐centered meaning that design 
decisions are derived from the description of the targets of inference. We thus propose 
that a theory of learning and cognition that is adequately defined to support construct‐
centered assessment design and development would address the following four aspects: 
aggregation, change, fairness, and backing.

Aggregation.  In terms of aggregation, following Pellegrino et al. (2001), theories of 
higher resolution that distinguish between different cognitive processes, knowledge 
structures, strategies and mental models should allow disaggregation to a lower 
resolution. The resolution level used in assessment design and development should be 
determined by the detail required to engineer assessments whose results are likely to 
support the intended user(s), use(s), and interpretation(s) of the assessment. A relatively 
low resolution LP may offer adequate detail to support the development of an assessment 
whose results are intended to be interpreted in terms of overall domain achievement. 
For example, assessment results may be intended to be used by policymakers to eval­
uate the success of current classroom practices in helping children learn geometric 
measurement. Given limits on testing time and the summary nature of the intended 
use, assessment designers may focus on low-resolution targets of inference such as the 
following (Clements & Sarama, 2009):

●● Understanding length as a characteristic of an object found by quantifying how far 
it is between the endpoints of the object or between any two points,

●● The capability to use a ruler correctly,
●● Understanding area as an amount of two‐dimensional surface that is contained 

within a boundary; and
●● Understanding volume as spatial structuring in three dimensions.

Alternatively, assessment results may be intended to inform decisions made by teachers 
on the instructional experiences to arrange for students beginning to study area 
measurement. The relatively low‐resolution LP described in the previous paragraph 
will likely offer little support for the development of an assessment whose results are 
intended to be interpreted in terms of the nature of students’ understanding of area and 
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used to create or identify learning experiences that build on students’ current under­
standings. For these teachers, assessment designers may focus on relatively higher‐
resolution targets of inference from the “geometric measurement of area” LP such as 
the following:

●● Understanding the attribute of area as different from attributes of length or 
volume;

●● Possessing intuitive, informal, internalized representations for amounts of area;
●● Being capable of coordinating both length and height in estimating area; and,
●● Being capable of visualizing two‐dimensional shapes as collections of area composites.

Even when a lower‐resolution theory offers adequate detail to support the intended 
interpretation of assessment results in terms of overall domain achievement, a higher‐
resolution theory of learning and cognition may be needed to inform assessment 
design and development decisions with respect to the features of test‐taker perfor­
mances that serve as evidence, the features of stimuli and items that tend to effectively 
elicit that performance, and how that performance will be evaluated and aggregated. 
For example, the relatively low-resolution target of inference of students understanding 
area as an amount of two‐dimensional surface that is contained within a boundary may 
require items or tasks that sample from the four relatively higher-resolution targets of 
inference described in the last paragraph.

With respect to aggregation, the LP appears to offer natural levels of aggregation. 
For example, an assessment could report results for an overall understanding of 
area, for each of the four strands, or disaggregate understanding of area further 
into the concepts and practices within each of the four strands. However, while 
suggesting units into which assessment results could be aggregated or disaggre­
gated, the LP lacks direction for the manner in which units should be aggregated or 
disaggregated. For example, the LP lacks any rationale for differentially or equally 
weighting results from each of the four strands when creating an overall indicator 
of understanding area.

Change.  In terms of change, the theory of learning and cognition should include an 
explanation of the mechanisms that lead to learning in the domain and the pathways 
along which learning progresses. This explanation should describe how the mechanisms 
change the cognitive processes, knowledge structures, strategies, and mental models as 
a learner becomes more accomplished in a domain. Furthermore, the explanation of 
how learning occurs should describe the nature of the cognitive processes, knowledge 
structures, strategies and mental models at critical points given the purpose of 
assessment, as the learner progresses from less to more accomplished in the domain 
or transitions from a novice to an expert.

Both Suppes (2002) and Pellegrino et al. (2001) have championed the specification of 
the mechanism for learning. Suppes (2002) argued that what are essentially the evidence 
rules and statistical model under ECD should be identical or at least similar in structure 
to the phenomena being modeled. As already noted, Pellegrino et al. (2001) advocated 
that the methods used to elicit performances as evidence and analyze and make infer­
ences from that evidence, represented by the Observation and Interpretation vertices of 
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the assessment triangle, respectively, should be explicitly coordinated with the targets of 
inference, represented by the Cognition vertex. The implications for assessment design 
of the view of how students learn was described by Pellegrino et al. (2001, p. 26):

Current assessments are also derived from early theories that characterize learning as a 
step‐by‐step accumulation of facts, procedures, definitions, and other discrete bits of 
knowledge and skill. Thus, the assessments tend to include items of factual and procedural 
knowledge that are relatively circumscribed in content and format and can be responded 
to in a short amount of time. These test items are typically treated as independent, discrete 
entities sampled from a larger universe of equally good questions. It is further assumed 
that these independent items can be accumulated or aggregated in various ways to produce 
overall scores.

While the LP includes distinct stages as the learner progresses from less to more sophis­
ticated understanding of length, area, shape composition and decomposition, and 
geometric shapes, it does not explicitly describe or explain the learning mechanisms 
that are hypothesized to produce more sophisticated concepts and practices. That is, 
the LP describes the nature of KSAs in different stages but omits a description of how 
the differences come about. Learners may move through stages by the step‐by‐step 
accumulation of discrete bits of knowledge and skill. If so, then assessments based on 
the geometric measurement LP would be developed and scored like conventional 
multiple choice tests. But if learners move through stages by reorganizing flawed mental 
models (Chi, 2008), then assessments based on the geometric measurement LP would 
be developed and scored to reflect an ordinal‐level scale.

Fairness.  In terms of fairness, the model of learning and the model of cognition 
should account for systematic differences in the way students from different back­
grounds learn and think. Pellegrino et al. (2001) also noted that models should address 
differences in the way students learn and perform in a domain. Typically, these differ­
ences would be related to culture, but these differences may also be related to other 
learner variables such as age or learning style. With respect to fairness, Lai et al. (2015) 
failed to include potential differences in the way students from different backgrounds 
learn and perform in a domain.

As our relatively short discussion suggests, fairness is perhaps the least developed 
aspect of how well the LP clarifies “geometric measurement of area” as the target of infer­
ence. The LP provides the assessment designer no guidance with respect to designing 
an assessment that is fair to learners from different cultures or learning styles.

Backing.  Finally, the theory of learning and cognition should be backed by empirical 
research. The assessment designer is making a claim that the theory of learning and 
cognition clarifies the domain‐specific cognitive processes, knowledge structures, 
strategies, and mental models that explain the targets of inference. In general, the 
greater the breadth and depth of the set of empirical studies that back the theory the 
better the theory is qualified to inform assessment design and development decisions. 
However, the required strength of the backing may be related to the stakes associated 
with the assessment. For example, the design and development of a relatively low‐stakes 
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assessment may be guided by a theory backed by less empirical support while the 
design and development of a relatively high‐stakes assessment should be guided by a 
theory backed by extensive empirical support.

The determination that a theory of learning and cognition is qualified to inform 
assessment design and development decisions is complicated. We challenge the 
reader to find universally agreed-upon rules or criteria for judging the quality of a 
theory. Toulmin (1958; see also Jackson, 2011) asserts that how data (e.g., the find­
ings from research studies) are interpreted as proof of a certain claim (e.g., that a 
theory of learning and cognition possesses structural validity) is highly field‐
dependent. Both the kind of warrants and the power of warrants that authorize the 
taking of data as proof of a claim grow from the transcendent, socially constructed, 
authority of a field. The conclusion on the quality of backing for a theory will depend 
on the conventions, practices, and values of the field to which the audience for that 
judgment belongs.

Toulmin is not alone in rejecting the use of universal criteria to evaluate backing for 
a theory. Drawing on discourse analysis, Hyland (2004, 2009) described a similar 
phenomenon that occurs across different academic fields, which have distinctive ways 
of asking questions, addressing a literature, criticizing ideas, and presenting arguments. 
These differences across fields even influence the verbs selected to describe findings 
from the literature (Wells, 1992): “It turns out, in fact, that engineers show, philosophers 
argue, biologists find, and linguists suggest” (Hyland, 2009, p. 11, italics in original). 
The use of field‐dependent criteria to evaluate backing for a theory is a particular 
problem for evaluating the area LP for use in assessment design and development. For 
example, at least some researchers in the mathematics education field (Lesh & Sriraman, 
2005), from which the research to construct the LP that we described previously was 
drawn, reject psychometric sources of backing as “perverse psychometric notions of 
‘scientific research’” (p. 500).

Some writers in the field of assessment have similarly acknowledged the field‐
dependent nature of judgments of backing. For example, Messick (1981, 1989) describes 
the ideologies of potential test users and argued that the different communities 
from which test users may be drawn bring different, but perhaps overlapping, 
conventions, practices, and values to the evaluation of validity and can reach 
radically different conclusions. Messick (1981, 1989; see also Kane, 2001; Hubley & 
Zumbo, 2011).

Critics may disagree and argue that, at some level, stakeholders from different fields 
will agree on criteria for determining that a theory is qualified to inform assessment 
design and development. We similarly acknowledge that evidence and rationales may 
be expressed in broad enough ways to be supported by stakeholders across most fields. 
But we nevertheless agree with Kuhn (1970) who argues that when expressed in that 
broad way, the evidence and rationales are powerless to settle difficult or contentious 
arguments. When expressed more precisely, such evidence and rationales diverge into 
field‐dependent conventions, practices, and values. As an example, most – if not all – 
stakeholders would agree with the claim that assessments should be fair but we con­
tend that the evaluation of arguments would quickly devolve into field‐dependent 
conventions, practices, and values when pressed on the claims that a particular 
assessment is fair.
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The establishment of some guidance for determining if a theory of learning and 
cognition used to inform assessment design and development has sufficient backing 
given the intended assessment use is important. Such a critical topic deserves more 
discussion than we can offer in this chapter. However, we urge the assessment community 
to avoid myopicism in proposing this guidance and remember that the audience for 
validity arguments, for which the support for the theory of learning and cognition that 
is used to inform assessment design and development is part of that argument, is likely 
drawn from diverse fields of practice including teachers and mathematics education.

Criterion 2: Identification of Relevant Content  
Features for Items or Tasks

As we discussed in the previous section, PAD approaches attempt to engineer intended 
interpretations and uses of assessment results through the explicit manipulation of the 
Observation vertex and the features of content that tend to effectively elicit targets of 
inference. Again, looking through the lens of PAD, a second criterion for the evaluation 
of theories of learning and cognition is the degree to which such theories give support for 
coordinating decisions with regard to the Observation  vertex of the assessment triangle. 
From the perspective of PAD, theories of learning and cognition, along with the 
empirical research associated with the theories, should inform the identification of 
important content features for eliciting evidence of learners’ status with respect to the 
targets of inference.

Typically, studies associated with theories of learning and cognition include rich 
descriptions of items and tasks employed in manipulating the use of cognitive processes, 
knowledge structures, strategies, and mental models; see, for example, Battista (1994), 
Battista et al. (1998), Baturo and Nason (1996), De Bock et al. (1998), and Zacharos 
(2006). Information on the important content features for eliciting evidence of learners’ 
status with respect to the targets of inference can be found in these descriptions of 
materials. Assessment designers can review these studies and link features of these 
items and tasks to elicitation of evidence with respect to the targets of inference. The 
greater the breadth and depth of empirical studies that link features of these items and 
tasks to elicitation of evidence with respect to the targets of inference, the stronger is 
the support that these content features are qualified to inform assessment design and 
development decisions.

The research associated with the LP on “geometric measurement of area” that we 
described above can be used to demonstrate the evaluation of the degree to which the­
ories of learning and cognition, along with relevant empirical studies supporting the 
model, inform the identification of important content features. As Table 2.1 shows spe­
cifically, the research literature identifies content features of tasks that elicit evidence 
with respect to students’ understanding of shape composition/decomposition, length, 
and area measurement. For example, Battista et  al. (1998) and Battista (1994) used 
incomplete figures with varying levels of scaffolding for students, such as full and 
partial grids, that support students in enumerating unit squares to varying degrees. 
Similarly, Zacharos (2006) provided a one‐inch square tile for students to iterate. 
Another feature of the assessment tasks in the research literature is the types of shapes 
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presented to students, including both regular rectangles  –  where the area formula 
applies – as well as irregular rectangles (e.g., T‐ or L‐shapes), non‐rectangular shapes 
(e.g., ovals), and finally completely irregular shapes (e.g., blobs) (Battista et al., 1998; 
Baturo & Nason, 1996; De Bock et al., 1998; Zacharos, 2006).

Criterion 3: Identification of Relevant Features of Learners’ Performances

Another means through which PAD attempts to engineer intended interpretations and 
uses is through the explicit manipulation of the Interpretation vertex of the assessment 
triangle and the associated features of performances that serve as evidence of learners’ 
status with respect to the targets of inference. The theory of learning and cognition, 
along with relevant empirical studies supporting the theory, should inform the descrip­
tion of the performances collected as evidence of learners’ status with respect to 
domain‐specific cognitive processes, knowledge structures, strategies, and mental 
models. Furthermore, the theory should offer guidance on how those responses should 
be evaluated and aggregated to support inferences with regard to learners’ status.

As was the case for content features in the previous sub‐section, information on the 
important features of performances collected as evidence of learners’ status with respect 
to the targets of inference can be found in the studies associated with the theory of 
learning and cognition. The same studies that provided descriptions of the items and 
tasks researchers have used also provide description of the kinds of performances that 
researchers have used as evidence of status with respect to the targets of inference. 
These studies can be reviewed and the features of performance extracted that are linked 
to status with respect to the targets of inference.

Again, the empirical studies associated with the “geometric measurement of area” LP 
can be used to demonstrate the evaluation of the degree to which the studies associated 
with theories of learning and cognition inform the identification of performances that can 
serve as evidence of learners’ status with respect to the targets of inference. Student non­
verbal behaviors are often accepted as evidence of the tenability of differentiating between 
six stages in the “area” strand of the LP from the research literature; these stages include (1) 
placing two shapes side by side to visually compare them along one dimension; (2) placing 
one shape on top of another; (3) decomposing, rearranging, and recomposing shapes from 
their constituent pieces; (4) using or creating units of equal sizes; (5) counting individual 
unit squares; skip counting unit squares; and (6) multiplying unit squares (Battista et al., 
1998; Baturo & Nason, 1996; Kamii & Kysh, 2006; Kordaki, 2003; Zacharos, 2006).

For example, when iterating units in the “area‐unit iteration” stage of the LP, students 
should cover the entire space without leaving gaps and without overlapping. Students may 
iterate with multiple copies of a single unit first and later move on to using a single unit 
and marking off their iterations with a pencil (Battista et al., 1998; Baturo & Nason, 1996; 
Zacharos, 2006). Whereas in the “two‐level composition/decomposition” stage of the LP, 
students should be able to decompose a shape, such as an irregular rectilinear shape, into 
simpler shapes whose areas can be computed and added to find the area of the total shape.

Table 2.2 shows the nature of learners’ performance that is typical in each of six stages 
from the “area” strand of the LP. The studies associated with the LP offer guidance on 
how those performances should be evaluated to support inferences with regard to 
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learners’ status on the LP; see, for example, the studies by Battista et al. (1998), Baturo and 
Nason (1996), Kamii and Kysh (2006), Kordaki (2003), and Zacharos (2006). The descrip­
tions of performance in Table 2.2 suggest a qualitative, rather than a quantitative, approach 
to coding performance so that learner performance can be more easily associated with 
one or more stages in the LP, rather than being assigned a single quantitative score.

Furthermore, the LP should offer guidance on how coded responses should be 
aggregated to support inferences with regard to what students know and can do, which 
is done by a statistical model. The “geometric measurement of area” LP describes devel­
oping competence in this area in terms of the integration of concepts and practices 
from geometric composition, decomposition, and measurement of length with earlier 
concepts and practice in geometric measurement. The conceptual structure of the 
“geometric measurement” LP suggests that a multidimensional statistical model with 
four dimensions would more faithfully support inferences with respect to under­
standing of area than a lower-dimensional or unidimensional model. To this point, 
recall that Pellegrino et  al. (2001) and Suppes (2002) underscore that the statistical 
model should be explicitly connected and coordinated with the model of learning and 
cognition during assessment design or the validity of the inferences drawn from the 
assessment results will be compromised.

Interface of Evaluation Criteria with Validity

Earlier in this chapter we noted that a common characteristic of PAD approaches is 
concerned with making explicit and transparent the assessment design and development 
decisions and the evidence and rationales supporting them. This concern leads 
naturally to the development of an argument for the validity of the interpretation and 
use of assessment results, which involves delineating and evaluating the plausibility of 
a set of claims (Kane, 2013).

Although several validation frameworks have been proposed over the years (e.g., 
Cronbach, 1988; Messick, 1989), Kane’s argument‐based approach (Kane, 2006, 
2013)  represents a popular current framework. Under this approach, theory‐based 
interpretations involve constructs of interest that are not directly observable but are 
tied through the theory to observable indicators such as test‐taker behaviors or 

Table 2.2  Typical learner performance in each of six stages from the “area” strand of the LP.

Stage Performance

Using area units Learner counts individual unit squares to compute area
Area‐unit iteration Learner places area units end to end along the length 

and width of the object, leaving no gaps
Using area composites Learner uses repeated addition to compute area
Using multilevel area 
composites

Learner multiplies the number of units in a row by the 
number of units in a column to compute area

Area is additive Learner adds together the area of two smaller squares 
to compute area of the larger rectangle

Adopt formal formula for area Learner multiplies length times width to compute area
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written or verbal responses to test items. According to Kane (2013), a theory‐based 
interpretation rests on the claims that the theory is plausible and that the indicators 
provide a reasonable gauge of the state or level of the construct.

Such evidence can be analytical or empirical. For example, analytical evidence might 
include analyses of the relevance of each indicator to its construct, typically produced 
during test development. Empirical evidence would permit an evaluation of the fit of 
the observed student responses to predictions of the theory. Assessment design and 
development following a PAD approach would fall squarely under theory‐based 
interpretations because all design decisions cascade from the conceptualization of the 
targets of inference.

The construction of an argument for the validity of a theory‐based interpretation 
under the argument-based approach has two major components, which, although 
fused in practice, are helpful to distinguish conceptually: (a) the interpretation and 
use argument, which lays out “the network of inferences and assumptions inherent in 
the proposed interpretation and use,” often represented as a series of claims (Kane, 
2013, p. 2); and (b) the validity argument, which involves collecting and evaluating 
relevant evidence for each separate claim in the interpretation and use argument to 
support an overall judgment about validity.

An example of a theory‐based interpretation is student status with respect to the LP 
of “geometric measurement of area.” The assessment of status with respect to under­
standing the concepts and practices of the “geometric measurement of area” is not 
directly observable but is tied to specific kinds of performances  –  defined by 
performance features – occurring in the context of specific kinds of items and tasks –  
defined by content features. The validity of assessment results for “geometric 
measurement of area” rests on the claims that the LP is plausible and the content and 
performance features provide reasonable indicators of status.

The argument for the validity of the theory‐based interpretation of results from the 
assessment of “geometric measurement of area” emerges naturally from the documen­
tation of decisions about which kind of performances to identify as evidence when the 
performances occur in the context of what kinds of content. In identifying content 
features, the assessment designer is making a claim that this content elicits evidence of 
learners’ status with respect to the targets of inference. The greater the number of 
studies in which these content features are found the stronger the empirical support for 
the claim that the features elicit evidence of learners’ status with respect to the targets 
of inference. The strength of the empirical evidence that supports identification of the 
content features provides corresponding support for the validity of the inferences 
drawn from the assessment results.

In identifying performance features, the assessment designer is making a claim that 
these performances are evidence for learners’ status with respect to the targets of infer­
ence. The greater the breadth and depth of studies found in which these performance 
features are used as evidence for the targets of inference, the stronger the empirical 
support for the claim that these performance features are indicators of status with 
respect to the targets of inference.

The interface of the evaluation criteria and validity is illustrated by the possible 
conceptual framework for the interpretation of assessment results with respect to 
understanding “geometric measurement of area” shown in Figure 2.3.
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Specifically, a possible interpretation and use argument for the assessment results 
is represented by the claims in text shown in Figure 2.3. The interface of the evalua­
tion criteria for the LP and the interpretation and use argument with respect to 

Geometric measurement is 
the intended target of 

inference

The geometric measurement 
LP clarifies the target of 

inference

Associated research 
describes items and tasks 

that elicit stages of the 
learning progression

Associated research 
describes performance that 
provide evidence of status 
on the learning progression

Assessment designers 
identify features of item 

and task content that elicit 
stages of the LP

Assessment designers
identify features of 

performance that provide 
evidence of stage on the LP

Test takers’ performances on 
items and tasks reflect status 

on the LP

Features of test takers’ 
performances are coded to 

reflect status on the LP

Coded performances are
aggregated to reflect status 

on the geometric 
measurement LP

Assessment results reflect 
status on the geometric 

measurement LP

The geometric measurement 
LP is supported by a broad 

set of empirical studies

The measurement model 
reflects the ordinal structure 

of the geometric 
measurement LP

Item writers
manipulate identified 

content features in creating 
items and tasks

Item writers include
identified performance 

features in creating rubrics 
and other coding materials

Figure  2.3  The validity argument for the interpretation of assessment results based on the 
“geometric measurement of area” learning progression.
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understanding “geometric measurement of area” is illustrated by the claims that are 
incorporated into the evaluation criteria for the LP.

Conclusion

In this chapter, we presented two common characteristics of PAD approaches and three 
criteria for evaluating how well models of learning and cognition inform assessment 
design and development decisions. These criteria were grounded in the view repre­
sented by PAD that assessment design and development is a systemic endeavor that 
coordinates activities representing all three of the vertices in the assessment triangle to 
create coherence; a lack of coherence threatens the validity of the interpretation of 
assessment results. The source of the coherence for this assessment system is the con­
scious and deliberate use of a theory of learning and cognition to guide and inform 
assessment design and development decisions throughout the process.

Our discussion of PAD has been narrowly focused on these three criteria. However, 
PAD, and the criteria grounded in PAD, might be broadened to embrace more of the 
concepts and practices involved in making judgments about the technical quality of 
assessments and in making judgments about the intended consequences of test use. One 
means of broadening PAD would be to integrate findings from studies of validity and 
reliability as a coherent component through the conscious and deliberate use of a theory 
of learning and cognition to guide and inform the design and interpretation of such studies.

A further means of broadening PAD is to consider the theory of action for an 
assessment system, which hypothesizes the cause–effect relationships among inputs, 
activities, and the intended outcomes or consequences. The theory of action has clear 
implications for how assessment items are designed to elicit evidence of student status 
with regard to the theory of learning and how student responses will be interpreted to 
make claims about student standing on the construct(s) targeted by the assessment. 
It prompts test designers as well as test users to be explicit about how the interpretive 
claims of the assessment will lead to the intended outcomes or effects, via action 
mechanisms, and should also anticipate potential unintended outcomes due to 
misinterpretation or misuse of test results.

The outcomes of a theory of action feed back into the assessment triangle by providing 
a check on the match between theory and outcomes. For example, an unintended 
assessment consequence is subgroup differences in test results (i.e., differential impact) 
which may lead to under‐ or over‐selection of these groups for program placement, 
advancement, or other decisions. While subgroup differences may be the result of 
weaknesses in the measurement procedure (e.g., differential item functioning or 
differential test functioning), it may also suggest that the theory of learning is not gen­
eralizable to particular subgroups and may need to be modified. This may occur when 
the theory of learning is extended beyond the contexts in which it has been empirically 
tested (Kane, 2006). While the assessment triangle promotes coherence for assessment 
design and development, the iterative cycle between the three vertices is also impacted 
by test score use which occurs outside the cycle. A theory of action provides mecha­
nisms for checks and balances between what happens within the assessment triangle 
and external uses of test results that lead to both intended and unintended outcomes.
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Finally, we urge that everyone involved in assessment development insist that 
measurement professionals document evidence of and rationales for claims of 
coherence between the intended interpretations and uses of assessment results and the 
assessment design and development decisions. The evidence and rationales supporting 
claims of coherence should be expected as part of any report on assessment design and 
development. Documentation should also be expected that details how features of 
content and the features of performances support coherence with respect to their 
intended interpretation. By insisting on such documentation, they may disrupt 
established assessment design and development routines. However, these routines may 
incorporate outdated assumptions that are at odds with contemporary theories of 
learning and cognition and their embedded targets of inference.
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Long ago, John Bormuth referred to the process of item and test development as a “dark 
art,” in which “construction of achievement test items [is] defined wholly in the private 
subjective life of the test writer” (Bormuth, 1970, pp. 2–3; also cited in Ferrara, 2006, p. 2). 
Much has changed – or, rather, much is in the process of changing. Some assessment 
programs now use principled approaches to assessment design, development, and 
implementation that shed light on the “dark art.” Similarly, many assessment programs 
now use an argumentation approach to the validation of test score interpretations and 
uses (see Kane, 2006, 2013, 2016), though the matter of how to implement this approach 
in a consistent and rigorous manner is far from settled (see Borsboom & Markus, 2013; 
Lissitz & Samuelson, 2007).

In this chapter, we describe and develop five foundation elements and an organizing 
element that define principled approaches to assessment design, development, and 
implementation and the ongoing accumulation and synthesis of evidence to support 
claims and validity arguments. Specifically, the five foundation elements are (a) clearly 
defined assessment targets, (b) a statement of intended score interpretations and uses, 
(c) a model of cognition, learning, or performance, (d) aligned measurement models 
and reporting scales, and (e) manipulation of assessment activities to align with 
assessment targets. The overarching, organizing element is the ongoing accumulation 
of evidence to support validity arguments.

We illustrate five principled assessment design approaches currently in use 
that adapt and embed the foundation elements and discuss how the five approaches 
emphasize the five elements differently. The five approaches are:

1.	 Evidence‐centered design (ECD),
2.	 Cognitive design systems (CDS),
3.	 Assessment engineering (AE),
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