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Preface

The concept for the first edition of Sea Ice was developed

in 1999, and the idea was to provide a resource where

the key aspects of the physics, geophysics, chemistry,

biology and geology of research into sea ice were

presented in such a way that non-experts in the field

could find the basic principles in an easy-to-understand

text. This first edition was a compilation of 11 chapters

written by 15 authors, who succinctly summarized

much of the international effort into sea ice research

that had been undertaken in the 1980s through

to 2000.

Almost as soon as Sea Ice was published in 2003, it was

clear that a second edition would be required to capture

even a sense of the explosion of research activity into sea

ice, fuelled by a rapidly changing appreciation of how

seasonal sea ice dynamics were changing in the Arctic

Ocean, and the implications of sea ice to large-scale

ecosystem and biogeochemical processes. To best reflect

this change in research activity the second edition

contained 15 chapters, authored by 32 specialists.

The international effort into the study of sea ice

continues unabated and the efforts have become

increasingly multinational and multidisciplinary,

requiring considerable ambition and resources from

stretched funding agencies. With so much going on, it

became evident that there was, more than ever, a need

for a revised resource to which non-specialists can turn

to for an introduction to the many specialized facets

that contribute to our understanding of sea ice science.

In this third edition we have 27 chapters written by

63 authors.

That the book has required a revision every 7 years

is of course an exciting reflection of the great deal of

effort undertaken by an army of researchers around the

globe who share a fascination for ice-covered oceans and

seas. However, scientific curiosity is not enough to justify

the allocation of the massive research and infrastructure

budgets that underpin our endeavours. Rather, over the

past decades it is the huge impact that sea ice has on

the planet, and the consequences for the whole Earth

System that drive the increasingly ambitious agendas to

study sea ice. The impacts of the polar regions on society

are now widely reported, and the consequences of not

investing in the study of these frozen waters are well

understood outside of the scientific community.

It is an exciting time to be involved in sea ice

research and there are many international initiatives

that reflect the large international effort. Several of

the chapters are collaborations of authors engaged in

the Scientific Committee for Ocean Research (SCOR)

Working Group, Biogeochemical Exchange Processes

at the Sea–Ice Interfaces (BEPSII). Groups like this will

be central to setting the agenda for the next phases of

sea ice research, and, dare I say it, the need for a fourth

edition – as I write this, it is difficult to contemplate, but

I said that the last time! From the numbers presented

above, and at a similar rate in the accumulation of sea

ice knowledge, it looks as though there would need

to be between 40 and 50 chapters written by around

120 authors.

Editing a book like this brings the editor into close

contact with the trials and tribulations of the experts

giving up their time to write. It is not easy to find

the time and space for such projects, especially when

juggling complicated work–life balance around teaching

schedules, searching for funding, managing laboratories

and departments, as well as long field seasons on

research ships or remote field camps. Added to which,

book chapters are not always given their deserved credit

in these days of output-driven metrics and evaluations.

I have been astounded by the dedication of the authors,

and the book is a testament to the underlying passion

that the team has put into the project for the benefit of

the much wider community.

xi
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xii Preface

As the ideas for the book evolved in 2013, the

international sea ice community lost three eminent

colleagues: Katharine Giles (1978–2013), Tim Boyd

(1958–2013) and Seymour Laxon (1963–2013). Tim

had been one of the first to sign up to be an author

on Chapter 7. As this book goes to the printers, I have

just heard of the loss of a dear friend, a sea ice copepod

expert, Sigi Schiel (1946–2016). It seems fitting that

this third edition of Sea Ice is dedicated to the memory

of the four of them.

David N. Thomas

School of Ocean Sciences

Bangor University

Menai Bridge

UK

Marine Research Center

Finnish Environment Institute (SYKE)

Helsinki

Finland
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CHAPTER 1

Overview of sea ice growth and properties
Chris Petrich1 and Hajo Eicken2

1Northern Research Institute Narvik, Narvik, Norway
2University of Alaska Fairbanks, Fairbanks, AK, USA

1.1 Introduction

A recent, substantial reduction in summer Arctic sea

ice extent and its potential ecological and geopolitical

impacts generated a lot of attention in the media and

among the general public. The satellite remote-sensing

data documenting such recent changes in ice coverage

are collected at coarse spatial scales (Chapter 9) and

typically cannot resolve details finer than about 10 km

in lateral extent. However, many of the processes that

make sea ice such an important aspect of the polar

oceans occur at much smaller scales, ranging from the

sub-millimetre to the metre scale. An understanding

of how large-scale behaviour of sea ice monitored by

satellite relates to and depends on the processes driving

ice growth and decay requires an understanding of the

evolution of ice structure and properties at these finer

scales and this is the subject of this chapter.

The macroscopic properties of sea ice are of interest

in many practical applications discussed in this book.

They are derived from microscopic properties as con-

tinuum properties averaged over a specific volume

(representative elementary volume) or mass of sea ice.

This is not unlike macroscopic temperature and can be

derived from microscopic molecular movement. The

macroscopic properties of sea ice are determined by the

microscopic structure of the ice, i.e. the distribution,

size and morphology of ice crystals and inclusions. The

challenge is to see both the forest (i.e. the role of sea ice

in the environment) and the trees (i.e. the way in which

the constituents of sea ice control key properties and

processes). In order to understand and project how the

forest will respond to changes in its environment, we

Sea Ice, Third Edition. Edited by David N. Thomas.
© 2017 John Wiley & Sons, Ltd. Published 2017 by John Wiley & Sons, Ltd.

have to understand the life cycle of its constituents, the

trees. Here, we will adopt a bottom-up approach, start-

ing with the trees, characterizing microscopic properties

and processes and how they determine macroscopic

properties, to lay the groundwork for understanding

the forest. In using this approach, we will build up from

the sub-millimetre scale and conclude with the larger

scales shown in Figure 1.1.

Sea ice would not be sea ice without salt. In fact, take

away the salt and we are left with lake ice, differing

in almost all aspects that we discuss in this chapter.

The microscopic and macroscopic redistribution of

ions opens the path to understanding all other macro-

scopic properties of sea ice. We will therefore start in

Section 1.2 by looking at the influence of ions on ice

growth at the scale of individual ice crystals, in sea ice

growing under both rough and quiescent conditions. We

will continue in Section 1.3 by looking at the dynamic

feedback system between fluid dynamics and pore vol-

ume, both microscopically and at the continuum scale.

We will point out that our knowledge is far from exhaus-

tive in this fundamental aspect. However, armed with a

basic understanding of crystal structure, phase equilibria

and pore structure, we can shed light on ice optical,

dielectric and thermal properties and macroscopic ice

strength in Section 1.4. One of the most discussed

aspects of sea ice is its presence or absence. We will look

at the growth and energy budget of sea ice and touch

on deformation and decay processes in Section 1.5.

1.1.1 Lake ice versus sea ice
Ice in a small lake tends to form before coastal sea ice at a

similar location. This is largely explained by the fact that,

1
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2 Chapter 1

I. Ice growth

II. Ice deformation

III. Ice evolution and melting
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Figure 1.1 Ice types, pack ice features and growth, melt and deformation processes.
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Overview of sea ice growth and properties 3

in contrast to freshwater, the temperature of maximum

density of seawater is not above the freezing point. If a

freshwater body is cooled from above then the water

body undergoes convective overturning until the tem-

perature reaches +4∘C, after which the coldest water

stays at the surface where it is cooled rapidly. Hence, ice

formation starts relatively early in the season but pro-

gresses slowly as the underlying water mass is still above

freezing. The situation is different if strong winds con-

tinuously overturn the water (e.g. in big lakes), or if ice

grows from seawater. In these cases, the entire mixed

layer has to be cooled to the freezing point before ice for-

mation sets in. Once this happens, however, thickening

progresses relatively quickly.

Salt further impacts ice microstructure. The pho-

tographs in Figure 1.2 show the surface of snow-free

lake ice and sea ice in spring near Barrow, Alaska.

Despite comparable thickness and growth conditions,

lake ice, transparent, appears much darker than sea

ice, which scatters light. This is also expressed in a

large difference in albedo (the fraction of the inci-

dent short-wave radiation reflected from a surface;

Section 1.4), such that more than three-quarters of the

incoming short-wave irradiative flux penetrates the lake

ice surface into the underlying water, compared with

less than half for a sea ice cover. This has substantial

consequences for the heat budget of the ice cover

and the water beneath. The fact that sea ice albedo is

typically higher than open water albedo by a factor of

up to 10 gives rise to the so-called ice–albedo feedback:

a perturbation in the surface energy balance resulting in

a decreased sea ice extent due to warming may amplify,

as the ice cover reduction increases the amount of

solar energy absorbed by the system (Chapter 4; Curry

et al., 1995; Perovich et al., 2007). For low-albedo lake

ice, this effect is less pronounced. What causes these

(a) (b)

50 mm 50 mm 0.5 mm50 mm

50 mm 50 mm 0.5 mm50 mm

(c) (d)

(e)

(f) (g) (h)

Figure 1.2 Surface appearance and microstructure of winter lake ice (Imikpuk Lake, top, panels a–d) and sea ice (Chukchi Sea
landfast ice, bottom, panels e–h) near Barrow, Alaska. The bright features apparent in the lake ice are cracks that penetrate all the
way to the bottom of the ice cover (close to 1 m thick), while the clear, uncracked ice appears completely black (a, top). (e) The sea
ice surface photograph shows a network of brine channels that join into a few feeder channels. (b, c, f, g) Photographs of vertical
thin sections from the two ice covers, with (b) and (f) recorded between crossed polarizers, highlighting different ice crystals in
different colours. Panels (c) and (g) show the same section as (b) and (f) in plain transmitted light, demonstrating the effect of brine
inclusions on transparency of the ice. (d, h) Photomicrographs showing the typical pore structure at a temperature of −5∘C (lake
ice) and −15∘C (sea ice), with few thin inclusions along grain boundaries in lake ice (d) and a network of thicker brine inclusions in
sea ice (h).
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contrasts? As the thin-section photographs in Figure 1.2

demonstrate, lake ice is nearly devoid of millimetre and

sub-millimetre liquid inclusions, whereas sea ice can

contain more than 10 mm–3. The inclusions scatter light

due to a contrast in refractive index (Section 1.4). This

explains both the high albedo and lack of transparency

of thicker sea ice samples.

The crystal microstructure differs between lake ice

and sea ice. Lake ice grows with a planar liquid–solid

interface rather than a lamellar interface, as is the case

of sea ice. In sea ice, brine is trapped between the

lamellae at the bottom of the ice, allowing for retention

of between 10% and 40% of the ions between the ice

crystals. While the differences in bulk ice properties,

such as albedo and optical extinction coefficient, are

immediately obvious from these images, the physical

features and processes responsible for these differences

only reveal themselves in the microscopic approach,

as exemplified by the thin-section images depicting

individual inclusions (Figure 1.2). In the sections that

follow, we will consider in more detail how microstruc-

ture and microphysics are linked to sea ice growth

and evolution, and how both in turn determine the

properties of the ice cover as a whole.

1.2 Ions in the water: sea ice
microstructure and phase diagram

1.2.1 Crystal structure of ice Ih
The characteristic properties of sea ice and its role in the

environment are governed by the crystal lattice structure

of ice Ih, in particular its resistance to the incorporation

of sea salt ions. Depending on pressure and temperature,

water ice can appear in more than 15 different modifi-

cations. At the Earth’s surface, freezing of water under

equilibrium conditions results in the formation of the

modification ice Ih, with the ‘h’ indicating crystal sym-

metry in the hexagonal system. Throughout this chapter,

the term ‘ice’ refers to ice Ih.

Water molecules (H2O) in ice are arranged tetra-

hedrally around each other, with a six-fold rotational

symmetry apparent in the so-called basal plane

(Figure 1.3). This is why snowflakes have six-fold

symmetry. The principal crystallographic axis [referred

to either as the corresponding unit vector (0001)

or simply as the c-axis] is normal to the basal plane

and corresponds to the axis of maximum rotational

symmetry (Figure 1.3). The interface of the basal plane

is smooth at the molecular level. The basal plane is

spanned by the crystal a-axes, and the crystal faces

(a)

(b)

(c)

Figure 1.3 Crystal structure of ice Ih (from Weeks & Ackley, 1986). The c-axis is indicated at left and right, and the centre panels
correspond to a view along (top) and normal (bottom) to the c-axis.
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perpendicular to this plane are rough at the molecular

level. The different interface morphologies result in

different interface kinetics and are responsible for a

pronounced anisotropy in growth rates. For example,

the higher growth rates in the basal plane lead to

the development of individual frazil ice crystals with

thickness-to-width ratios on the order of 1:10 to 1:100

(Hobbs, 1974). Another key aspect of the ice crystal

structure is the fact that the packing density of water

molecules in ice, and hence its material density, is lower

than in the liquid. In the liquid state, water molecules

are arranged as hydrate shells surrounding impurities

(e.g. sea salt ions) owing to the strong polarity of the

water molecule. However, accommodation of sea salt

ions is greatly restricted in the ice crystal lattice. Only

very few species of ions and molecules are incorporated

in the ice crystal lattice in appreciable quantities (either

replacing water molecules or filling voids) owing to

constraints on size and electric charge. Among them

are fluorine and ammonium ions and some gases.

However, the major ions present in seawater (Na+, K+,

Ca2+, Mg2+, Cl−, SO4
2−, CO3

2−) are not incorporated

into the ice crystal lattice, are rejected from the crystal

and accumulate at the interface during crystal growth.

This has important consequences for the microstructure

and properties of sea ice, as part of the salt is retained

in liquid inclusions between the ice lamellae, while a

larger fraction eventually enters the underlying water

column. Both of these processes and their implications

will be discussed in the following subsections and in

Sections 1.3 and 1.4.

1.2.2 Columnar ice microstructure
and texture
As ice grows and the ice–water interface advances

downwards into the melt, ions are rejected from the

ice. The solute concentration of ions builds up ahead of

the advancing interface, increasing the salinity of a thin

layer of a few millimetres in thickness. The resulting

gradient in salt concentration leads to diffusion of

salt away from the interface towards the less saline

ocean. Thermodynamic equilibrium dictates that the

microscopic ice–water interface itself is at the respective

melting/freezing point. As the freezing point decreases

with increasing salinity, an increase in salt concentration

goes along with a drop in temperature. This leads to

a heat flux from the ocean towards the now colder

interface.

Heat transport through this boundary layer from the

warmer ocean to the colder interface is faster than ion

diffusion away from the enriched interface. As a result,

a thin layer is established ahead of the interface that is

cooled below the freezing point of the ocean but only

slightly enriched in salinity above the ocean level. This

layer is said to be constitutionally super-cooled as its

temperature is below the freezing point of the brine

(Figure 1.4).

It is this constitutional super-cooling that distin-

guishes the growth of lake ice from that of sea ice

and helps to explain their respective crystallographic

properties. Any small (sub-millimetre) perturbation

of a planar ice–water interface that protrudes into

the constitutionally super-cooled zone finds itself at

a growth advantage, as not only is heat conducted

upwards and away from the ice–water interface, but

the super-cooled water layer also provides a heat sink.

Considering that ice grows fastest in the basal plane,

crystals with horizontal c-axes quickly outgrow crystals

with c-axes off the horizontal in a process termed

geometric selection. By the time ice is thicker than

0.2 m, the c-axes of the remaining crystals are almost

exclusively horizontal (Weeks & Wettlaufer, 1996). The

solute rejected by a protrusion contributes to a freezing

point reduction of the brine along the protrusion

boundaries. Consequently, such perturbations can grow

into ordered patterns of lamellar bulges at the ice–water

interface (for a quantitative analysis of constitutional

super-cooling, see Weeks, 2010). The morphology of

the interface is mostly reported to be lamellar or cellular

(Figure 1.5). In the case of brackish ice grown from

Cs T

S(z)
T(z)

Tf(z)
z z

Soild

Liquid Constitutionally

super-cooled 

layer

Si Sw

Figure 1.4 Schematic depiction of the lamellar ice–water inter-
face (skeletal layer) and the corresponding salinity (left) and
temperature (right) gradients. The freezing temperature pro-
file is shown as a dashed line at right, with a constitutionally
super-cooled layer bounded by the actual temperature gradient
and the salinity-dependent freezing-point curve.
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(a) (b)

(c) (d)

Figure 1.5 (a–d) Thin-section photographs of columnar sea ice grown in a large ice tank (Hamburg Environmental Test Basin,
INTERICE experiments) in the absence of an under-ice current (a, b; porosity 0.154, mean pore area 0.096 mm2) and with a cur-
rent speed of 0.16 m s–1 (c, d; porosity 0.138, mean pore area 0.077 mm2). Images (a) and (c) have been recorded between crossed
polarizers (section is 20 mm wide), with grain boundaries apparent as transitions in grey shades due to different interference colours.
Images (b) and (d) show the same section with pores indicated in black based on processing of images recorded in incident light.

water with very low salinities, a planar interface may

remain stable throughout the growth process (Weeks &

Wettlaufer, 1996).

The growth of individual ice platelets into super-

cooled water is most readily observed in the vicinity

of Antarctic ice shelves (Jeffries et al., 1993; Leonard

et al., 2006) and under Arctic sea ice that is separated

from the ocean by a meltwater lens (Notz et al., 2003).

Characteristic of the resulting crystal fabric are com-

paratively large platelets whose c-axes deviate from the

horizontal seemingly at random. The process of their

formation is poorly understood; one hypothesis is that

they are seeded by frazil crystals that formed in the

super-cooled water.

When fully developed, as in the case of ordinary

columnar sea ice (Figure 1.6), the lamellar interface

consists of sub-millimetre-thick blades of ice, separated

by narrow films of brine, so-called brine layers. The

skeletal layer forms the bottom-most centimetres of

sea ice where these brine layers separate individual ice

lamellae. It has no appreciable mechanical strength and

a porosity of about 30% in its upper reaches. Significant
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Figure 1.6 Schematic summarizing the main ice textures, growth conditions and timescales and typical winter temperature and
salinity profiles for first-year sea ice.

advective brine exchange with the ocean occurs in the

skeletal layer and above (Section 1.3).

Consolidation of the skeletal layer follows a trajectory

in the phase diagram (Figure 1.7 – although for a

smaller bulk salinity than shown in the figure). As the

thickness of the ice cover increases, isotherms move

downward and the temperature at a given vertical level

decreases, ice forms by thickening the lamellae and the

fraction of liquid decreases. Eventually, the ice lamellae

connect and consolidate into a porous sea ice matrix of

strength. During this consolidation process, brine is lost

from the ice, as described in more detail in Section 1.3.

Although not rigorously accurate, the principal process

is the reverse of the warming sequence depicted in

Figure 1.8.

The basic crystal pattern laid down in the skeletal

layer is retained during ice growth in the form of grain

and pore microstructure, i.e. the size and orientation of

crystals and the layer spacing of pores. This is illustrated

in Figure 1.5, which shows horizontal thin sections of

two different varieties of columnar ice grown under the

same conditions, except for a difference in the under-ice

current. Ice grown in the absence of externally imposed

currents exhibits the typical lamellar substructure,

with parallel brine layers within individual crystals

(also called ‘grains’). Along grain boundaries, the size

and shape of pores are more heterogeneous, with

brine tubes and channels of several millimetres in

diameter apparent in the lower right of Figure 1.5(b).

The arrangement, shape and size of crystals define the

texture of the ice (Figure 1.6).

Ice grown in a current also exhibits a grain substruc-

ture delineated by pores, but the degree of parallel

alignment of pores and the aspect ratios of individual
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inclusions are very different, as are the grain sizes

(Figure 1.5c,d). This difference arises from differences in

the thickness and degree of super-cooling at the inter-

face, which depend on ice growth rate, seawater salinity

and, as illustrated here, the magnitude of currents

transporting solute away from the ice. Currents also

affect the horizontal orientation of the crystal c-axes.

c-axes tend to point parallel to the direction of a unidi-

rectional under-ice current. It appears that salt transport

away from the interface is enhanced for crystals with

lamellae oriented perpendicular (c-axes parallel) to the

current, providing them with a growth advantage that

eventually results in the dominance of c-axes parallel

to the current (Langhorne & Robinson, 1986). Hence,

under-ice currents enhance the anisotropy of the colum-

nar sea ice.

A further aspect of the lamellar substructure is that

the spacing of ice lamellae depends on growth rate.

Nakawo & Sinha (1984) demonstrated this for Arctic

sea ice, where the down-core reduction in growth rate

(see Section 1.5) closely corresponded to an increase in

the brine layer spacing a0. Typically, a0 is on the order

of a few tenths of a millimetre. However, in what is

probably the oldest sea ice sampled to date, grown at

rates of a few centimetres per year, Zotikov et al. (1980)

found brine layer spacings of several millimetres.

The skeletal layer harbours one of the greatest con-

centrations of phytoplankton in the world’s oceans by

providing a habitat for diatoms and other microorgan-

isms and, in turn, grazers (Smith et al., 1990; see also

Chapters 13–16). As algae depend not only on sunlight

but also on nutrients for photosynthetic activity, in

many areas the most active layer of ice organisms is

found within the bottom few centimetres of the ice

cover, where high porosities and permeabilities and

the proximity of the ocean reservoir provide a suffi-

cient influx of inorganic nutrients and gas exchange

(Chapters 14, 17 and 18). At the same time, this

layer offers some protection from the largest grazers

(Chapter 16) and presents photosynthetic organisms

with a foothold at the top of the water column where

irradiative fluxes are highest (Chapter 14; Eicken,

1992a).

1.2.3 Granular ice microstructure
and texture
Water at temperatures below the freezing point is

called super-cooled. Typically, seawater cannot be
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Figure 1.8 Thermal evolution of fluid inclusions in first-year sea ice obtained near Barrow, Alaska (0.13–0.16 m depth, sample
obtained in March 1999 and maintained at in situ temperatures after sampling up until experiment; for details see Eicken et al.,
2000) as studied with magnetic resonance imaging techniques. The upper three panels show a vertical cross-section through the
sample as it is warmed, with pores appearing dark. The middle panels show the size distribution of the major pore axes amaj (upper
10th percentile), indicating enlarging and merging of pores in the vertical. The change in pore size, morphology [as indicated by the
maximum ratio between major and minor pore axis length, max(amaj∕amin)] and number density Np is apparent in the lower panels,
which show a smaller subset of pores at 0.15 m depth.

super-cooled by more than 0.1 K because abun-

dant impurities act as nucleation sites for ice crystals

(Fletcher, 1970). As a result, ice forming in water sub-

jected to overturning by winds will develop ice crystals

that are kept in suspension until a surface layer of ice

slush builds up that reduces mixing agitated by wind.

These ice crystals take the shape of needles, spicules

or platelets, often intertwined into aggregates, and are

known as frazil ice (Figure 1.6). Individual crystals are

typically a few to a few tens of millimetres in diameter

and less than a millimetre in thickness (Weeks, 2010).

The surface slush starts to consolidate by freezing of

the interstitial brine from the top downwards. Shielded

from winds, the ice grows below the slush in a radically

different, quiescent environment.

The stratigraphy of a ‘typical’ ice cover is revealed

through analysis of vertical core sections. It consists of

a sequence of granular ice (a few centimetres to tens

of centimetres at most in the Arctic, but substantially

more in other, more dynamic environments such as
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the Antarctic), with randomly oriented, isomeric or

prismatic crystals [see detailed descriptions in Weeks

(2010) and Tyshko et al. (1997)], followed by a

transitional layer that is underlain by columnar ice

(congelation ice), composed of vertically elongated pris-

matic crystals that can grow to several centimetres in

diameter and tens of centimetres in length (Figure 1.6;

see above for details).

1.2.4 Frazil ice
Congelation growth of sea ice with columnar tex-

ture typically dominates in the Arctic. However,

frazil ice growth resulting in granular textures is also

common and even more so in the Southern Ocean.

Growth of individual platelets and needles of frazil

in a super-cooled water column differs from growth

of congelation ice insofar as both heat and salt have

to be transported away from the interface into the

surrounding ocean water. Consequently, beyond a

certain size, individual frazil crystals develop rough,

dendritic surfaces as a result of solute build-up. Frazil

growing in the turbulent uppermost metres of the ocean

has the tendency to aggregate into clusters of crystals.

The clusters are capable of sweeping particulates and

biota from the water column, and carrying them to the

surface as a layer of frazil or grease ice accumulates

(Reimnitz et al., 1990; Smedsrud, 2001; Chapter 7).

Despite its abundance, some aspects of frazil growth

are not that well understood: its inherent ‘stickiness’,

enhancing concentrations of biota in Antarctic sea ice,

or the conditions governing the growth of larger ice

platelets at greater depths (Bombosch, 1998). Frazil ice

growth in the presence of melting Antarctic ice shelves

is capable of generating large volumes of crystals that

contribute to the mass balance of both ice shelves and

coastal sea ice (e.g. Leonard et al., 2006).

Another aspect of frazil growth that is currently not

well understood is the actual consolidation of loose

masses of frazil crystals, with ice volume fractions of

between about 10% and 30% in solid granular sea

ice. Evidence from oxygen stable-isotope and salinity

measurements of individual crystals and layers of

granular ice suggests that the consolidation process is a

combination of downward freezing of voids among the

mesh of frazil crystals and transformations in the size

distribution and morphology of the crystals themselves.

This is similar to what has been observed to occur in

water-saturated snow slush (Eicken, 1998). Recent

work (Maus & De la Rosa, 2012; Naumann et al.,

2012) has indicated that consolidation of frazil slush

can be understood in terms of removal of salt through

convective overturning and progressive freezing of

remaining voids. Further work to explore these pro-

cesses is needed, as frazil ice growth is a key process in

the interaction of ocean and atmosphere, which is of

increasing importance in an ice-diminished Arctic (see

Chapter 6).

1.2.5 Formation of sea ice
In the Antarctic, higher wind speeds, the effects of

ocean swell penetrating from higher latitudes and

the larger number of openings in the pack greatly

favour the formation of frazil ice. As a result, fazil

ice can constitute as much as 60–80% of the total ice

thickness in some regions (Lange et al., 1989; Jeffries

et al., 1994). The ice edge advances northwards from

the Antarctic continent by as much as 2500 km from

austral autumn through to spring (Chapter 10). This

dynamic ice-growth environment favours growth of

frazil ice and leads to the predominance of the so-called

pancake ice (Figure 1.1). Pancake ice forms through

accretion of frazil crystals into centimetre-sized floes of

ice that in turn accrete into decimetre-sized pans of ice.

Under the action of wind and ocean swell penetrating

deep into the sea ice zone, these pans bump and grind

against one another, resulting in a semi-consolidated

ice cover composed of ice discs with raised edges that

are from a few centimetres to more than 10 cm thick.

These pancakes eventually congeal into larger units

(Wadhams et al., 1987). Once the ice cover has consoli-

dated into a continuous, solid sheet or larger floes with

snow accumulated on top, only characteristic surface

roughness features (‘stony fields’ or ‘rubble ice’) betray

its dynamic origins. However, stratigraphic analysis

of ice cores clearly demonstrates that the ice cover is

largely composed of individual pancakes, often tilted

or stacked in multiplets on top of one another. The

interstices between the individual pancakes eventually

consolidate through a combination of frazil growth

and freezing of congelation ice (Lange et al., 1989).

Typically, these processes account for ice thicknesses

of up to 0.5 m (Wadhams et al., 1987; Worby et al.,

1998).

In the Arctic, recent reductions in perennial ice

extent (Chapter 11) may now increasingly favour the

formation of frazil ice. The limited data available to date
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do suggest an increase in the proportion of granular ice

compared with previous studies (Perovich et al., 2008),

but more observations are needed to confirm these

early indications. In the past, most of the ice cover was

composed of congelation ice (Weeks, 2010).

1.2.6 Phase relations in sea ice
Unlike zinc and copper in brass alloys, sea salts and ice

do not form a solid solution in which the constituents

intermingle in different proportions. Hence, the ques-

tion arises as to what exactly the fate is of ions in freez-

ing seawater. In order to fully address this problem, one

needs to consider the physicochemical phase relations of

an idealized or somewhat simplified seawater system.

Sodium and chloride ions (Na+, Cl−) account for

roughly 85%, sulphate ions (SO4
2−) for 8%, and

magnesium, calcium and potassium for another 6% of

the mass of salts dissolved in seawater. Owing to the

predominance of sodium and chloride ions in seawater,

many aspects of sea ice properties and structure can

already be observed in a simple sodium chloride solu-

tion. More sophisticated representations of seawater

typically take into account Na+, K+, Ca2+, Mg2+, Cl−,

SO4
2− and CO3

2−. In his classical study of the phase

relations in sea ice, Assur (1960) assumed a constant

‘standard’ composition for sea ice. While such an

approach is inadequate for geochemical studies (Marion

& Grant, 1997; Chapter 17) and does present problems

with ice that is strongly desalinated or grown in isolated

basins, it is sufficient to predict the most important

characteristics of sea ice behaviour upon cooling or

warming.

Figure 1.7, taken from Assur’s work, serves to illus-

trate the key aspects of the phase relations in sea ice. In

a closed system (i.e. the mass fraction of all components

is constant) one would observe that for seawater of

salinity 34, cooled below the freezing point at –1.86∘C,

the ice fraction steadily increases as the temperature

is lowered, assuming that the individual phases are in

thermodynamic equilibrium. As the ions dissolved in

seawater are not incorporated into the ice crystal lattice,

their concentration in the remaining brine increases

steadily. At the same time, the freezing point of the

brine decreases, co-evolving with the increasing salinity

of the liquid phase. At a temperature of –5∘C, the ice

mass fraction in the system amounts to 65% and the

salinity of the brine in equilibrium with the ice has risen

to 87. At –8.2∘C, the concentration of salts has increased

to the point where the solution is supersaturated with

respect to sodium sulphate, a major component of

seawater, resulting in the onset of mirabilite precip-

itation (Na2SO4⋅10H2O; Figure 1.7). If one were to

continue lowering the temperature of the system,

mirabilite would continue to precipitate in the amounts

specified in Figure 1.7. Other salts precipitating during

the freezing of seawater include ikaite (CaCO3⋅6H2O),

the distribution and mineralogy of which we have only

learned more about in very recent times (Dieckmann

et al., 2010; Papadimitriou et al. 2013, 2014; Hu et al.,

2014), as well as hydrohalite (NaCl⋅2H2O). The latter is

predicted to start precipitating at –22.9∘C, with roughly

90% of the precipitable sodium chloride present as

hydrohalite at –30∘C (Figure 1.7). While the mass

fraction of brine drops below 8% at –30∘C, even at

the lowest temperatures typically encountered in sea

ice (around –40∘C), a small but non-negligible liquid

fraction remains. The presence of unfrozen water

even at these low temperatures has important conse-

quences, in particular for the survival of microorganisms

overwintering in sea ice (Chapters 13–16).

Salinity measurements have undergone changes

throughout history (Millero et al., 2008). Originally,

the saltiness of ocean water was defined as the ratio

of the mass of dissolved material to the mass of the

solution. However, the mass of dissolved material is

difficult to measure by evaporation as many crystalline

salts are bound with water and volatile components

may evaporate during heating. A simplified approach

has been followed since the beginning of last century,

exploiting the fact that ocean water around the world

is of almost uniform composition. For most of the

last century, the concentration of Cl− ions has been

measured by titration and scaled linearly to salinity

(sometimes quoted as ppt or ‰). This relationship is

sensitive to the composition of the seawater used for

calibration and was corrected slightly in the 1960s.

With the advent of conductivity meters, an accurate

and even more convenient way opened up for salinity

measurements.

Today, the ocean salinity is measured as the ratio of

the electrical conductivity of a solution to the conduc-

tivity of a reference solution and converted to a practical

salinity using an equation provided by UNESCO (1978).

As such, it is independent of chlorinity and mass of

dissolved material. Practical salinity is defined as a

dimensionless quantity and should not be quoted as
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having a practical salinity unit (psu). However, this is

a widespread habit in the literature. IOC et al. (2010)

recommend that salinity be stored in archives according

to how it has been measured, i.e. in most cases today as

practical salinity.

A reference-composition salinity (reference salinity

for short) has been introduced that is to be used in

the most recent thermodynamic equation of state of

seawater and derived properties (IOC et al., 2010).

The reference salinity, SR, is linearly related to the

practical salinity uPS through SR ≈ (35.16504∕35)uPS, is

supposed to indicate the actual solute mass dissolved in

standard seawater and is quoted in units of g kg–1. IOC

et al. (2010) explain that the difference between the

numerical values of reference and practical salinities can

be traced back to the original practice of determining

salinity by evaporation of water from seawater and

weighing the remaining solid material. This process

also evaporated some volatile components, and most

of the 0.16504 g kg–1 salinity difference is due to this

effect.

The UNESCO salinity definitions apply to the compo-

sition of standard seawater and cover the range from 2

to 42 above –2∘C. Measurements outside this range may

require different equations or procedures (see IOC et al.,

2010 for examples). Equations of IOC et al. (2010) are

not used in this chapter.

1.3 Desalination and pore
microstructure

1.3.1 Salinity profiles of growing
and melting sea ice
In a pioneering study, Malmgren (1927)1 studied the

salinity evolution of Arctic first-year sea ice during the

course of winter and into the summer melt season.

He summarized his observations in a seminal figure

that is still commonly shown 90 years after its initial

publication (Figure 1.9). In this section, we will briefly

consider the processes responsible for the characteristic

C-shape of the salinity profile of young and first-year

ice as well as the reduction in surface salinities during

the first melt season in an ice floe’s evolution. The

importance of understanding the evolution of an ice

cover’s salinity profile is rooted in the central role played

by temperature and salinity with respect to ice porosity

and pore microstructure. Large-scale sea ice and climate
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Figure 1.9 Evolution of sea ice salinity profiles (from Malm-
gren, 1927). Note the characteristic C-shape of the young and
first-year ice salinity profile and the reduction in surface salinity
due to meltwater flushing with the onset of summer melt.

models are only now beginning to move beyond the

assumption of constant ice salinity (originally moti-

vated by the prominence of multi-year sea ice in the

Arctic Ocean), creating the need to better understand

and simulate salinity and property evolution at the

small scale in support of large-scale model efforts. For

example, work by Vancoppenolle et al. (2009) found

that a change of bulk salinity from 0 to 5 is equivalent

to a change in sea ice albedo by 10%.

The importance of the desalination processes is

illustrated by comparing the first-year winter sea ice

salinity profile in Figure 1.9 with that of summer or

multi-year sea ice. As dictated by the phase relationships

(Figure 1.7), the transition from winter to summer sea

ice generally corresponds to a change in the direction

of the conductive heat flux through an ice floe from

being directed upwards to being directed downwards

(cf. Figure 1.10).

1.3.2 Origin of brine movement
in growing sea ice
The microscopic exclusion of ions from a growing ice

crystal leads to a local increase in brine salinity but does

not change the local bulk salinity. However, observations

clearly show that the bulk salinity of growing first-year

sea ice (typically 4–6) is only a fraction of the bulk salin-

ity of the ocean water (around 33) (Figure 1.9). Several

processes have been considered to explain the reduc-

tion of the bulk salinity, i.e. the removal of ions from

sea ice. The migration rate of individual brine pockets
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Figure 1.10 Vertical temperature profiles measured with a ther-
mistor probe frozen into the ice in Barrow, 2008. Positive
depths are snow and air, while negative depths are sea ice and
ocean. Profiles show the temperature range encountered over a
24-hour period in mid-February (day 45, circles), mid-May (day
135, squares) and at the end of May (day 150, triangles).

in a temperature gradient due to solute diffusion inside

the pockets was found to be too small (cf. Weeks, 2010).

The significance of this process is limited to the micro-

scopic level where it could affect the interconnectivity of

the pore space. However, the impacts on that scale are

still not well understood. Brine expulsion is the move-

ment of brine in response to volume expansion during

ice formation. Notz and Worster (2009) show analyti-

cally that the flow rate of brine due to volume expan-

sion is always less than the vertical growth rate of sea

ice. Hence, brine expulsion contributes only to solute

redistribution in the ice but not to net desalination. This

assessment applies during quasi-steady state ice growth,

i.e. while the growth rate is essentially constant. A seg-

regation process at the ice–ocean interface (often termed

‘initial segregation’) that had been assumed in earlier

studies to parameterize sea ice salinity development (e.g.

Cox & Weeks, 1988) has been found to lack empirical

and theoretical basis (Notz & Worster, 2009). Hence, the

only significant process contributing to the net desalina-

tion prior to the onset of melt is gravity drainage (Notz

& Worster, 2009).

Hunke et al. (2011) reviewed key observations and

the state of sea ice salinity modelling and found that,

in spite of significant recent advances in our under-

standing of the processes, a simple description remained

elusive. Further progress has been made since then.

Considering steady growth conditions, Petrich et al.

(2011) and Rees Jones and Worster (2013) used a

simple dynamical model to describe the desalination

process. Reassuringly, both groups obtained the same

expression for the brine flux at the ice–ocean inter-

face. Petrich et al. (2011) were also able to derive an

analytical expression for steady-state bulk salinity as

a function of ice growth rate that compared well with

two-dimensional (2D) computational fluid dynamics

(CFD) simulations. However, based on a numerical,

1D desalination model, Griewank and Notz (2013)

suggested that quantitative results of these simple

quasi-steady models fall short in cases where growth

conditions vary rapidly with time (e.g. insolation or

diurnal temperature variations seen in spring). One

could argue that the first-order description of the bulk

salinity profile has been identified for quasi-steady sea

ice growth (the zeroth order being depth-independent

bulk salinity) and that future attention should be

paid to the wide range of higher-order aspects that

are relevant to sea ice microbiology, surface chem-

istry, radar backscatter and pollutant transport (e.g.

non-quasi-steady state growth, the role of freeboard,

movement of brine towards the surface, banding of

inclusions). In this context it should be remembered

that, in addition to processes within the ice, processes at

the upper surface (e.g. meltwater pooling and vertical

flushing through the ice) and beneath the ice (e.g.

under-ice shear flow; Feltham et al., 2002) affect bulk

salinity profile and evolution.

Let us step back and take a look at the process of

natural convection. Why does brine move through sea

ice to begin with? For the sake of simplicity, we treat

sea ice according to the effective medium approach; we

assume that the brine layers and pores in sea ice are

interconnected and that no dominant channels exist;

fish-tank bubbler stones have such a microstructure.

Recall that brine density is primarily a function of brine

salinity in sea ice (the higher the salinity, the denser the

brine) and that the freezing point of brine depends on

salinity (the higher the salinity, the lower the freezing

point). In growing sea ice we find a temperature profile

with the warmest ice near the ocean and the coldest ice

at the upper surface (Figure 1.10). Thus brine salinity

and brine density will increase toward the upper surface

if brine and ice are in thermodynamic equilibrium. This

configuration is hydrostatically unstable, i.e. a small

perturbation in the density field will tend to drive flow
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in a direction that further increases the magnitude

of the perturbation (driving natural convection). The

flow rate is retarded by friction due to the dynamic

fluid viscosity, 𝜇, of the brine and the permeability,

Π, of the ice, the latter of which is a single-parameter

description of the pore microstructure. While this can

slow down the motion, it can, theoretically, not stop

the motion. However, as a result of the dependence

of the freezing point on salinity, perturbations are not

in thermodynamic equilibrium with the surrounding

ice. Hence, phase change will take place until ther-

modynamic equilibrium is obtained again and this

process happens to change the brine salinity to reduce

the magnitude of the density perturbation. Now, if

brine movement is slow (e.g. because friction is high),

perturbations can be annihilated completely due to

the phase change. The rate at which phase change can

take place (and perturbations are reduced) depends on

the rate at which heat can be provided to or removed

from the microscopic ice–brine interface. This rate is

related to the thermal diffusivity of the ice 𝛼si and a

characteristic distance Δh for heat transport. For the

sake of convenience in analytical calculations of fluid

movement, a porous medium Rayleigh number can be

defined for a homogeneous porous medium (Worster &

Wettlaufer, 1997),

Ra =
gΔ𝜌 Π Δh

𝜇𝛼si

(1.1)

where Δ𝜌 is the density difference, Δh is a characteristic

length and g is the acceleration due to gravity. The more

the driving forces for fluid movement exceed the retard-

ing forces, the higher the value of Ra. In fact, for natural

convection to take place in a porous medium at all, the

Rayleigh number has to exceed a critical Rayleigh num-

ber Rac (for values, see Nield & Bejan, 1998). Wettlaufer

et al. (1997) demonstrated in idealized laboratory exper-

iments that brine release from growing saltwater ice set

in only after the thickness of the ice (this would be Δh in

Eqn (1.1)) exceeded a threshold. It is unclear whether

this effect would be observable in thin sea ice growing

in its natural environment, given the ubiquity of per-

turbations in the ice microstructure and at its interfaces.

However, heuristically extending equation (1.1) to inho-

mogenous sea ice (Notz & Worster, 2009) and invoking

the concept of a critical Rayleigh number have led to

success in 1D numerical modelling of desalination (e.g.

Griewank & Notz, 2013).

1.3.3 Brine movement and bulk salinity
Mass conservation dictates that the volume of brine

leaving the sea ice due to advection is balanced by brine

entering the sea ice from the ocean (we neglect effects

due to the density difference between ice and water

here). This leads to a turbulent sea ice—ocean interface

flux, i.e. an advective flux with no net direction, and

there has been one attempt at determining its magni-

tude experimentally (Wakatsuchi & Ono, 1983). While

the experiments showed that the ice–ocean interface

flux increased with growth rate, the magnitude of the

estimate depended on an assumed mixing factor for the

experiment that the authors set by educated guesswork

(they chose 0.5). Apart from its relation to the brine

flux, the volume flux from the ocean into the ice

determines the flux of nutrients, which is of particular

relevance for biological processes (Hunke et al., 2011;

Chapter 17).

Within sea ice, a downward flow increases the salinity

locally, leads to local dissolution of the ice matrix and

thereby creates brine channels. Locally, brine is replaced

by more saline brine from above, and as the more saline

brine is super-heated (i.e. above the freezing point) with

respect to the temperature of the surrounding ice, it will

dissolve the surrounding ice partially to attain thermo-

dynamic equilibrium. Brine leaving through channels

is detectable as distinct brine plumes (streamers) in the

underlying water (Wakatsuchi, 1983; Dirakev et al.,

2004). Since brine channels develop as a consequence

of convection inside the porous medium, brine moving

upward through the porous medium is part of the

development process of channels (Worster & Wett-

laufer, 1997). An upward-directed flow of brine leads

to a local reduction of brine salinity, bulk salinity and

porosity. Niedrauer & Martin (1979) found in laboratory

experiments that downward flow follows a cusp-shape

pattern that terminates in brine channels. Consistent

with this general pattern of salinity distribution, Cottier

et al. (1999) found in high-resolution salinity measure-

ments that the bulk salinity is highest in the presence

of brine channels and somewhat lower in between. The

salinity difference between the brine leaving the sea ice

and the brine entering the sea ice is the cause for the net

desalination of sea ice that gives rise to the characteristic

bulk salinity profiles (Figure 1.9). Hence, locally varying

sea ice bulk salinity is a systematic feature of the growth

process. It manifests itself as scattered data when several

bulk salinity measurements are performed close to each
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other on otherwise homogeneous sea ice. Gough et al.

(2012) concluded that bulk salinity measurements have

to differ by more than 29% to be regarded as different

with 90% confidence. This means bulk salinity scatter

is to be expected in a range of ±0.5 to ±1.

In growing ice, the rate of bulk desalination becomes

insignificant with increasing distance from the sea

ice–ocean interface. This gives rise to a quasi-steady

state salinity, also termed stable salinity (Nakawo &

Sinha, 1981). Two processes have been put forward to

explain when bulk flow and desalination cease during

ice growth. On the one hand, based on continuum fluid

dynamics considerations, the permeability of sea ice

may reach values too low to sustain natural convection,

similar to arguments leading to equation (1.1). One the

other hand, based on percolation considerations, sea ice

pores may shrink and finally disconnect from regular

fluid motion, retaining their solute content (or precip-

itates) until the melt season (see later). There are too

few experimental or theoretical investigations to make

a final call on the dominant process. Numerical 2D CFD

simulations have reproduced observed salinity profiles

either with or without assuming that the pore space

disconnects (Petrich et al., 2007, 2011). The notion of

a potentially disconnecting pore space in sea ice has

been popularized by Golden et al. (1998). This concept

enjoys popularity in the sea ice community because

it gives an intuitive explanation for the observation

that the sea ice bulk salinity does not change with time

where porosities are below 0.05–0.07 (Cox & Weeks,

1988; Arrigo et al., 1993). The sea ice geometry is also

consistent with those percolation thresholds (Petrich

et al., 2006). However, as the 1D and 2D fluid dynamics

simulations mentioned earlier show, the 0.05–0.07

threshold may simply result from a combination of a

porosity-dependent permeability in conjunction with

basic fluid and thermodynamics.

In general, fluid motion and desalination are confined

to a few centimetres at the bottom of growing sea ice

(Figure 1.4), possibly <5 cm in winter, but reaching

10–20 cm in spring (Petrich et al., 2013). Textbook

bulk salinity profiles such as the ones in Figure 1.9

show systematic characteristics (Eicken, 1992b), such

as the typical C-shape during growth, and seem to be

predictable from the environmental conditions during

growth (see later; Cox & Weeks, 1988). However,

there is a considerable amount of variability between

cores taken in close proximity (Weeks & Lee, 1962).

This variability has been attributed to pores and chan-

nels that are large compared with the sample size

(Bennington, 1967; Cottier et al., 1999).

1.3.4 Development of the pore
microstructure during growth and melt
In spite of its importance for optical properties, there

is still no quantitative and complete description of the

evolution of the pore microstructure during freezing

and melt. However, we can link observations and

hypotheses to understand the general process in a

piecemeal approach. Here, we focus on sea ice with a

columnar rather than granular texture.

The ice microstructure is lamellar close to the ocean

and individual ice lamellae are interspersed with liquid

brine layers or films. The separation of the lamellae

is typically around 0.3–0.5 mm. As the sea ice cools

or desalinates, lamellae grow thicker at the expense

of brine layers and interconnect by forming bridges,

presumably at porosities between 0.1 and 0.3 (see also

discussion of Figure 1.11). Horizontal sections of this ice

reveal inclusions ranging over several orders of mag-

nitude in size (Perovich & Gow, 1996). What appears

as large, high-aspect ratio inclusions in these images

is the brine film narrowed by the ice bridges between

lamellae. The bridges themselves are interspersed with

smaller inclusions at all scales. All inclusions get smaller

upon further cooling or desalination and the narrowed

brine layers separate into even narrower films and

terminate vertically. Some residual connectivity is likely

throughout this pore space, at least while volume

expansion during freezing creates enough pressure

to push brine through the matrix. In addition to the

pores between the lamellae, brine channels form that

mark the preferred pathways of downward-moving

brine during desalination. They are usually vertical

(Figure 1.12). Their diameter can exceed the lamellae

spacing and evidence is inconclusive as to what extent

the lamellar structure affects the development of brine

channels. Brine channels are supplied with brine

through the pore network that formed between the

lamellae (Lake & Lewis, 1970; Niedrauer & Martin,

1979). The direction of flow in brine channels can

reverse and oscillation between inflowing and outflow-

ing brine has been observed (Lake & Lewis, 1970; Eide

& Martin, 1975). Because brine flowing upward into

channels is less saline, it supports the disintegration into

pores and closure at the open end, called necking (Eide
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(a) T = –15°C, ϕ = 0.033 (b) T = –6°C, ϕ = 0.075 (c) T = –3°C, ϕ = 0.143

Figure 1.11 X-ray microtomography images of brine layers in sea ice single crystals as a function of temperature. Note how the sample
porosity (𝜙) and connectivity increase as it is warmed. Source: Golden et al. 2007. Reproduced with permission of John Wiley & Sons.

Figure 1.12 Photograph of a slab of sea ice obtained from sea ice
of approximately 1.4 m thickness near Barrow, Alaska (photo
courtesy of D. M. Cole). Note the distinct horizontal layering as
well as the parallel rows of vertical brine channels (shown in
horizontal cross-section in Figure 1.2e).

& Martin, 1975). Inclusions resembling disintegrated

feeder channels are sometimes found leading towards

brine channels (Lake & Lewis, 1970). They tend to be

inclined around 45∘ and appear mostly in the upper part

of sea ice. Star-like patterns can be observed where they

are visible at the ice surface (Figure 1.2e). Overall, small

brine inclusions in cold sea ice show a characteristic

distribution of length-to-width ratios (Light et al.,

2003).

Brine inclusions enlarge upon warming during the

melt season and form pathways for brine and meltwater.

The slow redistribution of solute in conjunction with

a drive towards thermodynamic equilibrium leads to

the widening of brine channels that form preferred

pathways thereafter (Polashenski et al., 2012). The pore

structure of this secondary pore space differs and often

contains longer and wider channels than the primary

pore space of growing sea ice.

1.3.5 Brine movement during melt
The most prominent, albeit not the only, form of brine

movement during the melt season is flushing of surface

meltwater (Untersteiner, 1968). As the density of ice

is lower than that of water, the surface of free-floating

snow-free sea ice of thickness H protrudes above the

water level by a distance hf called freeboard,

hf = H

(
𝜌sw − 𝜌si

𝜌sw

)
(1.2)

If sea ice is sufficiently permeable or cracks or other

flaws exist, then the hydrostatic pressure of brine

and meltwater (melting snow and surface ice melt)

above the ocean level can result in significant transport



�

� �

�

Overview of sea ice growth and properties 17

through the ice both vertically and laterally. Studies

involving different tracers have demonstrated that the

vertical and lateral transport of meltwater varies with

season as a function of ice permeability. As much as

a quarter of the meltwater produced annually at the

surface of Arctic sea ice can be retained in pores within

the ice cover (Eicken et al., 2002). The bulk salinity

reduction of sea ice during melt is due to at least two

processes. Infiltration of surface meltwater into the

upper 0.1–0.3 m (‘flushing’) leads to a characteristic

linear bulk salinity profile that develops in the very

early stages of melt (Figure 1.13), with the lowest

salinity at the top (Polashenski et al., 2012). There

is modelling evidence that desalination of the lower

parts of sea ice is triggered by an increase in sea ice

permeability due to warming, resulting in convective

overturning (Eicken et al., 2002; Griewank & Notz,

2013). The latter process is not dependent on meltwater

from the surface. Repeat desalination in summer leads

to extremely low bulk salinities of Arctic multi-year

sea ice.

1.3.6 Permeability of sea ice
Fluid moving though sea ice experiences a resistance

that is due to both microscopic obstacles in the flow path

10

Salinity

D
e
p
th

 (
m

)

1550

–1.2

–1

–0.8

–0.6

–0.4

–0.2

0

Figure 1.13 Bulk salinity profiles measured in Barrow, Alaska,
at the end of May (thick line) and two profiles measured within
2 m in early February (thin lines, difference between profiles
is shaded). The solid black line is the expectation based on
equation (5) with growth rate from Figure 1.22.

(which lead to its tortuosity) and viscous drag along the

pore and channel walls. The reciprocal of resistivity is the

permeability Π, measured in m2. Its magnitude is similar

to that of the cross-sectional area of an individual duct

in a ‘porous’ medium made up of a close-packed bun-

dle of ducts (i.e. a porous medium consisting entirely of

pathways 10–4 m in size would have a permeability of

around Π = 10–8 m2, not accounting for geometric cor-

rection factors). The volume flux q through a homoge-

neous porous medium can be described by Darcy’s law:

q = −Π
𝜇

𝜕p

𝜕x
(1.3)

where 𝜇 is the dynamic viscosity and 𝜕p∕𝜕x is the pres-

sure gradient in the direction of flow. The permeability

tensor is generally anisotropic in sea ice, i.e. its compo-

nents depend on the direction of flow; this is due to the

anisotropic crystal fabric and pore structure which pro-

vide the highest permeability in the vertical direction.

Differences of about one order of magnitude seem to be

typical (Freitag & Eicken, 2003). While the permeabil-

ity of the open ocean is infinite, we can expect that the

vertical permeability at the bottom of the skeletal sea ice

layer remains finite even as the porosity approaches 1:

the regularly spaced ice lamellae, no matter how thin,

will exert drag forces on the brine moving past.

In fact, the pore space may get clogged to some extent

and flow patterns are altered by gelatinous extracellular

polymeric substances (EPS) secreted by ice-dwelling

organisms (Chapters 13 and 17; Krembs et al., 2011).

The influence of EPS on the development of sea ice

microstructure and bulk salinity has received little

attention from researchers so far.

A possible permeability–porosity relationship for

growing sea ice that is consistent with field measure-

ments (Freitag, 1999; Eicken et al., 2004) and effective

medium theory (Golden et al., 2007) is

Π = Π0

(
Vb

V

)3

(1.4)

where Π0 is of the order of Π0 = 1...3 × 10−8m2 and

Vb∕V is the brine volume (porosity) of the ice. The value

of Π0 depends on whether we consider one component

of the permeability tensor in unidirectional flow or an

equivalent isotropic permeability for multidimensional

flow. The equivalent isotropic permeability is usually

taken to be the geometric mean of the individual

component. Due to the development of a secondary
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pore space during melt (e.g. large brine channels), the

permeability–porosity relationship will probably depend

on the history of the ice. In fact, fluid flow through

very wide brine channels cannot be described as porous

medium flow, as momentum conservation of draining

water starts to become apparent (cf. Polashenski et al.,

2012).

1.3.7 Sea ice salinity parameterizations
Sea ice bulk salinity is a core state variable of sea ice,

and most models of sea ice properties depend on it in

some form. As it depends on many aspects of the growth

environment, early parameterizations were empirical,

statistical correlations based on field measurements

or laboratory experiments. One of the first complete,

numerical models of sea ice bulk salinity development

was motivated by ice strength calculations (Cox &

Weeks, 1988). One decade later, salinity modelling

started to see a renaissance, probably motivated in part

by the advent of general circulation models, climate

change and associated scientific interest in sea ice.

Bulk salinity parameterizations take advantage of

a steady-state bulk salinity (‘stable salinity’) that is

attained after a few days in growing ice. Most param-

eterizations are either statistical correlations (Kovacs,

1996; Petrich et al., 2006) or are based on curve-fitted

equations derived from theoretical considerations

(Nakawo & Sinha, 1981 – following an expression after

Burton et al., 1953). Both the equation after Burton

et al. (1953) and statistical parameterization typically

relate steady-state bulk salinity to growth rate.

Recently, a new type of parameterization was sug-

gested that is based on the analytical solution of the

mass conservation equation of gravity-driven fluid

motion in sea ice (Petrich et al., 2011). To facilitate

this, constant growth rate and a highly simplified

permeability profile of sea ice were assumed (i.e. finite

and zero permeability above and below a specified

porosity threshold, respectively). The results compared

favourably with 2D CFD simulations and are reported

here for their novel character. The steady-state bulk

salinity of sea ice, Sice, growing from seawater of salinity,

S0, is:
Sice

S0

=
𝜌0

𝜌i

ϕc

(
1 + h

zx

)
(1.5)

where 𝜌0 and 𝜌i are density of seawater and freshwa-

ter ice, respectively, ϕc is a critical porosity below which

sea ice does not desalinate, and h∕zx is the dimensionless

thickness of the desalinating layer,

h
zx

=
ϕc

2
v

𝛾sw0

[
−1 +

√
1 +

2(1 − ϕc)
ϕ2

c

𝛾sw0

v

]
(1.6)

where v is the vertical growth rate of the ice, w0 is a

velocity scale defined as

w0 =
Π
𝜇

g
𝜕𝜌

𝜕C
C0 (1.7)

where C0 is the solute concentration of seawater, g is the

acceleration due to gravity, Π the permeability in the

layer of porosity larger than ϕc, and 𝛾s an undetermined

parameter that has to be fitted. They set ϕc = 0.05 and

determined 𝛾sw0 = 4.5 × 10−8 m s−1 from comparison

with 2D CFD model simulations (C0 = 34 kg m−3).

Figure 1.13 shows correspondence of growth rate and

steady-state bulk salinity from equation (1.5) with

data obtained at Barrow, Alaska, in 2008. A feature

common to statistical correlations, the relationship after

Burton et al. (1953) and equation (1.5) is that the

salinity–growth rate dependence approximates a power

law, where bulk salinity increases with growth rate.

While parameterizations can give a first estimate of bulk

salinity, they do not allow for the wide range of variable

growth conditions that 1D or 2D numerical simulations

can cover explicitly.

1.3.8 Phase fractions and microstructural
evolution
A phase diagram, such as that shown in Figure 1.7,

in itself contains no direct information on the (micro-

scopic) configuration of individual phases within the

system, i.e. its microstructure. In the case of growing,

natural sea ice, the latter depends on two principal

factors, the growth environment and the boundary

conditions at the advancing ice–water interface at the

time of growth (Figure 1.4), and the in situ temperature

and chemical composition of the ice horizon under

consideration. This second controlling factor leads to

a temperature-dependent porosity and is of prime

importance for a wide range of ice properties considered

in Section 1.4. Owing to the stark contrast in physical

properties between ice, brine, salts and gas inclusions,

knowledge of their relative volume fraction can provide

us with an estimate of the bulk (macroscopic) properties

of sea ice. For example, the mechanical strength of
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sea ice depends strongly on the relative brine and gas

volume fraction, because these two phases effectively

have no strength.

A specific example of the microstructural evolution

of sea ice as a function of temperature is given in

Figure 1.8, which shows the relative volume fraction

and microstructure of elongated pores in a core sample

of columnar sea ice. The data for these images were

obtained using magnetic resonance imaging (MRI) of

samples at the indicated temperature. This permitted

the microstructural evolution of brine-filled pores to be

followed without disturbing or destroying the sample.

One particular challenge common to most studies of ice

microstructure and properties is the strong dependence

of the relative liquid pore volume on temperature.

Commonly, samples are cooled to temperatures below

–20∘C immediately after sampling to avoid loss of brine

from the sample, which would also strongly affect prop-

erties and microstructure. As evident in Figures 1.8 and

1.11, such temperature changes strongly affect the pore

microstructure. Hence it requires either special sampling

and sample preparation techniques or non-destructive

methods, such as MRI or X-ray tomography, to actually

obtain insights into the pore microstructure at the in

situ temperature (Eicken et al., 2000; Pringle et al.,

2009).

As the sample is warmed from its in situ tempera-

ture, at which it was maintained for the entire period

after sampling, the brine volume fraction increases as

prescribed by the phase relations. At the same time,

however, the size, morphology and connectivity of

pores evolve, with pores visibly linking up at higher

temperatures (–6∘C; Figure 1.8). This process of inter-

connecting pores of reasonable size as the temperature

increases above a critical threshold (for a given salinity)

is an important aspect of microstructural evolution and

of great importance for sea ice transport properties, such

as permeability. In a recent study that combines differ-

ent modelling approaches and high-resolution X-ray

microtomography, Golden et al. (2007) have further

examined these linkages between pore connectivity

and permeability. The X-ray microtomography data

clearly show how sheets of brine segregate into dis-

junct, isolated pores at low temperatures and how they

start to link up at higher temperatures (Figure 1.11).

It is important to note that these microtomography

images and more detailed data on pore morphology and

connectivity derived from them (Pringle et al., 2009),

illustrate that the classic pore-space model developed by

Assur (see the discussion in Section 1.4) is not sufficient

for modelling of ice transport properties.

1.3.9 Temperature and salinity as state
variables
From the phase relations (as summarized in Figure 1.7),

it follows that the relative volume fraction of brine

depends solely on the ice temperature, T, and its bulk

salinity, Ssi, provided the volume is isothermal and in

thermodynamic equilibrium and given the pressure

(usually atmospheric) and composition of the brine

(usually ‘standard’ composition). The salinity of the

brine, Sb, contained within such an ice volume would

similarly be prescribed by the phase relations. Hence,

temperature and salinity of the ice are the prime

controlling or state variables governing not only the

phase fractions but, as outlined below, a whole host of

other physical properties. Here, use of the term ‘state

variable’ occurs in a very loose sense, as formulation

of a true equation of state for sea ice has been elusive

to date. For deeper insight into the problem and recent

progress, see IOC et al. (2010).

The thermodynamic coupling between these different

variables is a key aspect of sea ice as a geophysical

material and a habitat. Any temperature change directly

affects the porosity and pore microstructure of the ice,

as well as the salinity and chemical composition of the

brine. Direct measurement of these properties in the

field is difficult. Commonly, the in situ brine volume

fraction and other properties are derived from the bulk

salinity of an ice sample and its in situ temperature. The

latter can be measured by inserting temperature probes

into freshly drilled holes in a core or with sensors frozen

into the ice. The bulk salinity is typically obtained

by dividing an ice core into sections, melting these

in the laboratory and then deriving the salinity from

electrolytical conductivity measurements. Ideally, one

would also measure the density of a sea ice sample, 𝜌si,

in order to determine the air volume fraction Va∕V . In

fresh ice, this is typically much smaller than the brine

volume fraction, but it can be substantial in multi-year

or deteriorated ice, in particular above the water line

(Timco & Weeks, 2010).

From the data compiled by Assur (1960) for the phase

relations2 and based on the continuity equations for

a multi-phase sea ice mixture, Cox and Weeks (1983)

derived a rather useful set of equations describing the
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brine volume fraction as a function of ice tempera-

ture and salinity. Thus, the brine volume fraction is

derived as:

Vb

V
=
(

1 −
Va

V

) (𝜌i∕1000)Ssi

F1(T) − (𝜌i∕1000)SsiF2(T)
(1.8)

The density of pure ice is given as:

ρi = 917 – 0.1403T (1.9)

with 𝜌i in kg m–3 and T in ∘C. F1(T) and F2(T) are empir-

ical polynomial functions Fi(T) = ai + bi T + ci T2 +
diT

3, based on the phase relations. The coefficients for

different temperature intervals are listed in Table 1.1.

The brine salinity and density can be approximated for

temperatures above –23∘C as:

Sb = F3(T) (1.10)

F3(T) is an empirical polynomial function F3(T) = a3 +
b3T + c3T2 + d3T3, based on the phase relations.

The relationships in equations (1.8) and (1.10) give

rise to the ‘rule of fives’ (Golden et al., 1998), which

states that in first-year sea ice that formed from ocean

water (rather than less saline brackish water) with bulk

salinity around Ssi = 5, the porosity is 5% when the ice

temperature is near T = –5∘C. The phase relationship

(equation 1.8) is illustrated in Figure 1.14 in the absence

of air. Note that the porosity of cold ice is generally

small. The brine density 𝜌b (in kg m–3) depends on brine

salinity Sb according to:

ρb = 1000 + 0.8Sb (1.11)

Equations (1.8)–(1.11) thus provide us with a simple

tool to derive key quantities of importance for a wide
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Figure 1.14 Relationship between brine volume fraction and
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Table 1.1 Coefficients for functions F1(T), F2(T) and F3(T) for different temperature intervals. Source: From Cox & Weeks (1983),
Leppäranta & Manninen (1988) and Cox & Weeks (1986).

T (∘C) a1 b1 c1 d1

0 ≥ T > –2 –0.041 221 –18.407 0.584 02 0.214 54

–2 ≥ T ≥ –22.9 –4.732 –22.45 –0.6397 –0.010 74

–22.9 > T ≥ –30 9899 1309 55.27 0.7160

T (∘C) a2 b2 c2 d2

0 ≥ T > –2 0.090 312 –0.016 111 1.2291 × 10–4 1.3603 × 10–4

–2 ≥ T ≥ –22.9 0.089 03 –0.017 63 –5.330 × 10–4 –8.801 × 10–6

–22.9 > T ≥ –30 8.547 1.089 0.045 18 5.819 × 10–4

T (∘C) a3 b3 c3 d3

0 ≥ T > –2 –0.031 6891 –18.3801 0.327 828 0.213 819

–2 ≥ T ≥ –22.9 –3.9921 –22.700 –1.0015 –0.019 956

–22.9 > T ≥ –30 206.24 –1.8907 –0.060 868 –0.001 0247



�

� �

�

Overview of sea ice growth and properties 21

range of physical, biological and chemical studies of

sea ice.

1.3.10 Caveats and limitations
In arguing the case for the overriding importance of

temperature and salinity in determining ice proper-

ties, microstructural studies and geochemical analysis

indicate that chemical fractionation cannot always

be ignored. Consequently, microscopically the fluid

composition in sea ice may deviate significantly from

its bulk composition, impacting phase evolution,

pore microstructure and dependent properties. Such

deviations from the evolution of a microscopically

homogeneous system are potentially also of significance

for biological and chemical processes within the ice

cover. Improvements in analytical techniques, with

development of in situ earth magnetic field nuclear

magnetic resonance (NMR) spectroscopy as a partic-

ularly interesting example (Callaghan et al., 1999)

and advances in geochemical modelling of aqueous

solutions at low temperatures (Marion & Grant, 1997;

Marion & Kargel, 2008), hold considerable promise in

resolving some of these issues. Geochemical modelling

is particularly useful, as it allows us to easily treat

systems of different chemical composition, whereas the

empirical approach outlined earlier is only valid for a

single system of a given, standard composition.

1.4 Physical properties

1.4.1 Thermal conductivity
The thermal properties control the magnitude of heat

flow through the ice cover and determine its rate of

response to variations in surface or bottom forcing. The

conductive heat flux through an ice cover, Fc, is given

by the product of sea ice thermal conductivity, λsi and

the temperature gradient, dT∕dz

Fc(z) = −𝜆si

(
dT
dz

)
z

(1.12)

The thermal conductivity of pure ice as a function of

temperature is given by Yen et al. (1991) as:

λi = 1.16 W m–1K–1 × (1.91 – 8.66 × 10–3T

+ 2.97 × 10–5T2) (1.13)

with T in ∘C. At 0∘C 𝜆i is approximately 2.0 W m–1 K–1.

The thermal conductivity of brine, on the other hand, is

lower by a factor of roughly 4 and can be approximated

by:

λb = 0.4184 W m–1K–1(1.25 + 0.030T + 0.00014T2)
(1.14)

with T in ∘C (Yen et al., 1991). The differences in ther-

mal conductivity of ice and brine (and air, if present)

make sea ice bulk thermal conductivity sensitive

to porosity. Schwerdtfeger (1963) and Ono (1968)

developed a model for the thermal conductivity of

sea ice based on the thermal properties of the pure

end-members, ice and brine, and assumptions about

the ice microstructure. For vertically oriented, parallel

lamellar brine inclusions, one arrives at the following

dependence of 𝜆si on brine volume (no gas inclusions)

in a direction parallel to the lamellae:

λsi = λi– (λi–λb)
Si𝜌si

m𝜌bT
(1.15)

with sea ice salinity Si, bulk sea ice and brine density,

𝜌si and 𝜌b, respectively, temperature T (in ∘C) and m < 0

the slope of the phase boundary in the phase diagram

(Figure 1.7). Note that the fraction in equation (1.15)

is a function of the porosity of the ice (cf. Section 1.3).

Hence, in this physical configuration, the magnitude of

𝜆si does not depend on the actual size or distribution

of the inclusions but only on their mass fraction. Ono

(1968) and Schwerdtfeger (1963) also considered the

impact of spherical gas inclusions on 𝜆si. These are typi-

cally of minor importance in first-year ice, as gas volume

fractions are mostly an order of magnitude lower than

those of brine.

Untersteiner (1961) introduced a simple parameteri-

zation as a function of ice temperature, T, and salinity,

Ssi, that has been employed in some ice-growth models

(Maykut, 1986):

λsi = λi + 0.13
Ssi

T
(1.16)

Both equations (1.14) and (1.16) are functionally

identical to the continuum approach in Section 1.3

which postulates for porosity Vb∕V in thermodynamic

equilibrium:

𝜆si = 𝜆i + (𝜆b − 𝜆i)
Vb

V
(1.17)

Recently, accurate measurements of the thermal con-

ductivity of sea ice have been performed by Pringle et al.
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(2007). They give the thermal conductivity as:

𝜆si =
𝜌si

𝜌i

(
2.11 − 0.011T + 0.09

S
T
−
𝜌si − 𝜌i

1000

)
W m−1 K−1

(1.18)

with T in ∘C and 𝜌si and 𝜌i (in kg m–3) the densities of

sea ice and pure ice, respectively.

1.4.2 Specific heat capacity and latent
heat of fusion and of sea ice
The specific heat capacity describes the relationship

between an amount of energy, ΔQ, added to a system of

mass M and the temperature change, dT, it experiences:

ΔQ = M c dT (1.19)

As a temperature change of sea ice is always accompa-

nied by a phase transition at the pore scale, the apparent

heat capacity of sea ice, csi, is larger than the heat capac-

ity of pure ice, ci. Given an expression for the apparent

heat capacity of sea ice, temperature changes of sea

ice can be calculated conveniently from equation (19).

Malmgren (1927) introduced an expression for the sea

ice heat capacity as a function of heat capacities of ice,

brine and water and latent heat released due to phase

transition under the assumption of thermodynamic

equilibrium and constant bulk salinity. Ono (1967) sim-

plified the expression of Malmgren by assuming a linear

relationship between brine salinity and temperature

for T > –8.2 ∘C (the onset of mirabilite precipitation),

yet allowed for a temperature dependence of the heat

capacity of ice and water. The most significant terms in

his result are:

csi = ci + 𝛽T −mmL
Ssi

T2
(1.20)

where he used ci = 2.11 kJ kg–1 K–1 for the specific heat

capacity of ice at 0∘C, 𝛽 = 7.5 J kg–1 K–2 as temperature

coefficient of the heat capacity of ice; L = 333.4 kJ kg–1

for the latent heat of fusion of freshwater; and mm =
–0.05411 K for the slope of the liquidus curve. Ssi is the

bulk salinity of sea ice and T the temperature in ∘C. Pre-

viously, Untersteiner (1961) proposed an empirical rela-

tionship for the heat capacity of sea ice:

csi = 2.11 kJ kg–1K–1 + 17.2 kJ K kg–1 Ssi

T2
(1.21)

which is in line with Ono’s (1967) result.

It is instructive to trace the origin of this relationship.

The specific heat capacity at constant pressure can be

expressed in terms of enthalpy (internal energy) H as:

csi =
1
M

(
dH
dT

)
P

(1.22)

where M is the mass containing H. Including sensible

heat of liquid and ice and latent heat of fusion, L:

H = M[cwTfm + ciT(1 − fm) − (1 − fm)L] (1.23)

where cw and ci are the specific heat capacity of liquid

and ice, respectively (assumed to be temperature-

independent) and fm is the liquid mass fraction in

thermodynamic equilibrium:

fm = mm

Ssi

T
(1.24)

We keep the bulk sea ice salinity Ssi fixed, insert

equation (1.24) into 1.23 and differentiate following

equation (1.22) to obtain:

csi = ci −mmL
Ssi

T2
(1.25)

Equation (1.25) is consistent with the result of both

Ono (1967) and Untersteiner (1961); it is curious to

see that the heat capacity of sea ice does not explicitly

depend on the heat capacity of the liquid. This is

due to the assumptions of a linear phase relationship

(equation 1.24) and constant bulk salinity, which render

the sensible heat term of the liquid (the first term in

equation 1.23) independent of temperature, i.e. the heat

contained in the (variable) liquid mass does not change

during temperature change. We should emphasize

that the equations given for the specific heat capacity

apply to the case of constant bulk salinity only, i.e. not

during initial ice formation near the ice–ocean interface.

For the sake of simplicity, assuming the bulk salinity

decreased linearly as the ice temperature decreases from

–2 to –5 ∘C, we estimate that the effective heat capacity

during initial desalination of sea ice could be twice as

high as stated in equations (1.20) and (1.21). Given that

the heat capacity depends on bulk salinity and that bulk

salinity changes with time, it may be easier to perform

an energy balance calculation of growing ice based on

the effective latent heat of fusion of sea ice, as discussed

later.

As is evident from equation (1.21) and from

Figure 1.15 showing measurements of csi as a function
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Figure 1.15 Effective specific heat capacity of sea ice cp (shown as product of cp with ice density 𝜌) as a function of temperature 𝜃.
Source: Yen et al., 1991.

of temperature, the specific heat capacity increases

substantially above about –5∘C. This increase implies

that it takes substantially more energy to warm an ice

cover by 1 K at a temperature close to the freezing point

of seawater than at, say, –10∘C. The effect of latent heat

on temperature change has been found to be crucial for

the calculation of the sea ice mass balance in large-scale

sea ice or climate models (cf. Vancoppenolle et al.,

2009). It also affects the pore space, permeability (and,

by extension, albedo), radar signal and optical scattering

properties of the ice.

The diffusive propagation of a temperature signal

in sea ice can be determined from the heat transfer

equation, describing the change in temperature with

time dT∕dt in terms of ci, 𝜆i and 𝜌i. In one dimension:

𝜌icsi
dT
dt

= 𝜕

𝜕z

[
𝜆si

𝜕T
𝜕z

]
(1.26)

Note that equation (1.26) is energy-conserving, but

does not account for density differences between liquid

and solid and associated fluid movement. For a medium

of homogeneous thermal properties:

dT
dt

=
𝜆si

𝜌sicsi

𝜕2T
𝜕z2

(1.27)

The term (𝜆si∕csi𝜌i) is commonly referred to as the sea

ice thermal diffusivity and describes the rate at which a

temperature fluctuation propagates through the ice. It is

over an order of magnitude larger in cold ice than it is

near the freezing/melting point of sea ice.

The specific heat capacity of sea ice is a useful con-

cept to calculate the temperature change within the ice

without the need to consider porosity changes and latent

heat explicitly. Similarly, a latent heat of fusion of sea

ice can be derived to facilitate the calculation of growth

and ablation rates without the need to consider poros-

ity and sensible heat explicitly (Bitz & Lipscomb, 1999;

Section 1.5). In this sense, the latent heat of fusion of

sea ice can be defined as the temperature integral of the

specific heat capacity. This is the difference between the

enthalpy of sea ice at a given temperature and salinity

and the enthalpy when all the ice is melted at tempera-

ture TF = mmSsi. Thus:

− LsiM = H(T , Ssi) − H(TF , Ssi) (1.28)

and using equations (1.23) and (1.24) we find:

Lsi = L − ciT + cimmSsi −mmL
Ssi

T
(1.29)
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Equation (1.29) contains the dominant terms of the

expression derived by Ono (1967). His result is derived

from integrating the specific heat capacity of sea ice from

temperature T to the melting point of sea ice, keeping

bulk salinity Ssi constant. The most significant terms are:

Lsi =
(

333.4 − 2.11T − 0.114Ssi + 18.1
Ssi

T

)
kJ kg−1

(1.30)

The latent heat of fusion of sea ice takes into account

both the reduction of the latent heat due to finite poros-

ity and the transfer of sensible heat between brine and

ice. For example, the combined amount of sensible and

latent heat required to completely melt sea ice amounts

to 246 kJ kg–1 at a temperature of T = –2∘C and a salin-

ity of Ssi = 10.

While equations (1.29) and (1.30) apply only to melt-

ing sea ice, the effective latent heat for freezing ice can be

obtained similarly if we assume TF = mmS0 of the initial

liquid of salinity S0. The result is:

Lsi = L − ciT + cimmSsi −mmL
Ssi

T
+ cwmm(S0 − Ssi) (1.31)

Comparing equations (1.29) and (1.31), we find that

the effective latent heat of fusion of sea ice is about 2%

smaller during ice growth than it is during melt; this is

because ocean water of –2∘C is closer to the temperature

of cold ice than the temperature at which all ice (now

of bulk salinity below seawater salinity) will be melted.

Applications for both sea ice latent heat and heat capac-

ity are given in Section 1.5.

With a liquid phase present in sea ice down to tem-

peratures as low as –55∘C (Figure 1.7), sea ice is freezing

and melting at a microscopic level whenever tempera-

tures change. However, at a macroscopic level, sea ice

melt is typically associated with rotting and disintegra-

tion of ice floes, largely confined to spring (Petrich et al.,

2012a).

1.4.3 Optical properties of sea ice
The pore structure of sea ice has a profound influence on

its optical properties, and the physics of absorption and

scattering and their relationship with apparent optical

properties are described in detail in Chapter 4. Briefly,

light is scattered at optical inhomogeneities, in particular

air and brine inclusions and precipitated salts (Chapter

4). Light scattered back to the atmosphere gives rise to

sea ice albedo (Figure 1.16), while transmitted light is of

paramount importance to sea ice microbiota occupying

the lower centimetres of Arctic sea ice in spring, sea ice

decay and the under-ice light environment. The thin

section photographs in Figure 1.2 and the different ice

types shown in Figure 1.1 provide some indication of

the complexity of the topic of radiative transfer between

atmosphere, ice and ocean. Backscatter, absorption and

transmission depend on the relative contribution of

microscopic absorption and scattering along the path of

individual photons (Chapter 4; Perovich, 1998).

While the light field at the underside of sea ice is

an important environmental factor for ice and ocean

biology, the interpretation of field measurements is

challenged by both the anisotropy of the scattering

coefficient and the general inhomogeneity of the ice

cover. The scattering coefficient of sea ice is highly

anisotropic, meaning the probability of scattering is

(a) (b)

Figure 1.16 (a) Surface of summer Arctic sea ice, aerial photograph, several hundred metres wide. (b) Summer Antarctic sea ice,
ship-based photograph, approximately 20 m wide. Note the high albedo of snow-free, well-drained surface ice and the low albedo of
the melt ponds in (a). The brown discoloration of the ice visible at freeboard level in (b) is due to high concentrations of sea ice algae
in an infiltration layer (Chapter 14).
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lower for light travelling vertically through sea ice than

for light travelling horizontally (Buckley & Trodahl,

1987; Katlein et al., 2014). This affects the angular

distribution of light transmitted through sea ice and

has ramifications for the quantitative interpretation of

under-ice light measurements (Katlein et al., 2014). At

the same time, sea ice and surface optical properties are

inhomogeneous, most apparent in the form of snow

drifts and melt ponds (Chapter 4).

However, rules on light propagation can be derived

that give guidance as to where or how transmission

measurements should be performed. For example,

under overcast conditions and in a spectral range of

low absorption (i.e. blue and green), 10% and 90%

of the flux detected under ice is incident on the sur-

face within a radius of less than 0.3 and two times

the ice thickness, respectively (Petrich et al., 2012b).

Hence, if surface and ice conditions of 1 m thick ice

are homogeneous over a radius of 2 m, ice and surface

can be treated as homogeneous for the purpose of

light transmission measurements. Conversely, a strong

surface perturbation of 0.3 m radius directly above the

point of measurement will alter the measurements by

10% at most. Transmission measurements near the

edge of melt ponds have been found to be consistent

with Monte Carlo simulations (Ehn et al., 2011; Petrich

et al. 2012b).

1.4.4 Dielectric properties of sea ice
The dielectric properties of sea ice govern the propaga-

tion and attenuation of electromagnetic waves which

in turn determine both the optical properties of sea

ice and sea ice signatures in remote-sensing data sets

(Chapter 9). For a detailed treatment of electromagnetic

wave propagation in lossy dielectric media, see Schanda

(1986) and Hallikainen & Winebrenner (1992).

For an electromagnetic wave propagating in

z-direction at the time t, the electric field, Ex, in

the x-direction is given by:

Ex = E0 cos(ωt–kz) (1.32)

where E0 is the field at z = 0, k is the wave number

and 𝜔 the angular frequency. Maxwell’s equations yield

the speed of wave propagation (v) in a medium with

the relative electric permittivity, 𝜀, and relative magnetic

permeability, 𝜇, as:

v = c√
𝜀𝜇

(1.33)

with the speed of light in terms of the permittivity and

permeability of free space:

c = 1√
𝜀0𝜇0

(1.34)

The relative (dimensionless) permittivity 𝜀, also

referred to as the dielectric constant, is a complex

variable for a medium in which electromagnetic waves

are absorbed (a so-called lossy medium), such that

𝜀 = 𝜀′–i𝜀′′ = 𝜀′(l –i tan δ), (1.35)

with i denoting the complex part of the permittivity and

i2 = –1; 𝜀′ describes the contrast with respect to free

space (𝜀′air = 1) and tan 𝛿 is the so-called loss tangent.

In a non-polar medium, 𝜀′ and 𝜀′′ are constants,

whereas in substances in which the molecules exhibit

a permanent dipole moment (e.g. water), 𝜀′ and 𝜀′′ are

frequency-dependent because resonance affects wave

decay. Ionic impurities present in seawater and brine

also affect the propagation of electromagnetic waves,

such that 𝜀′′ depends on the conductivity 𝜎:

𝜀′′ = 𝜎

𝜀0𝜔
(1.36)

(Figure 1.17). Ignoring scattering and assuming a

homogeneous medium, one can assess the penetration

depth, δp, of electromagnetic radiation of a given

frequency as

𝛿p =
1
𝜅a

=
√
𝜀′

k0𝜀
′′ for 𝜀′ ≪ 𝜀′′ (1.37)

The attenuation of electromagnetic waves can be

described in simplified terms by an extinction coefficient

𝜅, with separate contributions from absorption, 𝜅a, and

scattering, 𝜅s, similar to the sea ice optical properties.

In particular in the single scattering approximation,

𝜅 = 𝜅a + 𝜅s. Despite its gross simplification of radiative

transfer, the concept of a penetration depth can help

in the interpretation of remote-sensing data, such as

radar or passive microwave imagery (Chapter 9). Thus,

it is of particular relevance for remote sensing of the

oceans and sea ice that the dielectric loss factor 𝜀′′ of

water varies by more than one order of magnitude

in the 1–100 GHz frequency range. Furthermore, at

frequencies < 10 GHz, 𝜀′′ differs by as much as one

order of magnitude for freshwater and seawater or

brine, due to the impact of ionic impurities on wave

decay. Hence, penetration depths at typical radar or
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Figure 1.17 Permittivity (a) and loss factor (b) for pure water and seawater at microwave frequencies. Source: Hallikainen & Wine-
brenner, 1992. Reproduced with permission of John Wiley & Sons.

passive-microwave frequencies are in the order of mil-

limetres to centimetres in seawater. For pure, cold ice 𝜀′

is constant at 3.17 for frequencies between 10 MHz and

1000 GHz, whereas 𝜀′′ is up to several orders of magni-

tude smaller than that of water. Consequently, one can

derive the dielectric properties of sea ice from the prop-

erties of its constituent phases based on an underlying

microstructural model (Stogryn, 1987), specifying the

shape, size and distribution of brine inclusions as well

as their volume fraction. Rather than describing ice

microstructure in highly idealized terms such as the

Stogryn model, Lin et al. (1988) have derived the

emissivity of sea ice at microwave frequencies based on

a stochastic representation of sea ice microstructure. In
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this approach, the sub-parallel arrangement of brine

layers within individual ice crystals (Figures 1.4 and

1.5) is rendered in terms of the autocorrelation length

of the two-dimensional autocorrelation function.

In simpler, empirical approaches, 𝜀 has been param-

eterized as a function of the fractional brine volume

(Hallikainen & Winebrenner, 1992), which in turn is

determined by the temperature and salinity of the ice

(Section 1.3). The extent to which temperature and ice

salinity dominate the penetration depth is illustrated

in Figure 1.18. At temperatures of around −5∘C, radar

waves can thus penetrate several tens of centimetres

to more than a metre into low-salinity multi-year ice,

whereas penetration depths in saline first-year ice are

only on the order of a few centimetres at most. Under

such conditions, the radar backscatter signatures of

multi-year are dominated by volume scattering from

gas bubbles and brine inclusions. In first-year and

young sea ice, ice surface scattering predominates and

radar backscatter coefficients are mostly determined

by the surface roughness of the ice. This allows for

discrimination of generally smooth first-year ice and

multi-year sea ice in radar satellite imagery. Owing

to the polarization and frequency dependence of the

dielectric properties (Figure 1.18), more sophisticated

multi-frequency and multi-polarization instruments

can be of considerable use in distinguishing between

different ice types. The same principles apply to

thermal emission at microwave frequencies from

different ice types and form the basis for commonly

employed algorithms in discriminating between first-

and multi-year sea ice in passive-microwave data

(Chapter 9).

1.4.5 Macroscopic ice strength
Ice strength – at least on the macroscopic level as man-

ifest, for example, in a uniaxial compressive strength

test commonly employed in studying the mechanical

properties of sea ice (Richter-Menge, 1992) – is typi-

cally defined as the peak stress, 𝜎max, sustained by a

sample when a load is applied. In simplified terms, 𝜎

corresponds to the magnitude of the force, F, applied

per unit area, A:

𝜎 = F
A

(1.38)

For an ideal elastic response, the strain 𝜀 resulting

from a given stress 𝜎 is proportional to 𝜎, with Young’s

modulus E as the proportionality constant:

σ = E𝜀 (1.39)
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Figure 1.18 Penetration depth at microwave frequencies for different types of first-year (FY) and multi-year (MY) sea ice. Source:
Hallikainen & Winebrenner, 1992. Reproduced with permission of John Wiley & Sons.
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Here, strain 𝜀 = (l – l0)∕l0 is defined as the relative

change in linear dimension that a body experiences as

it is stretched or compressed from l0 to l. For elastic

deformation, the body fully recovers from a given

strain in the way an ideal spring would (Figure 1.19a).

Upon reaching the yield stress 𝜎max, the sample fails

catastrophically, by releasing the stored elastic energy

mostly in the form of kinetic energy and sound. This

process is referred to as brittle failure. The same mode

of failure is experienced by a glass that shatters as it

is dropped to the floor. Unlike glass, however, sea ice

typically responds to a given stress not only through

elastic but also through viscous (non-recoverable)

deformation. For a Newtonian liquid, the latter is

characterized by a linear relation between stress, 𝜎, and

strain rate, d𝜀∕dt, with the viscosity of the medium 𝜂 as

the proportionality constant:

𝜎 = 𝜂 d𝜀
dt

(1.40)

Hence, deformation of natural sea ice is often best

described by a material model that takes into account

both elastic and viscous strain components (Mellor,

1986). Equation (1.40) implies a connection between

the magnitude of the stress and the strain rate. In fact,

as evident from Figure 1.19(a)–(d), the deformation of

natural sea ice samples at different strain rates conforms

with such a visco-elastic model, with the peak stress

𝜎max reduced by a factor of 3 as the strain rate is dropped

from 10–2 to 10–5 s–1. Also note that at smaller strain

rates (Figure 1.19b–d), the ice exhibits ductile failure

and is still capable of supporting a load after attaining

𝜎max, in contrast with the brittle failure shown in

Figure 1.19(a).

It requires a highly sophisticated approach to translate

these results from laboratory experiments into the real

world, in which the load could be applied by a person

stepping on fairly thin, young ice, with the strain rate

dictated by the speed at which the foot is set down on

the ice surface. Nevertheless, based on this knowledge

one could devise a strategy of how to best cross a very

thin, young sea ice cover if one absolutely had to. First,

one would not want to apply the full load fast enough

to induce catastrophic brittle failure, as this would

result in the person breaking through the ice without

much of a warning (i.e. prior deflection of the ice sheet;

see Figure 1.19a). If strain rates were small enough

to induce deformation in a ductile mode, then one

would experience the ice giving way underneath after

initially appearing quite strong (at least for strain rates

corresponding to the transitional brittle–ductile regime

characteristic of Figure 1.19b) and, as long as the load

would be reduced fast enough, the ice sheet would not

fail (i.e. break).

Contrived though this example may appear, polar

bears venturing out on nilas (≤10 cm thick) have been

observed to make intuitive use of the physics underlying

such different sea ice failure modes. Thus, in ambling

across the thin ice, the bear sets down each foot just

long enough for the peak stress to be surpassed (at the

associated strain rates in the order of a few seconds

at most) and then lifts it again to place it ahead on

yet unstrained ice. Indigenous hunters, such as the

Iñupiat of northern Alaska, employ a similar strategy

in crossing stretches of ice that would never support

a person’s weight if stationary for more than a few

seconds at most. As the thin, warm ice flexes and is

depressed below sea level, brine and seawater forced

upwards through the ice onto the surface provide a

visible indicator of the amount of accumulated strain.

The deformation process itself and the accommo-

dation of strain on a microscopic level can be quite

complicated. Thus, the solid ice matrix experiences

deformation of atomic bonds, slip along microcracks,

movement of grain boundaries and other processes

(Schulson, 1999). It is the combination of all of these

individual, microscopic processes that determines the

macroscopic response of the ice cover. Hence, the

microstructure of the ice plays an important role in

determining both ice strength and mode of failure

(Schulson, 1999). The contrasting properties of lake and

sea ice have already been considered in Section 1.1 and

similar contrasts hold for ice deformation. For typical

stresses and strain rates, the response of lake ice to

an imposed loading is almost exclusively elastic, with

failure occurring catastrophically in a brittle mode. This

gives no advance warning to anybody who is about to

break through the ice, as the yield stress coincides with

the complete failure of the material, similar to breaking

glass. On the other hand, the lack of brine inclusions,

which do not contribute to the overall strength of the

material, is responsible for a somewhat higher strength

of thin lake ice as compared with sea ice, which in the

case of nilas can contain as much as 20% liquid-filled

pores.
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Figure 1.19 Stress–strain curves for uniaxial compression tests of granular sea ice carried out at –10∘C at different strain rates. Source:
Richter-Menge, 1992; see text for details.

The actual macroscopic strength (i.e. the yield stress

𝜎max; see Figure 1.19) of a sample or volume of sea ice

is to a large extent controlled by the volume fraction

of gas, Va∕V , and brine, Vb∕V , both of which do not

contribute to the mechanical strength of the mate-

rial. As shown in an analysis by Assur (1960) (see

summary in Weeks & Ackley, 1986) it is thus the ice

cross-sectional area (1 – 𝜓) (with 𝜓 referred to as the

‘plane porosity’) that determines the magnitude of the in

situ stress and hence the macroscopic yield stress, 𝜎max,

such that:

𝜎f = (1 –ψ)σ0 (1.41)

where 𝜎0 would correspond to the (temperature-

dependent) strength of ice with all characteristics of

sea ice but zero porosity. Based on Assur’s (1960)

pore model (Figure 1.20), one can now derive the

cross-sectional area of brine inclusions (assuming

Va∕V = 0) in the vertical plane along which an ice sheet

will typically fail under natural conditions. As shown in

detail by Weeks and Ackley (1986), assuming the brine

cell geometry outlined in Figure 1.20, an expression can

be derived for 𝜓 in terms of the platelet spacing, a0, the

minor and major radii of an ellipsoidal inclusion, ra and

rb, spaced b0 apart in the direction of the ice lamellae

and a vertical separation of inclusions of length g by g0
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Figure 1.20 Pore microstructural model by Assur (1960).

such that equation (1.41) can be evaluated as:

𝜎f =

(
1 − 2

√
rb

ra

g

g0

a0

b0

Vb

V

)
𝜎0 (1.42)

A model of this form is difficult to evaluate in practice,

as both brine volume and pore geometry depend on

temperature and history of ice (in particular, melt season

vs growth season). In fact, the development of the pore

space is far away from trivial (Figure 1.11; Section 1.3).

In addition, strength is also highly dependent on the

nucleation and propagation of cracks that ultimately

lead to failure. The latter depend strongly on other

microstructural parameters, such as grain size or pre-

ferred alignment of crystals (Schulson, 1999). Empirical

relationships are used in practice due to the significant

influence of a large number of usually unknown ice

properties. For example, Timco and O’Brian (1994)

obtained the following equation for flexural strength of

cold, growing first-year ice

𝜎f = 1.76 MPa e−5.88
√

Vb∕V (1.43)

On the scale of an individual ice floe, the bending of

an ice sheet results in a vertical stress/strain distribution

such that maximum tensile stress is found at the top of

a flexing ice sheet, with 𝜎 decreasing to zero in the inte-

rior of the ice sheet and maximum compressive stress

found at a point opposite the crest in the ice. As sea ice is

stronger in compression than tension by a factor of 2–4,

the ice typically fails by cracks developing at the outer

surface that is in tension with the crack propagating

into the interior of the ice sheet. At the same time,

it is the colder, less porous and hence stronger layers

that determine the overall strength of an ice sheet

(Figures 1.6 and 1.10). Ice strength is a property of sea

ice that, probably unlike few others, is highly dependent

on the scale at which it is being considered. Thus, at

the scale of the ice pack, ice strength is mostly only

in the order of tens to hundreds of kPa, whereas it is

typically above 1 MPa in laboratory-scale experiments.

The state of knowledge on the mechanical properties

of sea ice has been reviewed by Timco and Weeks

(2010).
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1.5 Sea ice growth models,
deformation and melt

1.5.1 The role of the snow cover in sea ice
growth
Although it typically accounts for less than 10% of

the total mass of ice in the polar seas, the snow cover

plays a major role in the heat budget of sea ice. First,

snow albedos are consistently higher than those of

bare sea ice (Chapter 4). More importantly, snow is a

good insulator, as the thermal conductivity of snow

is generally lower than that of sea ice by roughly one

order of magnitude (Chapter 3). The low thermal

conductivity is determined by both snow texture and

density. The air content is large and results in a snow

density around 300 kg m–3. However, most of the

variability is related to the metamorphic state of the

snow layer (Sturm et al., 2002). The bulk thermal

conductivity of snow typically ranges between 0.1 and

0.4 W m–1 K–1, as compared with roughly 2 W m–1 K–1

for sea ice (Massom et al., 2001; Sturm et al., 2002).

Even a few centimetres of deposition on 0.5 m ice can

impede ice growth by reducing the conductive heat

flux, Fc (equation 1.12), by as much as 50%. As a result,

thinner ice is often observed beneath snow drifts, at

least on Arctic landfast ice (cf. Petrich et al., 2012c).

At the same time, the sensitivity of the ice cover to

changes in the oceanic heat flux increases with snow

depth (equation 1.44). Another consequence of snow

deposition on sea ice is a reduction in the amount of

short-wave radiation entering the ice and underlying

water and a temperature increase in the upper sea ice

layers. Both have important ramifications for overall

ice properties and the role of sea ice as a habitat for

microorganisms (Chapters 13–16).

In most cases, snow-covered ice grows to be thinner

than snow-free ice. However, once the load of a thicker

snow cover is sufficient to depress the ice surface below

the sea surface, seawater and brine may percolate either

vertically or laterally through the ice cover (Maksym &

Jeffries, 2000). Such seawater flooding shifts the locale

of ice growth from the bottom of the ice cover to its top

surface and the bottom of the snow pack. The ensuing

increase in the conductive heat flux, Fc (equation 1.12),

allows more ice to grow per unit area and time than

would be possible through freezing at the ice bottom.

In the Arctic, snow is rarely deep enough to allow

for surface flooding and snow ice formation. In the

Antarctic, however, an overall thinner ice cover and

higher snow accumulation rates result in widespread

occurrence of this phenomenon (Maksym & Markus,

2008), with more than 50% of the surface flooded in

some areas (Eicken et al., 1994; Worby et al., 1998). This

has important consequences for sea ice remote sensing

as it substantially changes the dielectric properties of

sea ice and hence its signature in active and passive

microwave remote-sensing data sets (Chapter 9). Sim-

ilarly, sea ice ecology is also strongly affected by this

process (Chapter 14; see infiltration layer community

in Figure 1.16b).

As the flooded snow refreezes, the microstructural

traces of its meteoric origin are often obliterated and it

becomes exceedingly difficult to distinguish such snow

ice from similarly fine-grained consolidated frazil ice.

Here, the stark contrast in the stable-isotope signatures

of snow, which is greatly depleted in the heavy isotopes

of oxygen (18O) and hydrogen (D), and ice grown from

seawater with its stable, undepleted composition can

help to determine the total contribution of precipitation

(often referred to as meteoric ice) to the total ice

thickness (Eicken et al., 1994). Numerous studies in the

Southern Ocean have established that snow ice (the

frozen mixture of snow and seawater and/or brine) is

very common, accounting for between a few per cent

to more than 50% of the total ice thickness (Maksym

& Markus, 2008). The actual meteoric ice fraction is

generally less than 20%. Both small- and large-scale

model simulations (Fichefet & Morales Maqueda, 1999;

Maksym & Jeffries, 2000; Powell et al., 2005) indicate

that snow ice formation is also important on the global

scale.

Snow ice formation may also help to prevent the

complete removal of sea ice from areas with high

oceanic heat fluxes, Fw. For example, in the eastern

Weddell Sea, bottom topography and local hydrography

result in winter values of Fw in excess of 100 W m–2

for extended periods of time (McPhee et al., 1996).

In the mid-1970s this region was the site of a vast

polynya that persisted for several years (Chapter 8).

Considering that such high heat fluxes would halt ice

growth and induce bottom melt even in midwinter,

one wonders how an ice cover can survive at all in

this region. Observations during the ANZFLUX study

(McPhee et al., 1996) demonstrated that level ice of

several tens of centimetre thickness does in fact melt at

rates of several centimetres per day in the area during
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intervals of high oceanic heat flux. At the surface of the

ice, buffered against the oceanic heat by the ice layers

below, snow ice growth seems to be able to compensate

for the intermittent substantial bottom ice losses.

1.5.2 Energy budget of sea ice during
growth
The fact that in the Southern Ocean, level, undeformed

ice typically grows to less than 0.7 m thickness within

a single year, compared with as much as 1.8 m in the

Arctic, leads us to the question what exactly controls the

thickness an ice floe can attain through the freezing of

seawater to its underside. We will limit ourselves to the

discussion of sea ice during the winter growth season in

this section, a time when solar short-wave radiation is

negligible.

In the case of congelation ice growth, the growth rate

is determined by the energy balance at the lower bound-

ary, i.e. the ice bottom. Here, the conductive heat flux

out of the interface into the ice, Fc and the oceanic heat

flux, Fw, from the underlying water into the interface

are balanced by the release or uptake of latent heat, Lsi,

during freezing or melting, i.e. thickness change dH/dt

(dH/dt > 0 during freezing):

− Fc + Fw + 𝜌iLsi
dH
dt

= 0 (1.44)

where 𝜌i is the density of ice.

The sign of a flux is a matter of convention. When con-

sidering the energy balance at one interface only, usually

all fluxes are defined as either positive or negative if they

are directed away from the interface; however, we con-

sider fluxes between two interfaces and within the bulk

in this section. For the sake of consistency we define

fluxes as positive if heat flows upwards toward the

atmosphere.

In the absence of an oceanic heat flux, the ice cover

would thicken as long as heat is removed through the ice

to the atmosphere. Without radiative transfer of energy

into the ice, this is the case as long as the surface temper-

ature of the ice is less than the freezing point of seawater

at the lower interface. However, the ocean underlying

the ice typically contains a reservoir of heat that is either

remnant from solar heating of the mixed layer in sum-

mer (Maykut & McPhee, 1995) or due to transfer of heat

from deeper water layers. In particular, near ice shelves,

the heat flux from the ocean may be negative, giving rise

to the growth of platelets at the bottom of the ice. In the

Arctic, where the amount of heat transported into the

polar basin and entrained into the surface mixed layer

from below the halocline is comparatively small, Fw

amounts to a few W m–2 in most regions (Steele & Flato,

2000). In the North American Arctic, where advection of

heat is minimal, the seasonal cycle of Fw is almost exclu-

sively controlled by the absorption of solar short-wave

radiation in the upper ocean, which is transferred to the

ice bottom later in the season (Maykut & McPhee, 1995).

In the Southern Ocean, ocean heat flow can be in the

order of several tens of W m–2 (Martinson & Iannuzzi,

1998). As a result, even an ice cover that is cooled

substantially from the atmosphere in winter, may only

grow to a maximum thickness that is determined by

the balance of ocean and conductive heat flow, Fc = Fw.

Measurements of ice thickness and surface hydrography

indicate that this maximum (winter equilibrium) thick-

ness is on the order of 0.5–0.7 m (Wadhams et al., 1987;

Martinson & Iannuzzi, 1998). As shown below, such

estimates can also be obtained from simple analytical

modelling.

In areas where oceanic heat fluxes can episodically

increase to several hundred W m–2 due to convective

exchange with a deeper ocean well above freezing

(McPhee et al., 1996), an ice cover can thin signifi-

cantly, or vanish entirely, by melting from below. Such

extended areas where the ocean is ice-free even in mid-

winter are referred to as polynyas. The vast Weddell Sea

polynya of the 1970s is the most prominent example

of open water maintained through active melting and

heating of the surface ocean (sensible heat polynya).

Alternatively, polynyas can also form dynamically, with

strong, steady winds pushing ice away from a coastline

or stretches of landfast ice (latent heat polynya).

Oceanic heat and heat released from freezing is con-

ducted to the upper surface of the ice cover and ulti-

mately released to the atmosphere. The rate at which

heat can be extracted is determined by the energy bal-

ance at the upper surface of the ice floe and snow and

the ice thermal properties. For a surface at steady tem-

perature and no solar irradiance, conservation of energy

requires that the heat fluxes out of and into the surface

be balanced:

FL ⇓ + FL ⇑ +Fs + Fe − Fc + Fm = 0 (1.45)

Here, the individual heat flux terms are the incom-

ing long-wave flux, FL ⇓; the outgoing long-wave flux,
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FL ⇑; the turbulent atmospheric sensible and latent heat

fluxes Fs and Fe, respectively; the heat flux due to melt-

ing of ice at the surface, Fm (in the Arctic this is typically

only relevant during the summer after the ice surface

starts to melt); and the conductive heat flux from the

interior of the snow or ice, Fc. Equation (1.45) is formu-

lated with positive fluxes transporting heat upwards for

consistency within this section. However, often fluxes

directed away from the surface are defined as negative

by convention; details on the surface energy balance can

be found in Maykut (1986) and Steele and Flato (2000).

A detailed discussion of the magnitude of all these

terms is given elsewhere (Maykut, 1986; Persson et al.,

2002). Over Arctic multi-year ice, the net radiation

balance typically does not drop below –50 W m–2

during winter and has its maximum in July at just over

100 W m–2. The other fluxes range between a few to a

few tens of W m–2.

The surface and bottom heat balances are coupled

through conductive heat exchange Fc with the snow

and ice in between. The energy balance in sea ice is for

conductive heat transfer and absorption of shortwave

radiation:

𝜕H
𝜕t

= 𝜌i csi
𝜕T
𝜕t

= 𝜕

𝜕z

(
𝜆si

𝜕T
𝜕z

)
−
𝜕Fsw

𝜕z
(1.46)

where Fsw is the radiative short-wave flux (for the defini-

tion of enthalpy H see equation 1.23; the energy balance

for snow is similar). In steady state (dT∕dt = 0) and in

the absence of radiative heat input (dFsw∕dz = 0), the

conductive heat flux is independent of depth within sea

ice and Fc is equal at both interfaces. Simplified models

that couple both interfaces are discussed next.

1.5.3 Simple models of sea ice growth
A rigorous mathematical treatment of the problem

of ice growth requires numerical techniques, because

the individual terms in the surface energy balance

(equation 1.46) depend either directly or indirectly on

surface and air temperatures in a non-linear fashion

and the thermal properties in equation (1.46) are

temperature-dependent. Nevertheless, as demonstrated

more than a century ago by Stefan (Leppäranta, 1993),

through some simplifications it is actually possible to

arrive at fairly accurate predictions of ice growth. Such

simple, so-called degree-day models can also help us

in understanding key aspects of the heat budget of sea

ice and are therefore discussed in more detail below.

The principal aim of ice-growth modelling is to evaluate

the growth rate, dH∕dt, of sea ice as a function of time.

The temperature at the ice—ocean interface is at the

freezing point Tw and we assume the oceanic heat flux

Fw to be known (Figure 1.21). The conductive heat

flux at the bottom of the ice is largely determined by

the heat flux to the atmosphere. At the interface with

the atmosphere, one finds that net long-wave radiative

fluxes can be described as a function of surface and

air temperature during overcast. Likewise, the turbulent

heat fluxes Fs and Fe depend on air and surface tem-

perature (for a discussion of the latent heat flux Fe, see

Andreas et al., 2002). As a first approximation, the net

atmospheric flux can be linearized with respect to the

temperature difference between air and surface, i.e. the

magnitude of the net atmospheric flux Fa increases with

temperature difference between surface and air:

Fa = −k(Ta − Ts) + F0
a (Ta,Ts, …), (1.47)

where k is an effective heat transfer coefficient between

surface and atmosphere and the residual flux Fa
0 is

usually set to 0. Owing to the large ratio between latent

and sensible heat stored in sea ice, sea ice grows so

slowly that the ice temperature profile adjusts to the

increasing ice thickness quasi-instantaneously (Carslaw

& Jaeger, 1986). Hence, the temperature profile is linear

in the absence of solar heating (e.g. in winter) and

rapid temperature fluctuations, provided the thermal

conductivity 𝜆si is homogeneous in the ice. Temperature

profiles in sea ice are indeed linear during much of

the growth season. This is illustrated in Figure 1.10.

Considering the two-layer system of snow and ice with

H

Snow

Air

Sea ice

Ocean

dH/dz

hs

Fc λsi

λs

Fw

Tw

Ti

Ts

Ta

Fc

Figure 1.21 Illustration of the two-layer model of sea ice growth.
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continuity in temperature and heat flux throughout

snow and sea ice (Figure 1.21), Equations (1.12) and

(1.47) can be written as:

Fa
1
k
= −(Ta − Tas) (1.48)

Fc

hs

𝜆s

= −(Tas − Tsi) (1.49)

Fc
H
𝜆si

= −(Tsi − Tw) (1.50)

where Tas and Tsi are the interface temperatures of air

and snow, and snow and ice, respectively, hs and H are

thicknesses of snow cover and sea ice, respectively, and

𝜆s and 𝜆si are the thermal conductivities of snow and sea

ice, respectively. Realizing that Fa = Fc and summing the

equations, we find that the net conductive heat flux is:

Fa = Fc = −
Ta − Tw

1
k
+ H
𝜆si

+
hs

𝜆s

(1.51)

since 𝜆s ≈ 0.1𝜆si we see that even a layer of snow that

is thin with respect to sea ice thickness H can have a

profound influence on the heat flux.

Equating (1.51) with the energy balance at the ice bot-

tom (equation 1.44) we find:

dH
dt
𝜌iLsi = −

Ta − Tw

1
k
+ H
𝜆si

+
hs

𝜆s

− Fw (1.52)

This equation is suitable for numerical modelling of

ice thickness if time series of air temperature, snow

depth and oceanic heat flux are known. However,

further approximations are commonly made to allow

ice thickness estimates based solely on the air temper-

ature history: We assume the absence of an oceanic

heat flux, that the atmospheric heat transfer coefficient

k is constant with time and that the snow depth is

proportional to the ice thickness following:

hs = rsH (1.53)

where rs is the constant of proportionality (note that

we would expect surface flooding if rs exceeded approx.

0.3). Integrating equation (1.52) over time we find that

the ice thickness evolves according to:

H2+
2𝜆si

k

(
1 +

𝜆si

𝜆s

rs

)−1

H =
2𝜆si

𝜌iLsi

(
1 +

𝜆si

𝜆s

rs

)−1

∫ −(Ta − Tw)dt

(1.54)

For the special case of a known and constant surface

temperature, i.e. k ⇒ ∞, constant Ta and absence of

snow, i.e. rs = 0, equation (1.54) reduces to the solution

of the Stefan problem:

H2 =
2𝜆si(Tw − Ta)

𝜌iLsi

t (1.55)

This equation represents the most fundamental

growth model of sea ice that states that the thickness of

ice increases with the square root of time.

Commonly, the term:

𝜃 = ∫
te

0
(Tw − Ta)dt (1.56)

in equation (1.54) is computed for discrete time steps

Δt = 1 day; 𝜃 is then referred to as freezing degree-days,

a variable easily derived from standard meteorological

observations. Note that ice thickens approximately

linearly with freezing degree-days if the effective heat

transfer coefficient k is small and the ice is thin. Reason-

able agreement with observations can often be achieved

by deriving the factors in equation (1.54) empirically,

typically based on ice thickness and air temperature

observations at a given location. For example, Anderson

(1961) found that:

H2 + 5.1H = 6.7𝜃 (1.57)

where H and 𝜃 are in cm and ∘C days, respectively.

As indicated by the quadratic nature of equation (1.54)

(and equation 1.52), the thicker the ice, the lower the

growth rate. As a result, differences in thickness

between ice floes that started to form at different times

during the winter tend to reduce with time. In the

absence of ocean (or solar) heat fluxes into the ice and

without any summer melt, there would be no limiting

thickness for sea ice growth. However, since the oceanic

heat flux, Fw, is usually >0, ice thickness has a limiting,

maximum value at which conductive heat flux equals

oceanic heat flux (equation 1.44) and all ice growth

stops. From equations (1.52) and (1.54), this limiting or

equilibrium thickness, Heq, is given by:

Heq = −𝜆si

Ta − Tw

Fw

(
1 +

𝜆si

𝜆s

rs

)−1

(1.58)

For typical Antarctic conditions, with Ta – Tw =
–20∘C, 𝜆si = 2.0 W m–1 K–1 and Fw = 20 W m–2, 𝜆si∕𝜆i =
10 and rs = 0.3 (i.e. flooding) the limiting thickness
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is 0.5 m, suggesting that the ocean does in fact limit

growth of level ice. In the Arctic Fw is typically smaller

by an order of magnitude and the limiting thickness

greatly exceeds the amount of ice that can be grown

during a single winter.

Figure 1.22 shows a comparison between the

Anderson model and measurements. As evident from

Figure 1.22, the impact of a snow cover on the ice thick-

ness evolution is substantial. A simple degree-day model

following equation (1.54), H2 + 25H = 7.3𝜃 (rs =
0.08, 𝜆si∕𝜆i = 6.7, k = 10 W m–2 K–1), was used to

describe the development of sea ice thickness from the

middle of December to June. Varying the parameter

rs, estimates were obtained for the thickness evolution

without snow cover (rs = 0) and with a snow cover

deep enough to cause flooding (rs = 0.3). Freezing

degree-day models have an established place when

describing ice growth and break-up but often require

location-specific parameters (cf. Petrich et al., 2012a,

2014, and references therein).

Freezing degree-day models imply that ice starting to

form earlier in the season will reach greater thickness

by the end of the growth season than ice starting to

form later in the season. However, this may not be the

case if ice formation starts early in the autumn, a time

typically chracterized by both high air temperatures and

high precipitation (Figure 1.23a). Using a numerical

model to simulate ice growth under varing temperature
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Figure 1.22 Sea ice thickness in Barrow as a function of time
based on a degree-day model (thick line) and estimates of thick-
ness development without snow and with heavy snow load
(dashed lines; see text for details). Thickness measurements
from an acoustic sounder are indicated by a stripe of width
4 cm from day 45 onwards. Air temperatures are based on mea-
surements at 2 m above ground. Source: courtesy Atmospheric
Radiation Measurement (ARM) Program.

and snow depth conditions, Figure 1.23(b) shows that

ice forming at the end of November is expected to grow

the thickest at Barrow, Alaska, by 20 May (typical end

of the ice growth season). Ice starting to form in October

ends up thinner. Using equation (1.5) to predict the

steady-state salinity profile, Figure 1.23(b) shows that

the thickness-averaged bulk salinity at the end of the

growth season is lowest for the ice forming early in the

season (i.e. October). As equation (1.5) is not a dynamic

model we realize immediately that this finding is not

the result of ‘older ice having more time to desalinate’.

Instead, it is due to slower growth on (a weighted)

average.

1.5.4 The importance of ice deformation
Deformation of the ice cover by means of rafting

and ridging (Figure 1.1) accounts for the thickest ice

observed in the polar oceans and provides a mechanism

for thickening even when thermodynamic growth

stalls. As a result, deformation processes are particularly

important in a warming climate as they may be capable

of compensating for some of the thinning due to lesser

ice growth and increased ice melt.

First-year pressure ridges can exhibit keels exceed-

ing 10–20 m in depth (Strub-Klein & Sudom, 2012),

presenting a particular challenge or even hazard to

operations in sea ice-covered waters. When embedded

in landfast sea ice and grounded, they stabilize the ice

cover into the break-up season (Petrich et al., 2012a).

Formation and refreezing of brash ice (ice rubble) as

a result of repeat traverses of icebreaker channels in

landfast ice enhances ice thickening and generally leads

to the undesirable situation of ice being thicker inside

the channel than next to it (Sandkvist, 1981). This

practical little insight gave rise to the saying: if you

break ice, you make ice.

A range of properties and processes of deformed ice

differ from level ice: among these are melt-pond devel-

opment, mechanical strength, ocean and atmospheric

drag, and characteristics as a biological habitat. The

complex interplay of different deformation processes

and their overall impact on the ice thickness distribution

are the topic of Chapter 2. Here it suffices to emphasize

that both the thermodynamic component of ice growth

and melt (potentially including brash ice) and the

dynamic component of thickening through rafting or

ridging contribute to the characteristics of the sea ice

cover.
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Figure 1.23 (a) Typical development of avaerage air temperature (black line) and precipitation (bars) in recent years at Barrow,
Alaska. (b) Dependence of ice characteristics at the end of the growth season (20 May) on the start date of ice formation: modelled
ice thickness (solid line), snow depth (dash-dotted line) and depth-averaged bulk salinity (dashed line, red). Ice forming at the end of
November will reach the largest thickness at the end of the season and the later the ice starts to form, the higher the average salinity
at the end of the season. Note the different scales on the x-axes. Plot (b) from Petrich et al. (2011).

1.5.5 Sea ice melt
The melt season is characterized by increasing air tem-

peratures and irradiation. Repeat studies of the melt pro-

cess of undeformed landfast first-year sea ice at Barrow,

Alaska, have been performed following earlier work on

the processes leading to pond evolution (Eicken et al.,

2002, 2004). A recent series of studies let to detailed

descriptions of the processes surrounding melt-pond

evolution and sea ice decay (Petrich et al., 2012a,c;

Polashenski et al., 2012). Albedo observations of these

studies have been summarized and compared with

multi-year ice by Perovich & Polashenski (2012). These

studies highlighted that a key process (i.e. melt-pond

evolution) is, to a significant extent, governed by

localized positive feedbacks and spatial inhomogeneity.

Preconditioning of undeformed landfast ice for

melt-pond development begins with the development

of the snow cover in winter. The locations of snow

drifts, once established, remain stationary in spite of

episodes of winds and snowfall. On landfast ice at Bar-

row, the morphology of snow drifts as early as February

could be directly related to melt-pond morphology and

development in early June. Prior to melt, the snow drifts

were, on average, 0.1 m deeper than the average snow

cover and separated by some 20 to 30 m. Following a

rise in air temperature in May, the thinner patches of

snow melted first, starting a positive albedo feedback

loop: thin, wet snow and exposed ice are darker and

absorb more light than the surrounding thicker snow

patches, the ice begins to melt locally and collect

melt-water. Meltwater percolating through deeper

snow is occasionally observed to form superimposed

ice at the ice–snow interface, fostering run-off into

adjacent, ponded snow-free areas. Meltwater standing

on the surface further increases the heat flux to the

surface, promoting surface ablation. By the time the

remaining snow has melted, a surface topography has

developed, leaving the areas of originally deeper snow

at a slightly higher surface elevation than the surround-

ing ponds. Hence, the decaying ice in these areas is

interspersed with air rather than brine inclusions and

easily mistaken for snow. The surface meltwater starts to

drain preferentially through discrete flaws about 1 week

after it first started to appear. As the water is warm, the

locations of drainage widen, establishing drainage holes

that can reach 10–50 cm in diameter. Surface waters
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flowing towards these drainage locations contribute

to enhanced local surface ablation and establish the

outline of a persistent melt-pond pattern. Drainage

continues for a few days until most of the surface water

has drained to freeboard level. In what follows, the

body of ice may either rise or fall with respect to the

water level, depending on whether surface ablation

or bottom ablation dominates. Ponded ice will rot

considerably where particulate matter is present in the

ice, locally weakening the integrity of the ice cover

until it is easily broken apart by winds. Note that this

description applies to undeformed sea ice with a surface

that appears flat to visual inspection (except for snow

drifts). In the presence of ice surface topography, the

surface topography replaces snow drifts in importance

(Landy et al., 2014).

A localized weakening of ice beneath melt ponds

contrasts with structural weakening of an entire piece

of sea ice. The latter is due to a general warming of the

ice in spring, even before melt-pond formation. Petrich

et al. (2012a) found that identifying the dominant

mechanism is crucial to predicting local break-up;

disintegration due to melt ponds is related to solar

irradiance, while weakening and mechanical break-up

due to swell or storms may well be predictable with

freezing (or melting) degree-day models.

1.6 Conclusion

This chapter started out with an introduction to the

importance of the scale of observation in the study of

sea ice. Methodological innovations and advances in our

understanding of sea ice as a material and a large-scale

phenomenon have now opened the door to studies that

are cognizant of both the vast forest and the particulars

of each tree. For example, computational limitations

have prevented physically realistic representations of

sea ice processes in climate models. This is changing

now and there is increasing interest and ability by

modellers to incorporate the finer details of ice growth

and ice properties into these models. Similarly, the

increasing sophistication of field research methods

and the realization of the importance of key sea ice

processes in a global context have prompted a number

of investigations that are seeking to bridge the gaps

between the microscopic, macroscopic and the regional

scales. Much has changed in the world of sea ice in the

decade or so that passed between the publishing of the

first and third editions of this book. It looks like this

trend of increasing interest in the polar sea ice covers is

likely to continue.

1.7 Acknowledgements

Chris Petrich acknowledges support of the Norwegian

Research Council, project number 195153 (ColdTech).

Hajo Eicken is grateful for support from the National Sci-

ence Foundation, grant OPP-0934683.

Endnotes

1 Malmgren’s work and fate may also serve to

illustrate how scientific investigation, exploration

and the incalculable were intertwined in the early

20th century (and arguably continue to be so to

some extent). Finn Malmgren’s thorough and

ground-breaking study of sea ice properties was

prompted by Harald Sverdrup, who had suggested

this work as a project to at least gain something out

of the unplanned freezing in of Roald Amundsen’s

vessel Maud during the Northeast Passage expedition

of 1922–25. Malmgren’s experience and scientific

prowess predestined him to be one of the key

participants in Nobile’s ill-fated airship expedition to

the North Pole, where Malmgren perished in the ice

pack on a trek to reach the Svalbard archipelago.

2 The data assembled by Assur originate mostly from

the first half of the 20th century but have been

verified to some extent by nuclear magnetic

resonance studies of the liquid volume fraction

(Richardson, 1976). Nevertheless, some cautions

apply.
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CHAPTER 2

Sea ice thickness distribution
Christian Haas
Department of Earth and Space Science and Engineering, York University, Toronto, ON, Canada

2.1 Introduction

Discussions of hemispheric trends and variability of the

sea ice cover and their relation to global climate change

often ignore the fact that sea ice shows strong regional

variability, and that the regions where the ice retreats or

advances in a given year can be quite variable. Similarly,

the long-term, mean sea ice distribution is characterized

by strong zonal (i.e. East-to-West) contrast in sea ice

coverage, most prominently in the Arctic. There, sea ice

expands southwards along the coasts of east Greenland,

eastern Canada, and eastern Siberia and China as far

south as 45∘N or 40∘N or so, while a little further to

the east, on the other side of the Atlantic and Pacific

Oceans, the Barents Sea, Baffin Bay, or the Bering Sea

remain ice-free up to latitudes of almost 80∘N (Chapters

7–9, 11, 27). This global sea ice distribution illustrates

that the presence or absence of sea ice cannot simply

be explained by latitudinal radiation or air temperature

gradients. Instead, the actual sea ice distribution is

strongly governed by the direction and intensity of

prevailing winds and ocean currents which advect the

ice, and by atmospheric and oceanic heat fluxes which

show strong regional and temporal variability.

The importance of winds and ocean currents extends

well into the interior pack ice zones and results in sea

ice motion or drift, which in turn lead to sea ice defor-

mation and ‘dynamic’ changes of the sea ice thickness

distribution. These dynamic processes act together with

thermodynamic processes discussed in Chapter 1, and

govern the overall ice mass balance and ice thickness

which initially determine where and how much ice can

survive a summer’s melt in a given year and region.

Sea Ice, Third Edition. Edited by David N. Thomas.
© 2017 John Wiley & Sons, Ltd. Published 2017 by John Wiley & Sons, Ltd.

Dynamic thickening or thinning is illustrated in

Figure 2.1. Like winds or currents, ice drift is not uni-

form but is subject to divergence or convergence. Due to

its ‘thin’-ness of only a few metres at best, under motion

the ice cover easily breaks up into floes interspersed by

cracks or leads. In divergent conditions, leads open and

create regions of zero ice thickness, where thin new

ice may form and thicken subsequently. In convergent

drift, ice floes are pushed together and collide with each

other. If the resulting forces in the ice become too large,

it will finally break. The resulting ice fragments and

blocks will be pushed onto, and below, the edges of the

floes, forming so-called pressure ridges (Figure 2.1).

Obviously, such dynamically formed ridges are much

thicker than the adjacent, thermodynamically grown,

undeformed level ice.

The thickness profile in Figure 2.2 shows the result

of the various processes shaping the ice thickness dis-

tribution. The example is from the Canadian Beaufort

Sea, and was obtained during a westward flight from

the northwest corner of Banks Island. The profile

begins over a recurring coastal polynya with new ice

<0.5 m thick, then continues over thicker first-year ice

1.2 m thick previously formed in and exported from

this polynya, and ends over > 2 m thick, second- and

multi-year ice incurring from the high Arctic Ocean

and Canada Basin. The latter is characterized by a large

degree of deformation and numerous pressure ridges

>6 m thick. It can also be seen that the thick ice cover is

interspersed with refrozen leads of various thicknesses

and widths, resulting from widespread divergent ice

motion in this region.
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Figure 2.1 Illustration of the different dynamic and thermodynamic processes contributing to the development of the sea ice thickness
distribution. Source: from Meier & Haas, 2011.

2

0

–2

Z
 (

m
)

–4

–6

–8

–10

0 10 20 30

Distance (km)

40 50 60 0

Thickness (m) 

1 2 3 4 5 6

1.0

0.8

0.6

0.4

P
D

F
 (

1
/m

)

0.2

0.0

Figure 2.2 Ice thickness profile and thickness distribution [probability density function (PDF), 0.1 m bin width) from the Canadian
Beaufort Sea obtained by airborne electromagnetic (EM) profiling. The 65-km-long profile was surveyed on 19 March 2014, and
extends from the northwest corner of Banks Island (left) to approximately 73∘33′N, 127∘29′W (right). Positive Z shows the surface
height profile obtained from laser altimetry, while negative Z shows EM ice thickness (see Section 2.3).

Due to the complexity of the various ice growth and

deformation processes, the resulting ice thickness dis-

tributions can be quite involved (Figure 2.2). However,

the thickness of level ice, and the amount and thick-

ness of deformed ice bear information about the inte-

grative formation processes having contributed to the

thickness distribution at any given time and location. It

is therefore important to be able to observe different ice

thickness classes (from thin to thick ice), and to take

their importance for sea ice processes into account. It

is also important to note that mean ice thickness may

insufficiently describe the ice thickness distribution, as

the same mean value can be attained by many different

arrangements of thin and thick ice.

This chapter summarizes our present understanding

of dynamic and thermodynamic changes of the ice

thickness distribution and their mathematical and

physical representation. It then discusses various sea



�

� �

�

44 Chapter 2

ice thickness observing methods and ends with a few

examples regarding the importance of various ther-

modynamic and dynamic processes on observed ice

thickness distributions. This chapter is much shorter

than the corresponding ones in the first and second

edition of this book. Therefore, the reader is referred

to other chapters in this book covering some of the

related material, namely Chapters 9–12. In addition,

some excellent complementary text books with more

extensive material related to this chapter have been

published in the meantime, among them Field Techniques

for Sea Ice Research (Eicken et al., 2009), The Drift of Sea Ice

(Leppäranta, 2011), and Drift, Deformation, and Fracture

of Sea Ice (Weiss, 2013).

2.2 The sea ice thickness distribution

2.2.1 Statistical description
As in the example in Figure 2.2, the thickness distribu-

tion in a region is most commonly described by a his-

togram of the frequency of occurrence of a certain ice

thickness class. More formally, it is defined as a proba-

bility density function (PDF) g(h) of the areal fraction of

ice with a certain ice thickness h in a certain region R

(Thorndike et al., 1975). The PDF of ice thickness g(h) is

given by:

g(h)dh = dA(h, h + dh)∕R (2.1)

where dA(h, h + dh) is the areal fraction of a region R

covered with ice of thickness between h and (h + dh).
In practice, the thickness distribution is mostly obtained

along linear profiles, and dA and R are one-dimensional,

with R being the total length of the profile. g(h) is derived

by dividing a frequency histogram of ice thickness data

by the bin width (dh). Thus, its dimension is m–1. The

advantage of using a PDF instead of a normal frequency

distribution is that the numerical value of the height

of each thickness bin is independent of the bin width

used in calculating the histogram. This may be required

if numerical values of thickness histograms are to be

compared with other distributions or are used to param-

eterize the thickness distribution in numerical equations

for computer models. For most practical applications, it

is sufficient to calculate the frequency distribution and

to give results in fractions or as percentages.

Depending on the degree of deformation, pressure

ridges can contribute as much as 30–80% to the total ice

volume of a floe or ice field. Therefore sea ice thickness

distributions are characterized by a long tail towards

thicker ice. As a result, they are generally not well

described by normal (Gaussian) distributions, and their

mean is different from their mode or median. While

lognormal distributions may describe the most general

thickness distributions (e.g. Tian-Kunze et al., 2014),

they clearly fail in the presence of multiple modes.

However, statistical properties of morphological fea-

tures like pressure ridge sails and keels can be better

described by simple exponential or lognormal distribu-

tions. These are defined for thicknesses above certain

cut-off values, and comprise the tails of thickness distri-

butions. Ridges can be identified from thickness profiles

by Rayleigh and other criteria (e.g. Wadhams, 2000). It

has been shown that the height and depth distributions

of ridge sails and keels above a certain cut-off height hc

can be well described by exponential functions of the

form:

g(h) = A exp[−B(h − hc)] (2.2)

while ridge spacing s often has a lognormal distribution

of the form:

g(s) = exp(−(ln(s − s0) − 𝜇s)
2∕2𝜎2)∕

√
2𝜋𝜎(s − s0) (2.3)

where s0 is a lower bound for the considered ridge

spacing s and ln(s − s0) is normally distributed (e.g.

Wadhams, 2000; Rabenstein et al., 2010; Tan et al.,

2012). A and B are variables related to the mean 𝜇 and

standard deviation 𝜎 of ridge height or spacing.

As ridges strongly contribute to the roughness of the

ice surface and underside, their height and spacing dis-

tribution play a major role in the ice’s atmospheric and

ocean drag (see equation 2.5). Simple equations relating

ridging and surface drag were developed by Arya (1973,

1995) and Hanssen-Bauer and Gjessing (1988). A recent

study by Castellani et al. (2014) has combined these con-

cepts with extensive laser altimeter data from the Arctic

Ocean to show how ridging and drag vary across the

Arctic. However, they also demonstrate that one has to

consider not only ridges, but also smaller morphological

features and the complete thickness distribution when

evaluating surface drag.

2.2.2 Modelling changes of the ice
thickness distribution
As mentioned earlier, understanding and predicting the

ice thickness distribution requires consideration of both
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thermodynamic and dynamic processes (Figure 2.1).

The temporal development of the ice thickness dis-

tribution 𝜕g∕𝜕t can be written as (Thorndike et al.,

1975):

𝜕g∕𝜕t = −𝜕(fg)∕𝜕h − div(vg) + Φ (2.4)

Three terms contribute to this equation (Figure 2.3):

f (h, x, t) = dh∕dt is the thermodynamic growth or melt

rate of ice of thickness h at a location x and time t; v

is the ice drift velocity vector; and Φ is the so-called

redistribution function.

Thermodynamics
The thermodynamic growth term of equation (2.4) has

been described in detail in Chapter 1. It is important to

note that it is dependent on ice thickness itself, i.e. that

thin ice grows faster than thick ice due to steeper tem-

perature gradients. On the other hand, thermodynamic

growth implies that thick ice exceeding a certain equi-

librium thickness (e.g. pressure ridges) will melt, even

in winter, if the oceanic heat flux exceeds the (generally

low) conductive heat flux through thick, insulating ice.

This explains the negative contribution to the ice thick-

ness distribution in Figure 2.3.

Importantly, thermodynamic growth is also strongly

modified by the presence of snow, which has a heat

conductivity between 0.11 and 0.35 W m–1 K–1 depend-

ing on its density and grain structure (see Chapter 3).

This is only one-seventh or less of the heat conductivity

of sea ice. Therefore, the presence of snow significantly

reduces ice growth and the equilibrium ice thickness.

This may be important for future scenarios of ice

formation in the Arctic. As freeze-up occurs later and

Sea ice thickness distribution

Mode

Mean

g(h)

f(h)

h

h

Thermodynamics Divergence Deformation

h h

g div ν

h
h + dh

Processes that alter the thickness distribution
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Figure 2.3 Illustration of the contribution of the different terms and processes in equation (2.4) to the ice thickness distribution.
Source: adapted from Thorndike et al., 1992.
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later in the season, less snow may accumulate on the

forming first-year ice, while it can form a thick layer

on adjacent, older ice. The first-year ice with less snow

cover can therefore have a growth advantage over older

ice, and can reach similar thicknesses in the end of the

growth season as old ice (e.g. Notz, 2009).

Divergence and advection
The second term in equation (2.4) represents ice diver-

gence and advection due to ice motion. As mentioned

earlier, the ice is subject to external forces, mainly due

to wind and current action (see equation 2.5). These

forces cause the ice to drift. Away from the coast or other

obstacles, the ice will drift freely, and drift direction and

speed are closely related to the geostrophic wind and

Ekman transport. While the Coriolis force turns the

ice to the right, surface friction acts to the left of the

geostrophic wind vector. By comparing the motion of

drifting buoys deployed on ice floes with geostrophic

wind fields, it has been shown that ice in the Arctic

drifts at 1% of the mean wind speed, and with an angle

of 18∘ to the right (Colony & Thorndike, 1984). Vihma

et al. (2012) have found evidence that these numbers

have changed somewhat in recent years, possibly due

to thinner ice which is less affected by the Coriolis

force. For the Weddell Sea, these numbers are 1.6%

and 10–15∘ to the left, respectively (Kottmeier et al.,

1992). However, note that ice drift is not free at most

times and in most regions, and therefore the complete

momentum balance (equation 2.5) has to be taken

into account for its complete description (Figure 2.4;

Leppäranta, 2011; Weiss, 2013).

Divergence within the ice generates cracks, leads or

polynyas with open water where new ice will form.

Thus, for a certain region, divergence removes ice of

finite thickness and causes a delta pulse at zero thickness

in the thickness distribution (Figure 2.3).

Deformation/convergence
The last term in equation (2.4) is the redistribution

function describing how thin ice is deformed and

transformed into thicker ice classes in the case of ice

convergence (negative divergence) and deformation

(Figure 2.3). It is the most critical term to realistically

model the temporal development of the thickness

distribution (e.g. Lipscomb et al., 2007). It is also the

most unknown term, as it depends very much on

fracture mechanics, and depends critically on factors

Internal stress Fi

Coriolis force FC

Wind stress τa

Water stress τw

“Turning
angle”

Sea ice velocity

Figure 2.4 Typical force balance for sea ice (cf. equation 2.5) and
resulting ice velocity (modified from Colony & Thorndike, 1984;
Weiss, 2013). Note that Ft is not shown because it is usually very
small.

like small-scale ice properties, friction between ice

blocks among each other as well as at the snow and

ice interfaces, and deformation energy and scales. A

very promising approach to ridge formation modelling

has been presented by Hopkins (1994) using a dynamic

ridge growth model, where the fate of single ice blocks

is computed as a function of external forces. However,

thin ice will generally deform more easily than thick ice.

On a regional scale, the large-scale spatial thickness

distribution is obtained by solving a force balance

equation considering the main forces acting on a unit

area of the sea ice cover (Figure 2.4):

M a = 𝜏a + 𝜏w + FC + Fi + Ft, (2.5)

where the a sea ice element of mass M accelerates with

a according to the sum of the air and water drags 𝜏a

and 𝜏w, the Coriolis force FC , internal ice forces Fi,

and of the force due to sea surface tilt Ft. Usually, the

first two terms are most dominant by more than an

order of magnitude. For every model grid cell, mean

ice thickness is derived by solving equation (2.5) for ice

motion, and distributing the ice volume drifted into a

cell equally over the cell area assuming mass conser-

vation (Chapter 12). Clearly, as with the redistribution

term in equation (2.4), ice strength and rheology are

of great importance here. The first models involving

plastic or viscous-plastic rheologies were developed by
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Hibler (1979) and Coon (1980). The rheology describes

a viscous flow of an ice field, with plastic deformation

once ice concentration and internal ice forces exceed a

certain threshold. Explicit ridging schemes have been

introduced by, for example, Flato and Hibler (1995)

and are reviewed by Lipscomb et al. (2007), Leppäranta

(2011) and Weiss (2013). While these first models

prescribed the atmospheric and oceanic forces acting on

the ice, today complex coupled atmosphere–ice–ocean

models exist and are more thoroughly discussed in

Chapter 12.

It is noteworthy that the mean drift speed of sea ice in

the Arctic has increased in recent years, while there were

no corresponding proportional increases in wind speed,

the driving force for the drifting ice (Rampal et al., 2009;

Spreen et al., 2011; Kwok et al., 2013). These changes

are probably related to the concurrent thinning of the

ice, as thinner ice is weaker, leading to smaller internal

ice forces Fi (equation 2.5). Unfortunately there is lit-

tle reliable information on changes in Antarctic sea ice

drift, which could potentially be linked to the increasing

trends of Antarctic sea ice extent (Schwegmann et al.,

2011).

Melting
Melting reduces the mean ice thickness and generally

moves the thickness distribution shown in Figure 2.3

to the left, i.e. towards thinner ice. This ties the ice

thickness distribution closely to summer ice extent,

because ice with zero thickness becomes open water. If

the amount of summer melt is greater than or equal to

the modal thickness, large areas will become ice-free

during the summer. Thus there may be accelerated

decreases of summer ice extent and larger interannual

variations with a thinner ice cover in a future warmer

climate (Notz, 2009).

On regional scales, melting patterns correspond to

large-scale meteorological conditions and to ocean heat

flux regimes. However, even more than with freezing

(see earlier), on small scales melt rates depend critically

on the ice thickness distribution itself, and are differ-

ent for different thickness classes and ice types (e.g.

Perovich et al., 2003). The heat flux through pressure

ridges is lower than through level ice because of their

greater thickness. Consequently they would melt faster.

As their keels protrude far down into the water, they

might even reach into warmer water. More importantly,

ridge keels contribute to the roughness of the ice

underside, thereby increasing upward turbulent fluxes

of heat (Amundrud et al., 2006; see also Chapter 5).

The flanks of ridge sails are exposed more normally to

the incident solar radiation than are the ridge crests, as

solar elevation is low in the polar regions. Therefore,

melting may be higher on the flanks. Although the

variations of melt rates might seem to be rather small,

they can contribute to significantly different thickness

changes in the course of the ablation season.

Much stronger differences in melt rates exist on small

thickness classes, i.e. on level ice (e.g. Perovich et al.,

2003; Eicken et al., 2004). Snow and ice meltwater pri-

marily accumulates at topographic low points to form

melt ponds. Even small amounts of snow wetting, and

the formation of melt ponds, significantly reduce surface

albedo. Typical surface albedos are 0.8 for snow, 0.6 for

bare ice and 0.15–0.3 for melt ponds. Thus, once formed,

melt ponds absorb more energy than the neighbouring

snow or bare ice, thereby increasing local melt rates.

Throughout the summer, the surface of melt ponds falls

down to sea level, and vertical pond walls form, reaching

deep into the floe. This positive feedback causes signifi-

cant changes to the ice thickness distribution of level ice,

and it contributes to an increase in surface roughness

(e.g. Polashenski et al. 2012; Landy et al., 2014).

The discussion in this section shows that many factors

are responsible for shaping the ice thickness distribu-

tion. Thinning in a certain region, for instance, can

result from melting, but also from advection of thinner

ice. Therefore, any interpretation or forecast of changes

of the ice thickness distribution in terms of climate

change has to take into account both thermodynamic

and dynamic processes.

2.2.3 Global sea ice thickness distributions
The processes described above and the interplay

of dynamic and thermodynamic growth shown in

Figure 2.3 act at small and large scales, and also shape

the mean, Arctic- and Antarctic-wide ice thickness

distributions. Mean wintertime fields of ice thickness

and drift between 1980 and 2005 are shown in the maps

in Figure 2.5. Data were taken from the Community

Climate System Model, version 4 (CCSM4; Jahn et al.,

2012; Landrum et al., 2012), one of the most advanced

and commonly used climate models (e.g. Stroeve

et al., 2014). It includes a subgrid-scale ice thickness

distribution, elastic–viscous–plastic rheology, and an

improved ridging scheme (Lipscomb et al., 2007).
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Figure 2.5 Illustration of simulated mean winter ice thickness and drift in the Arctic (January–March) and Antarctic (July–September)
for the years 1980–2005 using the Community Climate System Model, version 4 (CCSM4). Data were taken from Jahn et al. (2012;
Arctic, ensemble 012) and Landrum et al. (2012; Antarctic, ensemble 007). (Figure compiled by C.C. Bajish, York University.)

It becomes immediately obvious that Arctic sea ice is

generally thicker than its counterpart around Antarctica.

In the model simulations, most Arctic ice is thicker than

2 m. In contrast, little ice grows as thick in the South-

ern Ocean. These hemispheric contrasts are due to at

least five main differences in the thermodynamic and

dynamic boundary conditions of ice growth in the Arctic

and Southern Oceans (see also Chapter 10):

• Ocean heat flux. One fundamental difference

between the Arctic and Southern Oceans is the

occurrence of a fresh mixed layer in the Arctic

overlying a strong pycnocline. This layer is fed by the

inflow of fresh water from large rivers, mainly from

the Siberian continent. The Arctic Ocean receives

approximately 10% of the world river run-off. The

fresh mixed layer is very stable and prohibits any sig-

nificant heat fluxes from the much warmer Atlantic

water underneath. A typical value for the ocean heat

flux in the Arctic Ocean is 4 W m–2. The ‘Atlantic

layer’ at a depth of 200–300 m is 1–2∘C warm. This

heat would be sufficient to melt all ice during the

summer (Barry et al., 1993). In the Southern Ocean,

no rivers enter the seas and icebergs melt further

to the north. Therefore, the mixed layer is much

saltier and not well stratified. Mean ocean heat fluxes

amount to about 40 W m–2.

• Snow thickness. With a thermal conductivity

between 0.11 and 0.35 W m–1 K–1 (Massom et al.,

2001) snow is a strong thermal insulator. Therefore,

ice with a thick snow cover grows more slowly than if

the snow were thin. The Arctic Ocean is surrounded

by large continents and mean snow thickness reaches

only about 0.3 m in spring (Warren et al., 1999). In

contrast, Antarctic sea ice is usually covered by thick

snow. On perennial ice in the Pacific sector or in the

western Weddell Sea, mean snow thickness can be

larger than 0.5 m (Massom et al., 2001; Nicolaus et al.,

2009; Kwok & Maksym, 2014). This is due to the fact

that the sea ice areas are completely surrounded by

oceans, which provide a permanent moisture source.

In the south, sea ice may collect the snow blown off

the continental ice shelves. As a consequence of the

thick, insulating snow and high ocean heat fluxes,

Antarctic ice may melt at its underside even during

winter, because the temperature gradients through

the ice are only small (e.g. Lytle & Ackley, 1996;

Maksym et al., 2012).

• Ice age. Although the area of old ice in the Arctic has

decreased strongly (e.g. Maslanik et al., 2011), most
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Arctic ice still drifts for 2 to 5 years (Rampal et al.,

2009) until it leaves the Basin mostly through Fram

Strait where it melts further south. The older an ice

field becomes, the more deformation events it will

experience, where it thickens by the accumulation of

pressure ridges (Figure 2.1). This dynamic thickening

is accompanied by passing through several winters

where the ice can also thicken by thermodynamic

growth until it reaches an equilibrium thickness.

In contrast, most Antarctic ice melts during sum-

mer. Thus, it rarely becomes older than 1 year, and

only few regions with perennial ice exist in the

western Weddell Sea and southern Bellingshausen,

Amundsen and Ross Seas.

• Divergence versus convergence. As mentioned earlier,

the Arctic Ocean is surrounded by continents, and

thus ice motion is confined by coasts where the ice

converges and thickens by deformation, particularly

north of Canada and Greenland. In contrast, ice drift

around Antarctica is mostly divergent (Kottmeier

et al., 1992) with a net northerly drift component

towards the surrounding open oceans. Divergence

causes the opening of polynyas and leads, and the

addition of thin new ice to the thickness distribution.

• Latitude. Most of the ice in the Arctic is at latitudes

north of 70∘N, whereas in the southern hemisphere

most ice extends into much lower latitudes, as far

north as 55∘S. Thus, air temperatures, total incoming

solar radiation and the length of the summer season

are generally lower in the Arctic than in the Southern

Ocean. However, the Antarctic ice sheet is a giant

cold reservoir, and the sea ice region is well isolated

from lower latitudes by the atmospheric and oceanic

flow regimes of the Circumantarctic Current, so that

warm and moist air advection are not as important as

they are for the Arctic. Due to these, strong surface

melting rarely occurs on sea ice in the Southern

Ocean (Nicolaus et al., 2006). This is in stark contrast

to conditions in the Arctic, where strong surface

melting occurs in summer, even at the North Pole, at

much higher latitudes than in the Antarctic.

The order of these points is arbitrary and does not

imply any ranking. The final ice thickness depends on

the magnitude of, and interrelation between, these

different aspects. Clearly, both dynamic and thermo-

dynamic factors are responsible for the hemispheric

differences.

The maps in Figure 2.5 also show large regional thick-

ness variations within each hemisphere itself. These

are primarily a result of ice motion and deformation.

As 30–80% of the volume of an ice field is contained

within pressure ridges, the mean thickness of a region

is more dependent on the number and thickness of

ridges than on the thermodynamic thickness of level

ice. In other words, for the overall ice volume within

a certain region, dynamics is more important than

thermodynamics. Therefore, on a regional scale, the

average ice thickness distribution is determined by the

prevailing atmospheric circulation regimes, which are

responsible for mean ice motion and the dominant drift

directions. Where the ice drifts against, or shears along,

a coast, there will be strong ice pressure, and the ice

will become heavily deformed. As a result, the mean

thickness in regions with mean drift convergence (e.g.

north of Canada) is larger than in regions with mean

divergence (e.g. north of Siberia), where thin new ice is

permanently generated and exported.

The arrows in Figure 2.5 show the dominant drift

patterns which develop as the result of the prevailing

atmospheric circulation. Mean annual ice motion is very

similar to the winter circulation shown in the figure. In

the Arctic, mainly two drift systems exist. The Beaufort

Gyre is an anticyclonic gyre in the Canada Basin north

of Canada and Alaska. It is caused by quasi-permanent

high atmospheric pressure over the Beaufort Sea. The

Beaufort Gyre can transport ice floes for several years

before they are exported into the Transpolar Drift. This

is the other prominent drift system, which transports

ice from the source regions on the Siberian Shelves

within about 1–3 years across the North Pole into

Fram Strait and the East Greenland Current, where it

finally melts. The Transpolar Drift is mainly driven by

low-pressure systems passing from the North Atlantic

into the Barents and Kara Seas. On average, these drift

patterns push the ice against the coasts of northern

Canada and Greenland. Consequently, as a result of

strong convergence and deformation, the thickest ice is

found in these regions. Mean maximum thicknesses are

> 4 m, mainly resulting from the large spatial density

of thick ridges. The youngest and thinnest ice is found

along the Siberian Shelf, where prominent polynyas

occur and from where ice is permanently exported into

the Transpolar Drift (e.g. Krumpen et al., 2011).
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The ice thickness distributions shown in Figure 2.5 are

in good qualitative agreement with submarine and air-

borne observations (e.g. Lindsay & Schweiger, 2015; see

Figure 2.10 later), and with satellite-derived ice thick-

ness maps (see Chapter 9).

Figure 2.5 shows that the thickest ice in Antarctica

occurs close to the continent, in accordance with the

greatest latitude, and in the vicinity of the coast where it

is sporadically compressed. The most prominent feature,

however, is the thickest ice in the southern and west-

ern Weddell Sea. On the one hand, this is one of a few

regions possessing perennial ice. On the other hand, it is

a region where ice drift is directed towards the coast, and

subsequently much deformation occurs. The so-called

Weddell Gyre is caused by low average sea level pres-

sure over the central Weddell Sea. It should be noted

that both the Beaufort Gyre and the Weddell Gyre rotate

clockwise. However, due to the Coriolis force, this results

in ice convergence within the gyre centre on the north-

ern hemisphere, whereas clockwise circulation results in

net divergence inside the gyre in the south. The great

thickness in the western Weddell Sea is therefore caused

by ice motion away from the divergent gyre centre, with

the Antarctic Peninsula acting as an obstacle for the drift-

ing ice.

In contrast to the Arctic, regional ice thickness

distributions in the Antarctic are less well known,

because only a few systematic measurements have been

performed (Chapter 10). The use of military nuclear

submarines is prohibited by the Antarctic Treaty. How-

ever, thickness maps derived from visual observations

(Worby et al., 2008), airborne measurements (e.g.

Kwok & Maksym, 2014), and satellite altimetry (e.g.

Giles et al., 2008; Kurtz & Markus, 2012) show similar

patterns to those in Figure 2.5.

It should be noted that the drift systems and thickness

distributions shown in Figure 2.5 represent long-term

average conditions. There is large seasonal, interannual

and decadal variability superimposed on these mean pat-

terns, as described in the following and in Chapter 11.

2.3 Measurement techniques

While sea ice extent and concentration can be mea-

sured with sufficient accuracy by satellites from space

(Chapters 9 and 11), determining its thickness is much

more difficult, even from aircraft or while standing on

the ice. This is due to its relative thinness, which is a

challenge for any geophysical measurement technique.

Therefore, most methods are indirect measurements,

which observe ice properties closely related to ice thick-

ness. This chapter briefly presents the most important

submarine, on-ice, and airborne ice thickness measure-

ment methods (Figure 2.6). Space-based ice thickness

measurement methods are discussed in Chapter 9.

One important difference between space-based and

other ice thickness observations discussed in this chapter

is that the latter can usually provide information about

the complete thickness distribution, while space-based

methods obtain large-scale mean thickness information

at best. Despite the overwhelming spatial and tempo-

ral coverage of satellite observations, the methods dis-

cussed here are important for revealing the underlying

processes of observed thickness variability via the mech-

anisms affecting the ice thickness distribution discussed

above, and for validating satellite data.

Drill-hole measurement provides the most direct and

most accurate ice thickness information (e.g. Haas &

Druckenmiller, 2009). It is the only method allowing the

simultaneous observation of all important components

of ice thickness, namely the thickness of both ice and

snow, as well as ice draft and freeboard (the depth of the

ice underside below the water level and the height of

the ice surface above the water level, respectively), with

one measurement (Figure 2.6). However, drill-hole

measurement is slow, tedious and requires access to

the ice, such that the spatial extent and statistical

representativeness can be quite limited, and usually

does not include information about very thin or thick

ice. However, it can provide important information

on key aspects of the ice thickness distribution, e.g.

modal thickness representing the thickness of the most

frequently occurring, thermodynamically grown level

ice (e.g. Eicken et al., 1995; Worby et al., 1996). It is

also good practice to support measurements made by

other means with a few drill-hole measurements for

calibration and/or validation.

Ice thickness can also be observed visually by record-

ing ice floes broken by an icebreaker. The broken

ice fragments are often moved side-up against the

ship’s hull, revealing their cross-profile. Coordinated,

systematic visual ice observations are encouraged by the

international Antarctic Sea Ice Processes and Climate

(ASPeCt) programme and have been compiled by
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Figure 2.6 Ice floe cross-section showing definitions of ice and snow thickness terms and parameters, and primary measurements of
individual ice thickness observing methods. Source: adapted from Meier & Haas, 2011.

Worby et al. (2008) to provide a unique snapshot of

circum-Antarctic sea ice thicknesses.

With ground-penetrating radar (GPR), the travel

time of radar waves between the radar instrument and

reflections from the snow surface, snow–ice interface

or ice–water interface is measured. GPR could therefore

potentially yield coincident measurements of snow and

ice thickness (Galley et al., 2009; Haas & Druckenmiller,

2009). While radar frequencies of a few 100 MHz have

to be used to penetrate through the sea ice, higher

frequencies (≥1 GHz) have to be used to resolve the

much thinner snow. Although the references above

include a few examples of successful point measure-

ments, widespread application of the method suffers

from highly variable dielectric ice properties due to

variations in brine volume, brine distribution and other

internal interfaces. These lead to highly variable radar

propagation speeds and radar absorption, such that

acquired radargrams can be difficult to interpret. Recent

new technology developments have led to the design

of broadband, frequency-modulated, continuous-wave

(FMCW) radars for snow and ice thickness measure-

ments, which may improve some of the issues related to

absorption and resolution (Kanagaratnam et al., 2007;

Holt et al., 2008). In fact, an airborne, ultra-wideband,

2–8 GHz FMCW radar (Panzer et al., 2013) is now rou-

tinely flown for snow thickness surveys over Arctic and

Antarctic sea ice (Kurtz et al., 2013). This is discussed

further below and in Chapter 3.

The following sections provide short overviews of the

methods most commonly applied today, which have

resulted in the most abundant thickness data so far and

have been used in extensive model and satellite data

validation studies (e.g. Schweiger et al., 2011; Johnson

et al., 2012; Stroeve et al., 2014; Lindsay & Schweiger,

2015). More detailed descriptions of these and other

techniques, including data examples, are given by Haas

and Druckenmiller (2009).

2.3.1 Submarine and moored upward
looking sonars
So far, most ice thickness data have been obtained by

means of upward-looking sonars (ULSs), also called
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ice profiling sonars (IPS). These have been mounted

on either military nuclear submarines (e.g. Bourke &

Garret 1987; Rothrock et al. 2008) or oceanographic

moorings (e.g. Strass & Fahrbach, 1998; Vinje et al.,

1998; Melling et al., 2005; Hansen et al., 2013; Krish-

field et al., 2014), and have provided some of the most

extensive and invaluable information on long-term ice

thickness variability and change since the 1950s (see

Figure 2.11 later and Chapter 11).

Using this method, estimates of draft are obtained, i.e.

of the depth of the ice underside below the water level,

which is a reasonable proxy for ice thickness. The instru-

ments measure the travel time, t, of a sonar pulse trans-

mitted by the ULS and reflected back from the ice bottom

(Figure 2.6 and 2.7). Additionally, the depth of the sonar

beneath the water level, z, and the sound velocity, v, in

the water must be known. Then, ice draft, d, is calculated

according to:

d = z − v∗ t∕2 (2.6)

The depth of the ULS is derived from pressure sensors,

whose measurements are also dependent on atmo-

spheric sea level pressure. The sound velocity profile

is either assumed constant with a certain sound speed

or taken from conductivity–temperature–depth mea-

surements or a mixed-layer model (Strass & Fahrbach,

1998). Measurements are also corrected for sonar tilt

which can be caused by currents (Figure 2.7). Data

processing can become quite complicated in the case of

strong water stratification or when the measurements

are performed close to ocean frontal zones. A plausibility

test for the depth measurement or the sound velocity

profile can be performed when profiling the water level

in open leads. Then, the measured sonar distance must

equal the ULS depth (Figure 2.7).

Ice thickness, h, is calculated from draft, d, by assum-

ing isostatic equilibrium, a certain snow depth, zs, and

water, ice and snow densities 𝜌w, 𝜌i and 𝜌s:

h = (𝜌wd − 𝜌szs)∕𝜌i (2.7)

The values for ice and snow density, as well as snow

depth, are reasonably well known so that only small

errors arise for h.

Overall, uncertainties of sound velocity profiles,

biases due to sonar beam divergence, and other tech-

nical issues range between 0.10 m (Melling & Riedel,

1995) and 0.25 m (Rothrock & Wensnahan, 2007).

Accuracies have improved with the use of high pulse
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Figure 2.7 Schematic of a moored upward-looking sonar (ULS)
with additional sensors required for accurate ice draft measure-
ments (Krishfield et al., 2014): a vertically profiling current
meter (McLane Moored Profiler, MMP) and bottom pressure
recorder (BPR). Estimating ice draft from ULS requires measure-
ments of pressure at the ULS (PULS), ULS tilt and range; atmo-
spheric pressure (Patm); and bottom pressure (PBPR). Source:
From Krishfield et al., 2014. Reproduced with permission of
John Wiley & Sons.

repetition rates, which allow better detection of leads

between ice floes, serving as zero thickness reference

measurements.

Submarines allow for long-range, basin-scale tran-

sects for determining the ice thickness profile. However,

so far, submarine surveys have only been performed

in conjunction with military cruises. This implies that



�

� �

�

Sea ice thickness distribution 53

transects are not designed with scientific priorities and

in a systematic manner. As a consequence, measure-

ments often have to be corrected for seasonal variability

before they can be compared with each other (Rothrock

et al., 2008). The Scientific Ice Expeditions SCICEX

programme of the US navy facilitates timely release

and scientific analysis of submarine data. Meanwhile,

autonomous underwater vehicles are being developed

and may provide an alternative to the use of submarines

in the near future (Dowdeswell et al., 2008; Williams

et al., 2015). They can also be used in Antarctica,

where the operation of military, nuclear submarines is

prohibited by the Antarctic Treaty.

Upward-looking sonars mounted on oceanographic

moorings provide long time-series of ice thickness in

a single location. These allow studying the temporal

development of the ice thickness distribution, e.g. in

the course of the growing season (Melling & Riedel,

2004). Transects can be achieved if several moorings are

simultaneously operated across a certain region, such as

in the Fram Strait (Hansen et al., 2013) or the Beaufort

Sea (Krishfield et al., 2014). Combined with ice drift

velocity data retrieved from satellite imagery or buoys,

mooring data allow for the calculation of ice volume or

freshwater fluxes.

While moored ULSs can provide very valuable con-

tinuous data, the operation of the instruments at water

depths of 50–150 m for periods of 1 year or more is still

a technological challenge. Similarly, the recovery of the

instruments is often difficult, or instruments may be lost,

e.g. as a result of commercial trawl fishing. Moorings

cannot be deployed in shallow waters, where they might

be destroyed by scouring from ridge keels or icebergs.

2.3.2 Electromagnetic induction sounding
In contrast to high-frequency radar echo sounding,

frequency-domain electromagnetic (EM) induction

sounding uses low-frequency EM signals between 1 and

100 kHz and has become a widely applied method. The

technique is sensitive to the distribution of electrical

conductivity in the underground and is traditionally

employed in mineral exploration or groundwater map-

ping on land. The transmitter coil of an EM instrument

generates a ‘primary’ EM dipole field which penetrates

almost unaffectedly through the resistive ice, whose

electrical conductivity typically ranges between 0 and 50

milli-Siemens m–1 (mS m–1), depending on ice type and

season (Haas et al., 1997). However, in the highly con-

ductive seawater, with conductivities ranging between

2400 mS m–1 in the western Arctic and 2700 mS m–1 in

the Southern Ocean, eddy currents are induced. These,

in turn, induce a ‘secondary’ EM field which propagates

back through the ice and whose amplitude and phase

are measured by a receiver coil, relative to the primary

field (Figure 2.8). The amplitude of the secondary field

decreases exponentially with increasing distance, dEM,

between the instrument and the surface of the water,

which coincides with the bottom of the ice. Relations

between the (complex) secondary field amplitude and

dEM can be derived empirically by means of coincident

measurements over drill holes or open water (Haas

et al., 1997, 2009), or by forward modelling (Anderson

et al., 1979; Pfaffling et al., 2007). In addition, the

EM response depends on the signal frequency and coil

orientation and spacing. EM sensors cannot distinguish

between ice and snow, because both have very low

electrical conductivities. Therefore, dEM corresponds to

Transmitter coil

Laser altimeter

Receiver coil

Eddy currents

Sea water

dLaserdEM

Ice

Figure 2.8 Principle of electromagnetic (EM) ice thickness mea-
surements, showing primary (solid) and secondary (stippled)
EM fields connected through induced eddy currents in the
water, and the derived distance to the ice–water interface, dEM.
Total (snow+ ice) thickness can be obtained by subtracting the
laser-measured height of the instrument above the snow sur-
face, dLaser, from dEM Source: adapted from Rossiter & Holladay,
1994.


