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Preface

Traditional and existing sensor and actuator networks use wired communi-
cations, whereas, wireless sensors provide radically new communication and
networking paradigms, and myriad new applications. They have small size, low
battery capacity, non-renewable power supply, small processing power, limited
buffer capacity (thus routing tables, if used at all, must be small), a low-power
radio, and lack unique identifiers. Sensors may measure distance, direction, speed,
humidity, wind speed, soil makeup, temperature, chemicals, light, vibrations,
motion, seismic data, acoustic data, strain, torque, load, pressure, and so on.
These nodes are autonomous devices with integrated sensing, processing, and
communication capabilities. Nodes in a sensor network are generally densely
deployed. Thousands of sensors may be placed, mostly at random, either very
close or inside a phenomenon to be studied. Once deployed, the sensors are
expected to self-configure into an operational wireless network, and must work
unattended. The limited energy budget at the individual sensor level implies that
in order to ensure longevity, the transmission range of individual sensors needs to
be restricted. In turn, this implies that wireless sensor networks must be multi-hop
ones.

Current research and implementation efforts are mostly oriented toward a
traditional scenario with stationary sensors and a single static sink that collects
information from sensors where the sink is directly connected to the user (or task
manager). However, the latest research has unearthed the practically unsolvable
problem of uneven energy distribution and energy holes in this scenario. There-
fore, generalized scenarios have been considered, such as sensor networks with
multiple stationary sinks, single mobile sink, or multiple mobile sinks. Mobile
sensors have also been discussed. And, we envision adding actuators to the net-
work. The difference between sinks and actuators is that actuators are able to
act on the environment; mobile actuators may additionally act on the sensors.
Actuators may also perform the roles of sinks, or both sinks and actuators may
coexist in a given network. We will now elaborate on aspects of actuation.

Sensor–actuator networks are heterogeneous networks that comprise net-
worked sensor and actuator nodes which communicate among each other using
wireless links to perform distributed sensing and actuation tasks. Actuators (called

ix



x Preface

also actors) are resource-rich, potentially mobile, and are involved in taking deci-
sions and performing appropriate actions on themselves (e.g. controlled move-
ment), on sensors (such as activating sensors, moving or replacing a sensor),
and/or in the environment (e.g. turn on their own a water sprinkler to stop the
fire). Sensor–actuator networks are expected to operate autonomously in unat-
tended environments. They may be directly connected (using, for instance, web
infrastructure) and responsive to a user (task manager) who controls the network
via sinks. One or more actuator(s) may also play the role of sink(s). In fact, sinks
can be treated as special kinds of actuators, although a better interpretation might
be to associate them with base stations that communicate directly with the user.

Since the actuating task is a more complicated and energy-consuming activ-
ity than the sensing task, actuators are resource-rich nodes equipped with better
processing capabilities, higher transmission powers, and longer battery life. More-
over, depending on the application, there may be a need to rapidly respond to
sensor input. Therefore, the issue of real-time communication is very important
since actions are performed on the environment after the sensing occurs. In addi-
tion, while the number of sensor nodes deployed to achieve a specific application
objective may be in the order of hundreds or thousands, such a dense deployment
is not necessary for actuator nodes due to the different coverage requirements
and physical interaction methods of acting a task. Hence, the number of actuators
is much less than that of sensors.

The goal of this book is to present a fault-tolerant, reliable, low latency,
and energy-aware framework for wireless sensor and actuator networks, so that
the ultimate goal of their applications (protecting critical infrastructures, enabling
timely emergency responses, and environment monitoring) can be fulfilled. Future
sensor–actuator networks will be more heterogeneous and radically distributed,
potentially with millions of nodes. They may respond to multiple tasks, to mul-
tiple and potentially mobile sinks and/or actuators, and multiple sensor networks
may be integrated into a single network. There are algorithmic challenges in
the rapidly emerging field of future heterogeneous super-networks where sensor
networks will be integrated into wired and/or wireless infrastructure. Challenges
of such wide-area sensor systems include scalability, robustness, manageability,
and actuation. Having this futuristic vision in mind, this book will provide a
protocol framework at the network layer, namely data communication and coor-
dination issues. While being general, the framework should generate optimal
solutions when applied/mapped in any specific emerging application; that is, the
very same protocols may be applied in scenarios ranging from a simple scenario
with one fixed actuator to the envisioned super-networks. To achieve such ambi-
tious goals, several primary criteria for protocol design must be followed: energy
consumption, localized design, reliability, parameterless behavior, and simplicity.

This book is problem-oriented, with each chapter discussing computing and
communication problems and solutions that arise in rapidly emerging wireless
sensor and actuator networks. The main direction of the book is to review various
algorithms and protocols that have been developed in the area with emphasis on
the most recent ones. The book is intended to cover a wide range of recognized
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problems in sensor–actuator networks, striking a balance between theoretical
and practical coverage. The theoretical contributions are limited to the scenarios
and solutions that are believed to have practical relevance. This book is unique
in addressing sensor and actuator/actor networking in a comprehensive manner,
covering all the aspects, and providing up-to-date information. It is an appropriate
and timely forum, where industry, operators, and academics from several different
areas can learn more about current trends and become aware of the possible
architectures of sensor and actuator networks, their advantages, and their limits
in future commercial, social, and educational applications.

This book is intended for researchers and graduate students in computer
science and electrical engineering, and researchers and developers in the telecom-
munication industry. It is directed at those who are looking for a reference
resource in sensor and actuator networking and those who want to get a global
view of this area.

The book is based on a number of stand-alone chapters that together cover
the subject matter in a fully comprehensive manner. As a result of the exponen-
tial growth in the number of studies, publications, conferences, and journals on
sensor networks, a number of graduate courses fully or partially concentrating
on sensor networks have emerged recently. It is expected that this book will act
as a supplemental textbook for such graduate courses. It can be also used as a
stand-alone textbook for a course specifically on wireless sensor and actuator
networks. The chapters cover subjects describing state-of-the-art approaches and
surveying the existing important solutions. They provide readable but informa-
tive content, with appropriate illustrations, figures, and examples. A number of
chapters also provide some problems and exercises for use in graduate courses.

The book content addresses the dynamic nature of wireless sensor and actua-
tor networks. Due to frequent node addition and deletion from networks (changes
between active and sleeping periods, done to conserve energy, are one of the con-
tributors to this dynamic), and possible node movement, the algorithms that can
be potentially used in real equipments must be localized and must have minimal
communication overhead. The overhead should consider both the construction
and its maintenance for the structure used in solutions and ongoing protocols.
We believe that this is the only approach that will eventually lead to the design
of protocols for real applications. We will explain now our design principles and
the priorities given to the coverage of topics in this book.

A scalable solution is one that performs well in a large network. Sensor net-
works may have hundreds or thousands of nodes. Priority is given to protocols
that perform well for small networks, and perform significantly better for large
networks (more precisely, are still working as opposed to crashing when other
methods are applied). In order to achieve scalability, new design paradigms must
be applied. The main paradigm shift is to apply localized schemes as opposed
to most existing protocols that require global information. In a localized algo-
rithm, each node makes protocol decisions solely based on knowledge about its
local neighbors. In addition, the goal is to provide protocols that will minimize
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the number of messages between nodes, because bandwidth and power are lim-
ited. Protocols should use a small constant number of messages, often even none
beyond preprocessing ‘hello’ messages. Localized message-limited protocols pro-
vide scalable solutions. Typical local information to be considered is one-hop or
two-hop neighborhood information (information about direct neighbors and pos-
sibly the neighbors of neighbors). Nonlocalized distributed algorithms, on the
other hand, typically require global network knowledge, including information
about the existence of every edge in the graph. The maintenance of global net-
work information, in the presence of mobility or changes between sleep and
active periods, imposes a huge communication overhead, which is not affordable
for bandwidth- and power-limited nodes. In addition to being localized, proto-
cols are also required to be simple, easy to understand and implement , and to
have good average case performance. Efficient solutions often require position
information. It was widely recognized that sensor networks can function properly
only if reasonably accurate position information is provided to the nodes.

BRIEF OUTLINE OF THIS BOOK

This book consists of 10 chapters. It begins with an introductory chapter that
describes various scenarios where sensor and actuator networks may be applied,
problems at physical, medium access, network, and transport layers, and various
application layer tools for enabling applications. It argues for the use of localized
algorithms, and discusses the generation of sensor and actuator networks for
simulation purposes.

Chapter 2 discusses backbones as subsets of sensors or actuators that suf-
fice for performing basic data communication operations. They are applied for
energy-efficient data dissemination tasks. The goal is to minimize the number of
re-broadcasts while attempting to deliver messages to all sensors or actuators.
Neighbor detection and route discovery algorithms that consider a realistic phys-
ical layer are described. An adaptive broadcasting protocol without parameters,
suitable for delay-tolerant networks, is further discussed. We also survey existing
solutions for the minimal energy broadcasting problem where nodes can adjust
their transmission powers.

Sensor networks normally have redundancy for sensing coverage. Some sen-
sors are allowed to sleep while preserving network functionality. Sensors should
decide which of them should be active and monitor an area, and which of them
may sleep and become active at a later time. Sensor area coverage problem has
been considered for both the unit disk graph– and physical layer–based sens-
ing models in Chapter 3. Actuators may similarly run a protocol to decide about
their service areas, releasing some of them from their particular duty. Operational
range assignment for both sensor and actuators nodes is also discussed.

Chapter 4 surveys existing flooding-based and position-based routing
schemes. It also describes a general cost-to-progress ratio-based approach for
designing routing protocols under a variety of metrics, such as hop count,
power, remaining energy, delay, and others. Chapter 4 also describes routing
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with guaranteed delivery for unit disk graphs and ideal MAC layer based on
the application of the Gabriel graph, a localized planar and connected structure.
Solutions are expanded toward beaconless behavior, where nodes are not aware
of their neighborhood. Georouting with virtual coordinates is based on hop
distances to some landmarks. This chapter also discusses physical layer aspects
of georouting, routing in sensor–actuator networks, and load balancing issues
in routing.

Chapter 5 reviews the scenarios where a given message is sent from a sin-
gle source (sensor) to possibly several destinations (actuators). These scenarios
can be subdivided into multicasting, geocasting, multiratecasting, and anycast-
ing. In multicasting, a given message must be routed from one node to a number
of destinations whose locations may be arbitrary and spread over the network.
Geocasting destinations are all nodes located in a given geographical area. Mul-
tiratecasting is a generalization of multicasting, where regular messages are sent
from a source to several destinations, possibly at a different rate for each des-
tination. Finally, in an anycasting scenario, a source must send a message to
any node, preferably only one, among a given set of destinations. Each of these
scenarios corresponds to a typical use case in sensor and actuator networks.

Data gathering aims to collect sensor readings from sensory fields at prede-
fined sinks or actuators (without aggregating at intermediate nodes) for analysis
and processing. Research has shown that sensors near a data sink deplete their
battery power faster than those far apart, due to their heavy overhead of relaying
messages. Nonuniform energy consumption causes degraded network perfor-
mance and shortens network lifetime. Recently, sink mobility has been exploited
to reduce and balance energy expenditure among sensors. The effectiveness has
been demonstrated both by theoretical analysis and by experimental study. In
Chapter 6, we investigate the theoretical aspects of the uneven energy depletion
phenomenon around a sink/actuator, and address the problem of energy-efficient
data gathering by mobile sinks/actuators. We present taxonomy and a compre-
hensive survey of the state of the art on the topic.

The efficiency of many sensor network algorithms depends on characteristics
of the underlying connectivity, such as the length and density of links. The num-
ber and nature of links that are to be used among all potentially available links
can be controlled. Topology control can be achieved by modifying the transmis-
sion radii, selecting a given subset of the links, or moving some nodes (if such
functionality is available). Chapter 7 reviews some of these problems and related
solutions, applicable to the context of sensor and actuator networks. Spanning
structures and minimum weight connectivity are applied for power-efficient and
delay-bounded data aggregation. Detection of critical nodes and links aims to
provide fault tolerance to the applications. Some recent and prospective works
considering biconnectivity of mobile sensors/actuators and related deployment of
sensors, augmentation, area and point coverage are discussed.

In the location service problem, mobile actuators send location update mes-
sages, while stationary sensors send search messages to learn the latest position
of actuators. The task is to minimize combined update and search message cost,


