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Preface
The present volume contains contributions from participants to the 2011 and 2012

Chapel Hill Ergodic Theory Workshops. These workshops were held on March 17–21

2011 and March 22–25 2012 at the University of North Carolina at Chapel Hill. These

workshops have been a yearly event since the summer 2002. The keynote speakers

were Prof. Y. Sinai (2011) from Princeton University and Prof. J.-C. Yoccoz (2012) from

the College de France.

The list of all participants to these workshops can be seen on the website https://

ergwork.web.unc.edu/.

The purpose of these workshops is to get together young researchers (Graduate

students, Post-Doctoral students, Assistant Professors) and senior researchers to fos­

ter collaborations, exchange ideas, consolidate progress in this very active research

area that is Ergodic Theory and Dynamical Systems. Attention was paid to the partic­

ipation of members from under-represented groups and particularly women.

Most of the papers in this volume are the results of discussions of open problems

during these workshops. We hope to further extend the objectives of these workshops

with the publication of these proceedings.

It is a pleasure to acknowledge the institutions whose support made these events

possible. First we thank theNational Science for their continued support. Thanks also

to the Department of Mathematics at UNC Chapel Hill and the energetic support of its

staff for hosting these events.

Finally, we thank Walter de Gruyter for publishing these proceedings.

I. Assani – Editor
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Ethan Akin
Furstenberg Fractals
Abstract: Hillel Furstenberg has introduced a dynamical systems interpretation of

self-similarity for fractals. While he has concentrated primarily upon measures, we

present here the foundations of the topological version of his construction.

Keywords: Fractal, Furstenberg Fractal, Nonwandering Point, Recurrent Point, Sym­

bolic Dynamics

Classification: 37B10, 37B20, 51H05

||
Ethan Akin:Mathematics Department, The City College, 137 Street and Convent Avenue, New York
City, NY 10031, USA, e-mail: ethanakin@earthlink.net

1 Introduction
While the name “fractal” refers to fractional dimension, the salient characteristic of

many fractals is self-similarity. When you blow up the scale, what you see is similar to

the original figure. For a general reference see Falconer [2]. In several recent lectures

Hillel Furstenberg [3] has introduced a dynamical systemsmodel of this phenomenon.

Bryna Kra [6] is preparing an elaboration of more recent work by Furstenberg.

Hebegins with a square in the plane, subdivided into four subsquares. For each of

these there is an expansion which map onto the original figure by translation and di­

lation. The dynamics operates on pairs (𝐻, 𝑥)where𝐻 is a closed subset of the square

and 𝑥 is a point of𝐻. Select the subsquare which contains the point, intersect with𝐻

and then apply the appropriate expansion to get a new pair. We regard𝐻 as self-sim­

ilar at 𝑥when the pair (𝐻, 𝑥) is a recurrent point for this dynamical system.

Furstenberg focusses on a measure version of this system, as do the subsequent

works by Gavish [4] and Hochman [5]. In particular, the ambiguity which occurs when

the point 𝑥 is on the boundary between neighboring subsquares causes no problem.

For our topological systemwe replace the square by the symbol space𝑋 consisting of

all infinite sequences on a finite alphabet A. 𝑋 is partitioned by {𝑋𝑎 : 𝑎 ∈ A} where

𝑋𝑎 consists of those sequences whose first term is 𝑎. These pieces play the role of the

subsquares. The shift map 𝜎 : 𝑋 → 𝑋 is defined by 𝜎(𝑥)𝑖 = 𝑥𝑖+1 for all 𝑖. The shift

restricts to a homeomorphism of each𝑋𝑎 onto𝑋. These correspond to the homothetic

maps from the subsquares back to the original large square.

Our state space is E𝑋 consisting of all pairs (𝐻, 𝑥)with𝐻 a closed subset of𝑋 and

𝑥 ∈ 𝐻. For the dynamical system Φ we intersect 𝐻 with the𝑋𝑎 which contains 𝑥, i.e.
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2 | Ethan Akin

with 𝑎 = 𝑥1, and then apply the shift. That is,

Φ(𝐻, 𝑥) =𝑑𝑒𝑓 (𝜎(𝐻 ∩ 𝑋𝑥1 ), 𝜎(𝑥)). (1.1)

Because E𝑋 is compact the omega limit set

𝜔Φ(𝐻, 𝑥) = ⋂
𝑛

{Φ𝑘(𝐻, 𝑥) : 𝑘 ≥ 𝑛} (1.2)

is never empty. However,

𝜔𝐻Φ(𝑥) =𝑑𝑒𝑓 {𝑦 ∈ 𝐻 : (𝐻, 𝑦) ∈ 𝜔Φ(𝐻, 𝑥)} (1.3)

might be.

We extend by analogy some standard dynamic language. We call 𝑥 a nonwan­

dering point for 𝐻 if 𝜔𝐻Φ(𝑥) is nonempty. We call 𝑥 a recurrent point for 𝐻 when

𝑥 ∈ 𝜔𝐻Φ(𝑥). This just says that (𝐻, 𝑥) is a recurrent point for the dynamical system

Φ in the usual sense. We call 𝑥 a transitive point for𝐻 when 𝜔𝐻Φ(𝑥) = 𝐻. 𝐻 is called

a Furstenberg Fractal when the set of nonwandering points for 𝐻 is dense in 𝐻 and

a Uniform Furstenberg Fractalwhen every point of𝐻 is a nonwandering point. In the

next section we show:

Theorem 1.1. If𝐻 is a Furstenberg Fractal, i.e. the set of nonwandering points is dense

in𝐻, then the set of transitive points is a dense, 𝐺𝛿 subset of𝐻.

In Section 3, we provide a construction which yields all Furstenberg Fractals and

all Uniform Furstenberg Fractals. From the construction we obtain:

Theorem 1.2. The set of UniformFurstenberg Fractals is a dense,𝐺𝛿 subset of the space

of nonempty closed subsets of𝑋.

Thus, there are many sets𝐻 such that every point of𝐻 is a nonwandering point

for 𝐻. What about the analogue of minimality? Under what circumstances is every

point of 𝐻 a transitive point for𝐻? The answer is, except for the trivial case when𝐻

is a singleton, never. In fact, in Section 4 we prove:

Theorem 1.3. If𝐻 is a Furstenberg Fractal containingmore than one point then the set

of points of𝐻 which are not recurrent for𝐻 is a dense subset of𝐻.

Finally, in Section 5 we weaken the notion of nonwandering point, calling 𝑥 ∈ 𝐻

aweak nonwandering point for𝐻when the first coordinates of the orbit {Φ𝑛(𝐻, 𝑥)} are

repeatedly close to𝐻 only up to isometry. We obtain:

Theorem 1.4. Let𝐻 be a closed subset of𝑋.

Every point of𝐻 is a weak nonwandering point for𝐻 iff there existsa bijective isom­

etry 𝐽 on the metric space𝑋 such that 𝐽(𝐻) is a Uniform Furstenberg Fractal.

The set of weak nonwandering points for𝐻 is dense in𝐻 iff there exists a bijective

isometry 𝐽 on𝑋 such that 𝐽(𝐻) is a Furstenberg Fractal.
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2 Furstenberg Fractals
Webeginby settingupnotation for and reviewing the elementaryproperties of symbol

spaces on a finite alphabet.

Let A be a finite alphabet andℤ+ denote the set of positive integers. Let 𝑋 = A
ℤ+

denote the space of infinite sequences in A and 𝑋𝑘 = A
{1,...,𝑘} be the set of words of

length 𝑘. For 𝑎 ∈ 𝑋𝑘 let ℓ(𝑎) = 𝑘 and for 𝑥 ∈ 𝑋 let ℓ(𝑥) = ∞ so that ℓ is the length

function. We denote by 𝜃 the empty word. It is the unique word of length zero and

𝑋0 = {𝜃} is the singleton consisting of the empty word. By convention we define 𝑥𝑖 = 𝜃

for 𝑖 > ℓ(𝑥).

Define the disjoint unions:

𝑋∗ =
∞

⋃
𝑖=0

𝑋𝑖, 𝑋∗𝑘 =
𝑘

⋃
𝑖=0

𝑋𝑖 and 𝑋
∗ = 𝑋 ∪ 𝑋∗. (2.1)

For any 𝑥 ∈ 𝑋∗ and 𝑘 = 0, 1, . . . we let 𝑥[1..𝑘] = 𝑥 if ℓ(𝑥) ≤ 𝑘 and otherwise 𝑥[1..𝑘] =

𝑥1 . . . 𝑥𝑘 is the word of length 𝑘 consisting of the initial 𝑘 letters of 𝑥. Let 𝜌𝑘 : 𝑋 → 𝑋𝑘
denote the projection and 𝜌𝑘 : 𝑋

∗ → 𝑋∗𝑘 the retraction, both defined by 𝑥 󳨃→ 𝑥[1:𝑘].

In general, we will write 𝑥[𝑛+1:𝑛+𝑘] for the word 𝑥𝑛+1 . . . 𝑥𝑛+𝑘, which has length 𝑘 when

ℓ(𝑥) ≥ 𝑛 + 𝑘. By convention, 𝜌0(𝑥) = 𝑥[1:0] = 𝜃 and for 𝑖 > ℓ(𝑥), 𝑥𝑖 = 𝜃.

If 𝑎 has finite length and ℓ(𝑏) ≤ ∞we define the concatenation 𝑐 = 𝑎𝑏 by

𝑐𝑖 =𝑑𝑒𝑓
{
{
{

𝑎𝑖 for 𝑖 ≤ ℓ(𝑎)

𝑏𝑖−ℓ(𝑎) for 𝑖 > ℓ(𝑎).
(2.2)

We then call 𝑐 an extension of 𝑎 and 𝑎 a restriction or initial string of 𝑐. We call 𝑏 the

followerof 𝑎 in 𝑐. When 𝑐 is finite we also call 𝑏 a terminal string of 𝑐. For example, with

𝑥 ∈ 𝑋 and 𝑘 ∈ ℤ+, 𝜌𝑘(𝑥) is the initial sting of 𝑥with length 𝑘. If 𝑎 = 𝜃 then 𝑐 = 𝑎𝑏 = 𝑏.

For 𝑎 a finite word and𝐶 ⊂ 𝑋∗ a set of – possibly infinite length –words we define

the set of followers of 𝑎 in 𝐶 to be

𝐹𝐶(𝑎) =𝑑𝑒𝑓 {𝑏 ∈ 𝑋
∗ : 𝑎𝑏 ∈ 𝐶}. (2.3)

In particular, 𝐹𝐶(𝜃) = 𝐶.

If 𝐴 is a set of words of finite length and 𝐵 is a set of words of possibly infinite

length then we let

𝐴𝐵 =𝑑𝑒𝑓 {𝑎𝑏 ∈ 𝑋
∗ : 𝑎 ∈ 𝐴 and 𝑏 ∈ 𝐵}. (2.4)

We call a set 𝐴 a same length set or an SL set if 𝐴 is a nonempty set of words all

of the same finite length. We call 𝐴 ⊂ 𝑋∗ an extension regular set or an ER set if for

distinct elements 𝑎, 𝑏 ∈ 𝐴 it is never true that 𝑏 is an extension of 𝑎. Notice that 𝑎 and 𝑏

may restrict to the same proper initial string but neither is an initial string of the other.

Clearly any SL set is an ER set.
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Let 𝐴 and 𝐶 be nonempty sets of words. We say that 𝐶 is an extension of 𝐴 or 𝐴

extends to𝐶when every 𝑎 ∈ 𝐴 extends to some 𝑐 ∈ 𝐶 and every 𝑐 ∈ 𝐶 restricts to some

𝑎 ∈ 𝐴. We also say𝐴 is a restrictionof 𝐶 or 𝐶 restricts to 𝐴. In the case of a single finite

word 𝑎we will say that 𝐶 extends 𝑎 etc. when𝐶 extends 𝐴 = {𝑎}.

If 𝑎 ∈ 𝑋, i.e. 𝑎 is an infinite word, then 𝑎 itself is the only word towhich 𝑎 extends.

Observe that if 𝐴 is an ER set which extends to 𝐶 then the 𝑎 ∈ 𝐴 to which 𝑐 ∈ 𝐶

restricts is unique. In that case we define 𝜌(𝐶,𝐴) : 𝐶 → 𝐴 by 𝑐 󳨃→ 𝑎 where 𝑎 is the

restriction of 𝑐. In any case 𝑎 ∈ 𝐴 may extend to many elements of 𝐶. If 𝐶 = 𝐴𝐵 for

some set of words 𝐵 then 𝐶 is an extension of 𝐴. If 𝐴 is an ER set then 𝐶 = 𝐴𝐵 iff 𝐶 is

an extension of 𝐴 such that the set of followers 𝐹𝐶(𝑎) = 𝐵 for all 𝑎 ∈ 𝐴.

On𝑋∗ we define the usual metric 𝑑 by 𝑑(𝑥, 𝑦) = 0 when 𝑥 = 𝑦 and otherwise

𝑑(𝑥, 𝑦) =𝑑𝑒𝑓 min{2
−𝑘 : 𝑘 ≥ 0 and 𝜌𝑘(𝑥) = 𝜌𝑘(𝑦) }. (2.5)

Equivalently, 𝑑(𝑥, 𝑦) = 2−𝑖+1 where 𝑖 is the smallest index such that 𝑥𝑖 ≠ 𝑦𝑖. In particu­

lar, if ℓ(𝑥) = 𝑘 and 𝑦 is an extension of 𝑥 then 𝑑(𝑥, 𝑦) = 2−𝑘.

The space 𝑋∗ is compact and the closed subspace 𝑋 has the compact product

topology. As the notation notation suggests,𝑋∗ is a dense, open subset of𝑋∗ consist­

ing of isolated points. Regarded as words of length at most 1 the set {𝜃} ∪ A receives

the usual zero-one metric.

Themetric 𝑑 is an ultrametric. That is, 𝑑(𝑥, 𝑦) ≤ max(𝑑(𝑥, 𝑧), 𝑑(𝑧, 𝑦)) for all𝑥, 𝑦, 𝑧 ∈

𝑋∗. It follows that for every 𝜖 > 0 the set

𝑉̄𝜖 =𝑑𝑒𝑓 {(𝑥, 𝑦) ∈ 𝑋
∗ × 𝑋∗ : 𝑑(𝑥, 𝑦) ≤ 𝜖} (2.6)

is a clopen equivalence relation and for 𝑥, 𝑦 ∈ 𝑋∗

𝑑(𝑥, 𝑦) ≤ 2−𝑘 ⇐⇒ 𝑦 ∈ 𝑉̄2−𝑘 (𝑥) ⇐⇒ 𝑥[1:𝑘] = 𝑦[1:𝑘]. (2.7)

On𝑋∗ define the surjective shift map 𝜎 as usual by

𝜎(𝑥)𝑖 = 𝑥𝑖+1 for all 𝑖 ∈ ℤ+. (2.8)

In particular, 𝜎(𝜃) = 𝜃 and ℓ(𝜎(𝑥)) = max(0, ℓ(𝑥) − 1). The Lipschitz constant of 𝜎with

respect to the metric 𝑑 is 2. Clearly, for positive integers 𝑛, 𝑘

𝜌𝑘(𝜎
𝑛(𝑥)) = 𝑥[𝑛+1:𝑛+𝑘] . (2.9)

For 𝑎 any finite word, define the injective map 𝜏𝑎 on𝑋
∗ by

𝜏𝑎(𝑥) = 𝑎𝑥. (2.10)

Clearly, 𝜏𝑎 is a contraction with Lipschitz constant 2−𝑘 where 𝑘 = ℓ(𝑎). Furthermore,

𝜎𝑘 ∘ 𝜏𝑎 = 1𝑋∗ . (2.11)

The image of 𝜏𝑎 is the clopen ball 𝑉̄2−𝑘 (𝑦) for any 𝑦 ∈ 𝜏𝑎(𝑋
∗).
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The compact set𝑋 of infinitewords is preserved by 𝜎 and each 𝜏𝑎. In fact,𝜎
−1(𝑋) =

𝑋 and 𝜏−1𝑎 (𝑋) = 𝑋 for all 𝑎 ∈ 𝑋∗.

Let 2𝑋
∗

denote the space of closed subsets of𝑋∗. Let 𝑑 denote theHausdorff metric

induced from the metric on 𝑋∗. It is easy to check that for 𝐻,𝐾 distinct elements of

2𝑋
∗

𝑑(𝐻, 𝐾) =𝑑𝑒𝑓 min{2
−𝑘 : 𝑘 ≥ 0 and 𝜌𝑘(𝐻) = 𝜌𝑘(𝐾) }, (2.12)

and so

𝑑(𝐻, 𝐾) ≤ 2−𝑘 ⇐⇒ 𝜌𝑘(𝐻) = 𝜌𝑘(𝐾), (2.13)

i.e. iff𝐻 and 𝐾 have exactly the same set of initial strings of length at most 𝑘. By con­

vention, 𝜌0(𝐻) = {𝜃} for the empty set𝐻 as well as for every nonempty set. In particu­

lar, the empty set has distance 1 from any nonempty set in 2𝑋
∗

.

It is easy to check that if 𝐾 is any clopen subset of 𝑋∗ that the map ∧𝐾 on 2𝑋
∗

defined by𝐻 󳨃→ 𝐻∩ 𝐾 is continuous. Also if 𝑓 is any continuous map on𝑋 then con­

tinuous as well is the induced map, also denoted 𝑓 on 2𝑋
∗

and defined by associating

to𝐻 its image 𝑓(𝐻). In particular, we have continuous maps defined on 2𝑋
∗

induced

from 𝜎 and the 𝜏𝑎’s.

Since𝑋 is a closed subset of𝑋∗ the space 2𝑋 of closed subsets of𝑋 is closed in 2𝑋
∗

.

Let E𝑋 ⊂ 2
𝑋 × 𝑋 be the closed set

E𝑋 = {(𝐻, 𝑥) : 𝑥 ∈ 𝐻}. (2.14)

On the product we use the max metric:

𝑑((𝐻, 𝑥), (𝐾, 𝑦)) =𝑑𝑒𝑓 max(𝑑(𝐻,𝐾), 𝑑(𝑥, 𝑦)). (2.15)

On E𝑋 define the Furstenberg Fractal MapΦ withΦ(𝐻, 𝑥) = (𝜙(𝐻, 𝑥), 𝜎(𝑥)) where

𝜙(𝐻, 𝑥) =𝑑𝑒𝑓 𝜎(𝐻 ∩ 𝜏𝑥1 (𝑋)). (2.16)

Thus, it is the image of the shift on that portion of 𝐻 whose elements begin with the

same letter as 𝑥.

It follows that Φ𝑛(𝐻, 𝑥) = (𝜙𝑛(𝐻, 𝑥), 𝜎
𝑛(𝑥))where

𝜙𝑛(𝐻, 𝑥) =𝑑𝑒𝑓 𝜎
𝑛(𝐻 ∩ 𝜏𝑥[1:𝑛] (𝑋)) = 𝐹𝐻(𝑥[1:𝑛]) (2.17)

where 𝑥[1:𝑛] = 𝜌𝑛(𝑥) is the initial string of 𝑥with length 𝑛. In particular, for 𝑥, 𝑦 ∈ 𝐻

𝑥[1:𝑛] = 𝑦[1:𝑛] 󳨐⇒ 𝜙𝑛(𝐻, 𝑥) = 𝜙𝑛(𝐻, 𝑦). (2.18)

Recall also that

𝜏𝑥[1:𝑛](𝑋) = 𝑉̄2−𝑛(𝑥). (2.19)

Because the projection map 𝑥 󳨃→ 𝑥1, i.e. 𝜌1, is locally constant and because ∧𝐾 is

continuous for a clopen𝐾, it follows thatΦ is continuous.
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Proposition 2.1.
(a) The second coordinate projection map 𝑝2 : E𝑋 → 𝑋 maps Φ to 𝜎. The coordinate

projectionmaps 𝑝2 and 𝑝1 : E𝑋 → 2𝑋 \ {0} are open, continuous surjections.

(b) The isometric embedding 𝜄 : 𝑋 → E𝑋 defined by

𝜄(𝑥) =𝑑𝑒𝑓 ({𝑥}, 𝑥) (2.20)

maps 𝜎 toΦ.

(c) If𝑌 is a closed subset of𝑋which is𝜎+invariant, i.e.𝜎(𝑌) ⊂ 𝑌, thenE𝑌 = E𝑋∩(2
𝑌×𝑌)

is closed and Φ +invariant.

(d) For (𝐻, 𝑥), (𝐾, 𝑦) ∈ 𝐸 we write (𝐻, 𝑥) < (𝐾, 𝑦) if𝐻 ⊂ 𝐾 and 𝑥 = 𝑦.

(𝐻, 𝑥) < (𝐾, 𝑦) 󳨐⇒ Φ(𝐻, 𝑥) < Φ(𝐾, 𝑦). (2.21)

Proof. (a) It is clear that𝑝2 mapsΦ to𝜎. If (𝐻, 𝑥) ∈ E𝑋 and𝑑(𝐻, 𝐾) < 𝜖 then there exists

𝑦 ∈ 𝐾 with 𝑑(𝑥, 𝑦) < 𝜖 and so 𝑑((𝐻, 𝑥), (𝐾, 𝑦)) < 𝜖. On the other hand, if 𝑑(𝑥, 𝑦) < 𝜖

then 𝑑((𝐻, 𝑥), (𝐾, 𝑦)) < 𝜖 if 𝐾 = 𝐻 ∪ {𝑦}. Thus, 𝑝1 and 𝑝2 map the 𝜖 ball centered at

(𝐻, 𝑥) in E𝑋 onto the 𝜖 balls centered at 𝑥 in𝑋 and centered at𝐻 in 2𝑋. Hence, 𝑝1 and

𝑝2 are open surjections.

(b), (c) and (d) are easy and are left to the reader.

Lemma 2.2. Let (𝐻, 𝑥) ∈ E𝑋, 𝐾 ∈ 2𝑋 and 𝑦 ∈ 𝑋. For positive integers 𝑛, 𝑘

𝑑(𝜙𝑛(𝐻, 𝑥), 𝐾) ≤ 2
−𝑘 ⇐⇒ 𝜌𝑘(𝐹𝐻(𝑥[1:𝑛])) = 𝜌𝑘(𝐾)

𝑑(𝜎𝑛(𝑥), 𝑦) ≤ 2−𝑘 ⇐⇒ 𝑥[𝑛+1:𝑛+𝑘] = 𝑦[1:𝑘].
(2.22)

If 𝑦 ∈ 𝐾 then 𝑑(Φ𝑛(𝐻, 𝑥), (𝐾, 𝑦)) ≤ 2−𝑘 iff both of these conditions hold.

Proof. The equivalences in (2.22) follow from (2.17), (2.13) and (2.7). Then the result for

Φ follows from (2.15).

Definition 2.3. For (𝐻, 𝑥) ∈ E𝑋 and 𝑘 ∈ ℤ+ define the sets of integers N𝐻(𝑥, 𝑘) and
Ñ𝐻(𝑥, 𝑘) to be the sets of nonnegative integers such that

𝑛 ∈ N𝐻(𝑥, 𝑘) ⇐⇒ 𝜌𝑘(𝐹𝐻(𝑥[1:𝑛])) = 𝜌𝑘(𝐻)

𝑛 ∈ Ñ𝐻(𝑥, 𝑘) ⇐⇒ 𝑛 ∈ N𝐻(𝑥, 𝑘) and 𝑥[𝑛+1:𝑛+𝑘] = 𝑥[1:𝑘].
(2.23)

Define 𝜈𝐻(𝑥, 𝑘) and 𝜈̃𝐻(𝑥, 𝑘) to be the smallest positive integers in N𝐻(𝑥, 𝑘) and

Ñ𝐻(𝑥, 𝑘), respectively,with thevalue∞when the corresponding subset ofℤ+ is empty.

We will omit the subscript when the set𝐻 is understood.

Recall that 𝑥[1:0] = 𝜃 and 𝐹𝐻(𝜃) = 𝐻. Hence, 0 ∈ Ñ𝐻(𝑥, 𝑘) ⊂ N𝐻(𝑥, 𝑘).

It is useful to observe that for 𝑥, 𝑦 ∈ 𝐻

𝑥[1:𝑛] = 𝑦[1:𝑛] 󳨐⇒ N𝐻(𝑥, 𝑘) ∩ [1, 𝑛] = N𝐻(𝑦, 𝑘) ∩ [1, 𝑛],

𝑥[1:𝑛+𝑘] = 𝑦[1:𝑛+𝑘] 󳨐⇒ Ñ𝐻(𝑥, 𝑘) ∩ [1, 𝑛] = Ñ𝐻(𝑦, 𝑘) ∩ [1, 𝑛].
(2.24)
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Now for (𝐻, 𝑥) ∈ E𝑋 let

𝜔𝐻Φ(𝑥) =𝑑𝑒𝑓 {𝑦 ∈ 𝐻 : (𝐻, 𝑦) ∈ 𝜔Φ(𝐻, 𝑥)}. (2.25)

We will say that 𝑥 is a nonwandering point for𝐻 when 𝜔𝐻Φ(𝑥) is nonempty. We

say that 𝑥 is a recurrent point for 𝐻 when 𝑥 lies in 𝜔𝐻Φ(𝑥). Finally, we say that 𝑥 is

a transitive point for 𝐻 when 𝜔𝐻Φ(𝑥) = 𝐻. Of course, a transitive point for 𝐻 is a

recurrent point for 𝐻 and a recurrent point for𝐻 is a nonwandering point for𝐻. We

denote by 𝑇𝑟𝑎𝑛𝑠𝐻 the – possibly empty – set of transitive points for𝐻.

Lemma 2.4. Let (𝐻, 𝑥) ∈ E𝑋.
(a) The following are equivalent:

(i) The point 𝑥 is a nonwandering point for𝐻, i.e. 𝜔𝐻Φ(𝑥) ≠ 0.

(ii) For every 𝑘 ∈ ℤ+ the setN𝐻(𝑥, 𝑘) ∩ ℤ+ is nonempty.

(iii) For every 𝑘 ∈ ℤ+ the setN𝐻(𝑥, 𝑘) is infinite.

(iv) For every 𝑘 ∈ ℤ+ the number 𝜈𝐻(𝑥, 𝑘) is a finite integer.

(v) 𝐻 is a limit point of the sequence {𝜙𝑛(𝐻, 𝑥)} in 2
𝑋∗ .

(b) The following are equivalent:

(i) The point 𝑥 is a recurrent point for𝐻, i.e. 𝑥 ∈ 𝜔𝐻Φ(𝑥).

(ii) For every 𝑘 ∈ ℤ+ the set Ñ𝐻(𝑥, 𝑘) ∩ ℤ+ is nonempty.

(iii) For every 𝑘 ∈ ℤ+ the set Ñ𝐻(𝑥, 𝑘) is infinite.

(iv) For every 𝑘 ∈ ℤ+ the number ̃𝜈𝐻(𝑥, 𝑘) is a finite integer.

(v) (𝐻, 𝑥) is a recurrent point forΦ.

Proof. In (a) (i)–(iv) are equivalent by Lemma 2.2 and Definition 2.3 and they imply

(v). If 𝜙𝑛𝑖 (𝐻, 𝑥) converges to 𝐻 then by going to a subsequence we can assume that

𝜎𝑛𝑖 (𝑥) converges to a point 𝑦. Hence,Φ𝑛𝑖 (𝐻, 𝑥) converges to (𝐻, 𝑦). Since E𝑋 is closed,

(𝐻, 𝑦) ∈ E𝑋 and so 𝑦 ∈ 𝐻.

In (b) (i)–(v) are equivalent by Lemma 2.2 and Definition 2.3.

Definition 2.5. A closed set 𝐻 ⊂ 𝑋 is called a Furstenberg Fractal when the set of

nonwandering points for 𝐻 is dense in 𝐻, that is, {𝑥 ∈ 𝐻 : 𝜔𝐻Φ(𝑥) ≠ 0} is dense

in𝐻. Equivalently,𝐻 is a Furstenberg Fractal when for every 𝑘 ∈ ℤ+ and every word

𝑎 ∈ 𝜌𝑘(𝐻) there exists a nonwandering point 𝑥 for𝐻 such that 𝑥[1:𝑘] = 𝑎.

Theorem 2.6. If𝐻 is a Furstenberg Fractal then 𝑇𝑟𝑎𝑛𝑠𝐻 is a dense 𝐺𝛿 subset of𝐻.

Proof. For positive integers 𝑛, 𝑘 and for 𝑎 ∈ 𝜌𝑘(𝐻) let

𝑂(𝑛, 𝑘, 𝑎) =𝑑𝑒𝑓 {𝑧 ∈ 𝐻 : 𝜌𝑘(𝐹𝐻(𝑧[1:𝑛])) = 𝜌𝑘(𝐻) and 𝑧[𝑛+1:𝑛+𝑘] = 𝑎}. (2.26)

Observe that if 𝑦 ∈ 𝐻with 𝑦[1:𝑘] = 𝑎 then

𝑧 ∈ 𝑂(𝑛, 𝑘, 𝑎) ⇐⇒ 𝑑(Φ𝑛(𝐻, 𝑧), (𝐻, 𝑦)) < 2−𝑘+1. (2.27)
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Furthermore, if 𝑧, 𝑧󸀠 ∈ 𝐻 with 𝑧[1:𝑛+𝑘] = 𝑧
󸀠
[1:𝑛+𝑘] then 𝑧 ∈ 𝑂(𝑛, 𝑘, 𝑎) iff 𝑧

󸀠 ∈ 𝑂(𝑛, 𝑘, 𝑎).

Thus,𝑂(𝑛, 𝑘, 𝑎) is clopen in the relative topologyon𝐻. Thus,𝑂(𝑘, 𝑎) = ⋃𝑛∈ℤ+ 𝑂(𝑛, 𝑘, 𝑎)

is open in𝐻.

Now if 𝑥 ∈ 𝐻 and 𝑝, 𝑘 ∈ ℤ+ then there exists a nonwandering point 𝑥
󸀠 with 𝑥[1:𝑝] =

𝑥󸀠[1:𝑝]. Since N(𝑥
󸀠, 𝑘) is infinite it contains some integer 𝑛 > 𝑝. That is 𝜌𝑘(𝐹𝐻(𝑥

󸀠
[1:𝑛])) =

𝜌𝑘(𝐻). So there exists 𝑧 ∈ 𝐻 with 𝑧[1:𝑛] = 𝑥
󸀠
[1:𝑛] and 𝑧[𝑛+1:𝑛+𝑘] = 𝑎. Thus, 𝑧 ∈ 𝑂(𝑘, 𝑎) and

since 𝑛 > 𝑝, 𝑥[1:𝑝] = 𝑧[1:𝑝]. It follows that for every 𝑘 and 𝑎 the set 𝑂(𝑘, 𝑎) is open and

dense in𝐻. From (2.26) we see that

𝑇𝑟𝑎𝑛𝑠𝐻 = ⋂ {𝑂(𝑘, 𝑎) : 𝑘 ∈ ℤ+ and 𝑎 ∈ 𝜌𝑘(𝐻)}. (2.28)

From the Baire Category Theorem it follows that 𝑇𝑟𝑎𝑛𝑠𝐻 is a dense 𝐺𝛿 subset of𝐻.

A closed subset 𝐴 of 𝑌 is called a transitive subset for a continuous map 𝑓 on 𝑌

when 𝐴 is nonempty and {𝑥 ∈ 𝐴 : 𝐴 ⊂ 𝜔𝑓(𝑥)} is dense in 𝐴. This means that for [𝐴],

the smallest closed + invariant subset of 𝑋 which contains 𝐴, the restriction 𝑓|[𝐴] is

topologically transitive and 𝑇𝑟𝑎𝑛𝑠𝑓|[𝐴] ∩𝐴 is dense in 𝐴 (and so is a residual subset of

𝐴). Thus, we have:

Corollary 2.7. If𝐻 ∈ 2𝑋 then𝐻 is a Furstenberg Fractal iff E𝐻 is a transitive subset of

E𝑋 for the mapΦ.

For a continuous map 𝑓 on 𝑌 and 𝐴 a closed subset of 𝑌 we define 𝜔𝑓[𝐴] =

⋂𝑛⋃𝑘≥𝑛 𝑓
𝑘(𝐴). This is the topological lim sup of the sequence {𝑓𝑛(𝐴)} of closed sets.

Lemma 2.8. If 𝐴 ∈ 2𝑋 and 𝐵 ∈ 𝑝1(𝜔Φ[E𝐴]) then E𝐵 ⊂ 𝜔Φ[E𝐴].

Proof. Let 𝑦 ∈ 𝐵 and let 𝑘 be an arbitrary positive integer. To say that 𝐵 ∈ 𝑝1(𝜔Φ[E𝐴])

says that for arbitrarily large 𝑛 there exists 𝑥 ∈ 𝐴 so that 𝜌𝑘(𝐹𝐴(𝑥[1:𝑛])) = 𝜌𝑘(𝐵). In

particular, there exists 𝑧 ∈ 𝐴 such that 𝑧[1:𝑛] = 𝑥[1:𝑛] and 𝑧[𝑛+1:𝑛+𝑘] = 𝑦[1:𝑘]. Thus,

𝑑(Φ𝑛(𝐴, 𝑧), (𝐵, 𝑦)) ≤ 2−𝑘. It follows that (𝐵, 𝑦) ∈ 𝜔Φ[E𝐴].

Theorem 2.9. Assume that 𝐻 ∈ 2𝑋 is a Furstenberg Fractal. Let [E𝐻] be the small­

est closed subset of E𝑋 which contains E𝐻 and is + invariant for Φ. For every 𝐵 ∈

𝑝1([E𝐻]), E𝐵 ⊂ [E𝐻] and {𝐵 ∈ 𝑝1([E𝐻]) : 𝐵 is a Furstenberg Fractal } is a residual subset

of 𝑝1([E𝐻]).

Proof. The first result only needs that the set𝑇𝑟𝑎𝑛𝑠𝐻 is nonempty. That is, there exists

𝑥 ∈ 𝐻 such that E𝐻 ⊂ 𝜔Φ(𝐻, 𝑥). Notice that always 𝜔Φ(𝐻, 𝑥) ⊂ 𝜔Φ[E𝐻] ⊂ [E𝐻]. If E𝐻
is contained in the invariant set 𝜔Φ(𝐻, 𝑥) then these three sets are equal. So the first

result follows from Lemma 2.8.

Hence, [E𝐻] = 𝑝
−1
1 (𝑝1([E𝐻])) and so the restriction 𝑝1|[E𝐻] : [E𝐻] → 𝑝1([E𝐻]) of

the open map 𝑝1 : E𝑋 → 2𝑋 is itself open.

Recall the theorem of Ulam, see, e.g., [1, Theorem 1.2].
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Theorem 2.10. If ℎ : 𝑌1 → 𝑌2 is an open surjection between compactmetric spaces and

𝐴 is a residual subset of 𝑌1 then {𝑦 ∈ 𝑌2 : 𝐴 ∩ ℎ
−1(𝑦) is dense in ℎ−1(𝑦)} is a residual

subset of 𝑌2.

By theUlam Theorem {𝐵 ∈ 𝑝1([E𝐻]) : E𝐵 ∩𝑇𝑟𝑎𝑛𝑠Φ|[E𝐻]
is dense in E𝐵 } is a residual

subset of𝑝1([E𝐻]). If (𝐵, 𝑦) ∈ 𝑇𝑟𝑎𝑛𝑠Φ|[E𝐻]
then𝑦 is a transitivepoint for𝐵. If suchpoints

are dense in {𝐵} × 𝐵 then 𝐵 is a Furstenberg Fractal.

We saw in Theorem 2.6 that if the nonwandering points for𝐻 are dense in𝐻, then

the transitive points are residual in𝐻. We can sharpen the demand upon𝐻:

Definition 2.11. A closed set𝐻 ⊂ 𝑋 is called aUniformFurstenberg Fractalwhenevery

point of𝐻 is a nonwandering point for𝐻, that is, for all 𝑥 ∈ 𝐻 𝜔𝐻Φ(𝑥) ≠ 0. Equiva­

lently,𝐻 is a Uniform Furstenberg Fractal when for every 𝑥 ∈ 𝐻 and every 𝑘 ∈ ℤ+ the

set N𝐻(𝑥, 𝑘) ∩ ℤ+ is nonempty (and so every suchN𝐻(𝑥, 𝑘) is infinite by Lemma 2.4).

3 The Fractal Constructions
Our major result is to characterize Furstenberg Fractals in a way which allows us to

construct all of them. The Uniform Furstenberg Fractals are easier to describe and so

we begin with them.

Theorem 3.1. A closed subset𝐻 of𝑋 is a Uniform Furstenberg Fractal iff

𝜈𝐻(𝑥, 𝑘) =𝑑𝑒𝑓 min ℤ+ ∩ N𝐻(𝑥, 𝑘), (3.1)

defines a function 𝜈𝐻 : 𝐻 × ℤ+ → ℤ+.

In that case𝜈𝐻 is continuous, or, equivalently, locally constant, and for everypositive

integer 𝑘 the set

𝜋𝑘(𝐻) =𝑑𝑒𝑓 {𝑥[1:𝑛] : 𝑥 ∈ 𝐻 and 𝑛 = 𝜈𝐻(𝑥, 𝑘)} (3.2)

is a finite, extension regular set of words of finite length.

Proof. From Lemma 2.4 it follows that𝐻 is a Uniform Furstenberg Fractal iff for every

(𝑥, 𝑘) ∈ 𝐻 × ℤ+ the set N𝐻(𝑥, 𝑘) ∩ ℤ+ is nonempty and it then follows that the set is

infinite. Thus, the function 𝜈𝐻 is well defined on𝐻×ℤ+ when𝐻 is a Uniform Fursten­

berg Fractal. On the other hand, when 𝜈𝐻(𝑥, 𝑘) is finite for all 𝑥 ∈ 𝐻 and 𝑘 ∈ ℤ+ then

𝐻 is a Uniform Furstenberg Fractal. Assume now that𝐻 is such.

The set 𝜋𝑘(𝐻) clearly consists of words of finite length. Next, we show it is exten­

sion regular. Suppose that with 𝑛 = 𝜈(𝑥, 𝑘), 𝑎 = 𝑥[1:𝑛] and 𝑚 = 𝜈𝐻(𝑦, 𝑘), 𝑏 = 𝑦[1:𝑚] we

have 𝑛 ≤ 𝑚 and 𝑎 = 𝑏[1:𝑛]. Then 𝑎 = 𝑦[1:𝑛] and by definition of 𝜈𝐻(𝑥, 𝑘), 𝜌𝑘(𝐹𝐻(𝑎)) =

𝜌𝑘(𝐻). This implies that 𝑛 ∈ N𝐻(𝑦, 𝑘) and so 𝜈𝐻(𝑦, 𝑘) = 𝑚 ≤ 𝑛. It follows that 𝜈𝐻(𝑦, 𝑘) =
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𝜈𝐻(𝑥, 𝑘) and 𝑎 = 𝑏. So if 𝑏 is an extension of 𝑎 in 𝜋𝑘(𝐻) then 𝑏 = 𝑎. We have also shown

that for 𝑥, 𝑦 ∈ 𝐻

𝑛 = 𝜈𝐻(𝑥, 𝑘) and 𝑦[1:𝑛] = 𝑥[1:𝑛] 󳨐⇒ 𝜈𝐻(𝑦, 𝑘) = 𝑛. (3.3)

In particular, {𝑦 : 𝜈(𝑦, 𝑘) = 𝜈(𝑥, 𝑘)} contains the set of 𝑦 ∈ 𝐻with 𝑦[1:𝑛] = 𝑥[1:𝑛] which is

a neighborhood of 𝑥 in𝐻. Hence, 𝜈𝐻 is a locally constant function and so is continu­

ous. In particular, with 𝑘 fixed {{𝑥 : 𝜈𝐻(𝑥, 𝑘) = 𝑛} : 𝑛 ∈ ℤ+} is a partition of𝐻 by clopen

sets. By compactness, all but finitely many members are empty. Thus, for each 𝑘

𝜈∗(𝑘) =𝑑𝑒𝑓 max{𝜈𝐻(𝑥, 𝑘) : 𝑥 ∈ 𝐻} (3.4)

is finite. Since the words of 𝜋𝑘(𝐻) have length bounded by 𝜈
∗(𝑘) it follows that the ER

set 𝜋𝑘(𝐻) is finite.

From Theorem 3.1 we can perform an inductive construction to yield an arbitrary

Uniform Furstenberg Fractal.

Construction 3.2. Begin with a finite alphabetA.
– Let 𝐴0 be an arbitrary SL set, words all of length ℓ0 ≥ 1.

– Assume the SL set 𝐴𝑛 has been defined with words of length ℓ𝑛.

– Let 𝐵𝑛 be an arbitrary finite ER set which is an extension of𝐴𝑛.

– Let 𝐶𝑛 = 𝐵𝑛𝐴𝑛, concatenations of 𝐵𝑛 words with𝐴𝑛 words.

– Let 𝐴𝑛+1 be an arbitrary SL set which is an extension of 𝐶𝑛,

and let ℓ𝑛+1 denote the length of the words in 𝐴𝑛+1 .

Define𝐻 by

𝑥 ∈ 𝐻 ⇐⇒ 𝑥[1:𝑛] ∈ 𝐴𝑛 for all 𝑛 ∈ ℤ+. (3.5)

Remark 3.3. Suppose that {0 = 𝑝0 ≤ 𝑞0 < 𝑝1 ≤ 𝑞1 < . . .} is an infinite sequence, then

we can define

𝐴̂𝑛 = 𝐴𝑝𝑛 , 𝐵̂𝑛 = 𝐵𝑞𝑛 , and 𝐶̂𝑛 = 𝐵̂𝑛
̂𝐴𝑛, (3.6)

and it is easy to check that the subset constructed using this sequence is exactly𝐻.

Observe that 𝐴𝑛+1 is an extension of 𝐴𝑛 with ℓ𝑛+1 ≥ 2ℓ𝑛 ≥ 2
𝑛.

Theorem 3.4. Every subset𝐻 obtained from Construction 3.2 is a Uniform Furstenberg

Fractal and every Uniform Furstenberg Fractal can be obtained via such a construction.

Proof. Clearly, the results of the construction satisfy Theorem 1.11. On the other hand,

given 𝐴𝑛 = 𝜌ℓ𝑛(𝐻) let 𝐵𝑛 = 𝜋ℓ𝑛(𝐻). Then𝐻 is an extension of 𝐶𝑛 = 𝐵𝑛𝐴𝑛. With ℓ𝑛+1 at

least the maximum length of a word in 𝐶𝑛 let𝐴𝑛+1 = 𝜌ℓ𝑛+1(𝐻).

Corollary 3.5. The set of Uniform Furstenberg Fractals is a residual subset of 2𝑋 \ {0}.
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Proof. If 𝐾 ∈ 2𝑋 is nonempty and 𝑘 is an arbitrary positive integer we can perform

Construction 3.2 with 𝐴0 = 𝜌𝑘(𝐾) and obtain a Uniform Furstenberg Fractal 𝐻 with

𝜌𝑘(𝐻) = 𝜌𝑘(𝐾). Thus, the set of Uniform Furstenberg Fractals is dense in 2𝑋 \ {0}.

Given 𝑘 ∈ ℤ+ and 𝑛 > 2𝑘 call a set 𝐵 of words of length 𝑛 a 𝑘-regular set if for every

𝑎 ∈ 𝑊 there exists 𝑟 with 𝑘 < 𝑟 < 𝑛 − 𝑘 such that every element of 𝑎[1:𝑟]𝐴 extends

to an element of 𝐵 where 𝐴 = 𝜌𝑘(𝐵). From Theorem 3.1 it follows that𝐻 is a Uniform

Furstenberg Fractal iff for every positive integer 𝑘 there exists 𝑛 > 2𝑘 such that 𝜌𝑛(𝐻) is

𝑘-regular. For a fixed 𝑛 and 𝑘 the condition that𝜌𝑛(𝐻)be 𝑘 regular is a clopen condition

and so that 𝜌𝑛(𝐻) is 𝑘-regular for some 𝑛 is an open condition. It follows that the set of

Uniform Furstenberg Fractals is 𝐺𝛿.

We can similarly characterize Furstenberg Fractals.

Definition 3.6. For𝐻 a Furstenberg Fractal, 𝑘, ℓ ∈ ℤ+ and 𝑎 ∈ 𝜌ℓ(𝐻), let

𝜈𝐻(𝑎, 𝑘) = min{𝑛 : 𝑛 ≥ ℓ and 𝑛 ∈ N𝐻(𝑥, 𝑘) with 𝑎 = 𝑥[1 : ℓ]}, (3.7)

which is finite because𝐻 is a Furstenberg Fractal. With 𝑛 = 𝜈𝐻(𝑎, 𝑘) let

𝑊(𝑎, 𝑘) =𝑑𝑒𝑓 𝜌𝑛(𝐻 ∩ 𝜏𝑎(𝑋)) and

𝑊󸀠(𝑎, 𝑘) =𝑑𝑒𝑓 {𝜌𝑛(𝑥) : 𝑥 ∈ 𝐻 ∩ 𝜏𝑎(𝑋) and 𝑛 ∈ N(𝑥, 𝑘)}.
(3.8)

Thus,𝑊󸀠(𝑎, 𝑘) consists of all initial strings in𝐻 which extend 𝑎 and of length 𝑛 after

which the follower sets of length 𝑘 in𝐻 equal to 𝜌𝑘(𝐻). Here 𝑛 is the smallest positive

integer such that this set is nonempty.𝑊(𝑎, 𝑘) consists of all initial strings in𝐻which

extend 𝑎 and have length this same 𝑛.

Lemma 3.7. For𝐻 a Furstenberg Fractal, 𝑘, ℓ ∈ ℤ+ let 𝐴 = 𝜌ℓ(𝐻), 𝐵 = ⋃ {𝑊(𝑎, 𝑘) : 𝑎 ∈

𝐴},and𝐵󸀠 = ⋃ {𝑊󸀠(𝑎, 𝑘) : 𝑎 ∈ 𝐴}. Then𝐵 is anERset and𝐵󸀠 ⊂ 𝐵. Furthermore, every ele­

ment of𝐴 extends to an element of𝐵󸀠 and every element of𝐵 restricts to an element of𝐴.

Proof. Assume 𝑏 ∈ 𝑊(𝑎, 𝑘), 𝑐 ∈ 𝑊(𝑑, 𝑘). If 𝑎 = 𝑑 then 𝑏 and 𝑐 have the same length

and so neither is a proper extension of the other. If 𝑎 ≠ 𝑑 then since 𝑏 extends 𝑎 and 𝑐

extends 𝑑, neither can be a proper extension of the other. Hence, 𝐵 is an ER set. Every

word in 𝐵 is an initial string of an element of 𝐻 with length at least ℓ. Since 𝐴 lists

all initial strings in 𝐻 of length ℓ, everything in 𝐵 restricts to an element of 𝐴. Each

𝑊󸀠(𝑎, 𝑘) is nonempty because𝐻 is a Furstenberg Fractal. This says that every element

of 𝐴 extends to some element of 𝐵󸀠.

Construction 3.8. Begin with a finite alphabetA.
– Let 𝐴0 be an arbitrary SL set, words all of length ℓ0 ≥ 1.

– Assume the SL set 𝐴𝑛 has been defined with words of length ℓ𝑛.

– Let 𝐵𝑛 be an arbitrary finite ER set and 𝐵󸀠𝑛 ⊂ 𝐵𝑛 such that every 𝑎 ∈ 𝐴𝑛 extends

to at least one element of 𝐵󸀠𝑛 and every 𝑏 ∈ 𝐵𝑛 restricts to a – necessarily unique –

element of 𝐴𝑛.
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– Let 𝐶𝑛 = (𝐵𝑛 \ 𝐵
󸀠
𝑛) ∪ 𝐵

󸀠
𝑛𝐴𝑛, concatenations of 𝐵

󸀠
𝑛 words with𝐴𝑛 words together with

the remaining words in 𝐵𝑛.

– Let 𝐴𝑛+1 be an arbitrary SL set which is an extension of 𝐶𝑛,

and let ℓ𝑛+1 denote the length of the words in 𝐴𝑛+1 .

Define𝐻 by

𝑥 ∈ 𝐻 ⇐⇒ 𝑥[1:𝑛] ∈ 𝐴𝑛 for all 𝑛 ∈ ℤ+. (3.9)

Theorem 3.9. Every subset 𝐻 obtained from Construction 3.8 is a Furstenberg Fractal

and every Furstenberg Fractal can be obtained via such a construction.

Proof. In the construction it is clear that every 𝑎 ∈ 𝐴𝑛 extends to some element 𝑥 ∈ 𝐻.

From this it follows from the original definition that 𝐻 is a Furstenberg Fractal. The

converse follows from Lemma 3.7.

4 Density of Non-Recurrent Points
From Construction 3.2 we see that there is a rich supply of subsets 𝐻 such that ev­

ery point of 𝐻 is a nonwandering point and by Theorem 2.6 most of these points are

transitive points. It is natural to ask if every point can be transitive. The answer is no.

Except for the case where𝐻 = {𝑥}with 𝑥 a recurrent point for the map 𝜎, it is not even

possible that every point be a recurrent point for𝐻. In fact, while the set of transitive

points for𝐻 is residual in𝐻, the set of non-recurrent points is dense.

Theorem 4.1. Let𝑁𝑅𝐻 denote the set of points of𝐻 which are not recurrent points for

𝐻. If𝐻 is a Furstenberg Fractal containingmore thanone point, then𝑁𝑅𝐻 is dense in𝐻.

From this we immediately obtain:

Corollary 4.2. Let𝐻 be a nonempty closed subset of𝑋. If every point of𝐻 is a recurrent

point for𝐻 then𝐻 is a singleton set.

The proof of Theorem 4.1 will require some preliminary work.

Assume that𝐻 ∈ 2𝑋 is a Furstenberg Fractal containing more than one point and

for an arbitrary positive integer 𝑘 let 𝑎 ∈ 𝜌𝑘(𝐻). For the remainder of this section, let

𝐻𝑎 = {𝑥 ∈ 𝐻 : 𝑥[1:𝑘] = 𝑎}. We will construct a point in 𝐻𝑎 ∩ 𝑁𝑅𝐻. Since 𝑘 and 𝑎 were

arbitrary, this will prove that𝑁𝑅𝐻 is dense in𝐻.

Since𝐻 is a Furstenberg Fractal,𝐻𝑎 contains a nonwandering point 𝑦. Because𝐻

contains more than one point, 𝜌𝑛(𝐻) contains more than one word for 𝑛 greater than

or equal to some positive 𝑛1. If𝑚 ∈ N𝐻(𝑦, 𝑛1)with𝑚 > 𝑘 then 𝑦[1:𝑚] is followed in𝐻 by

more than one word in𝐻, i.e. there are at least two distinct elements of𝐻 with initial

segment 𝑦[1:𝑚]. As𝑚 > 𝑘 both of these points of𝐻 lie in𝐻𝑎 . So for sufficiently large 𝑛
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𝜌𝑛(𝐻𝑎) contains more than one word. Let 𝑘∗ denote the smallest positive integer such

that 𝜌𝑘∗ (𝐻𝑎) contains more than one word. By definition of𝐻𝑎 we have 𝑘
∗ > 𝑘. Let 𝑏, 𝑐

be distinct words in 𝜌𝑘∗ (𝐻𝑎). Thus we have

𝑥 ∈ 𝐻𝑎 󳨐⇒ 𝑥[1:𝑘∗−1] = 𝑏[1:𝑘∗−1] = 𝑐[1:𝑘∗−1] (4.1)

and since 𝑏 ≠ 𝑐we have 𝑏𝑘∗ ≠ 𝑐𝑘∗ .

Lemma 4.3. Let 𝑥 ∈ 𝐻 with 𝑥[1:𝑘∗] = 𝑏 and assume that𝑚 = 𝜈̃(𝑥, 𝑘
∗) is finite. If 𝑦 ∈ 𝐻

with 𝑦[1:𝑚] = 𝑥[1:𝑚] and 𝑦[𝑚+1:𝑚+𝑘∗] = 𝑐, then 𝑦[1:𝑚+𝑘∗−1] = 𝑥[1:𝑚+𝑘∗−1] and𝑚 < 𝜈̃(𝑦, 𝑘
∗).

Proof. By definition of ̃𝜈(𝑥, 𝑘∗) we have 𝑥[𝑚+1:𝑚+𝑘∗] = 𝑥[1:𝑘∗] which equals 𝑏. Since 𝑏

and 𝑐 agree until the last place, 𝑥 and 𝑦 agree up to the𝑚 + 𝑘∗ − 1. Since 𝑚 is the first

positive member of Ñ(𝑥, 𝑘∗) it follows from (2.24) that no positive integer less than𝑚 is

in Ñ(𝑦, 𝑘∗). Since,𝑚+𝑘∗−1 ≥ 𝑘∗, 𝑦 agreeswith 𝑥 in the first 𝑘∗ places and so𝑦[1:𝑘∗] = 𝑏.

Since 𝑦[𝑚+1:𝑚+𝑘∗] = 𝑐 ≠ 𝑏, we have𝑚 ̸∈ Ñ(𝑦, 𝑘∗) either. Thus,𝑚 < 𝜈̃(𝑦, 𝑘∗).

Proof of Theorem4.1. Now we construct the required point of 𝐻𝑎 ∩ 𝑁𝑅𝐻. In fact, we

will construct a point 𝑦 ∈ 𝐻𝑎 such that Ñ(𝑦, 𝑘∗) contains no positive integers and so

𝜈̃(𝑦, 𝑘∗) = ∞.

Begin with 𝑦(0) ∈ 𝐻 with 𝑦(0)[1 : 𝑘∗] = 𝑏. If 𝜈̃(𝑦(0), 𝑘∗) = ∞, then let 𝑦 = 𝑦(0).

Otherwise, let 𝑚0 = 𝜈̃(𝑦(0), 𝑘∗). By definition of Ñ(𝑦(0), 𝑘∗) there exists 𝑦(1) ∈ 𝐻 with

𝑦(1)
[1:𝑚0]

= 𝑦(0)
[1:𝑚0]

and with 𝑦(1)
[𝑚0+1:𝑚0+𝑘∗]

= 𝑐. By Lemma 4.3 we have

𝑦(1)
[1:𝑚0+𝑘∗−1]

= 𝑦(0)
[1:𝑚0+𝑘∗−1]

and 𝑚0 < 𝜈̃(𝑦(1), 𝑘∗). (4.2)

Inductively, we construct a sequence 𝑦(0), 𝑦(1), . . . 𝑦(𝑛) of points in 𝐻 with for 𝑖 =

0, . . . , 𝑛 − 1,𝑚𝑖 = ̃𝜈(𝑦(𝑖), 𝑘∗) is an increasing sequence of positive integers and with

𝑦(𝑖+1)
[1:𝑚𝑖+𝑘∗−1]

= 𝑦(𝑖)
[1:𝑚𝑖+𝑘∗−1]

and 𝑦(𝑖+1)
[𝑚𝑖+1:𝑚𝑖+𝑘∗]

= 𝑐. (4.3)

By Lemma 4.3𝑚𝑛−1 < 𝜈̃(𝑦(𝑛), 𝑘∗). If 𝜈̃(𝑦(𝑛), 𝑘∗) = ∞ then the process terminates and we

let 𝑦 = 𝑦(𝑛) otherwise let𝑚𝑛 = 𝜈̃(𝑦(𝑛), 𝑘∗) and continue to the next step.

If theprocessdoesnot terminate thenweobtain an infinite sequence {𝑦(0) ,𝑦(1), . . .}

in𝐻which converges to 𝑦 ∈ 𝑋with

𝑦[1:𝑚𝑛+𝑘∗−1] = 𝑦
(𝑛)
[1:𝑚𝑛+𝑘∗−1]

for 𝑛 = 0, 1, . . . . (4.4)

Notice that the sequence 𝑚𝑛 of positive integers is strictly increasing and so is un­

bounded. Since𝐻 is closed, 𝑦 ∈ 𝐻. If 𝑗 is any positive integer then for some 𝑛, 𝑗 + 𝑘∗ <

𝑚𝑛. By definition of 𝑚𝑛 = 𝜈̃(𝑦(𝑛), 𝑘∗) we have that 𝑗 ̸∈ Ñ(𝑦(𝑛), 𝑘∗). Since 𝑦 agrees

with 𝑦(𝑛) through the 𝑗 + 𝑘∗ place it follows from (2.24) that 𝑗 ̸∈ Ñ(𝑦, 𝑘∗). That is,

𝜈̃(𝑦, 𝑘∗) = ∞.

Thus, whether the process terminates or not we have 𝑦 ∈ 𝑁𝑅𝐻. Finally,

𝑦[1:𝑚0+𝑘∗−1] = 𝑦
(0)

[1:𝑚0+𝑘∗−1]
. Since 𝑚0 is a positive integer, or is infinite, we have 𝑦[1:𝑘∗] =

𝑦(0)
[1:𝑘∗]

= 𝑏. As 𝑎 is an initial string in 𝑏, it follows that 𝑦 ∈ 𝐻𝑎 .
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5 Isometries and Furstenberg Fractals
We have seen that a singleton set 𝐻 = {𝑥} is a Furstenberg fractal iff 𝑥 is a recurrent

point for the shift map 𝜎. However, while we are using a dynamic definition, being a

fractal should really be a geometric concept. If any singleton is a fractal then any other

singleton should be one as well. We observe that any two points are isometric and this

suggests that we weaken the notion of nonwandering point by allowing variation by

isometries. As we will see in Lemma 5.1 below we get the same results whether we use

isometries between subsets of𝑋or restrictions of isometric automorphismsof𝑋. By an

isometrywe mean a map which preserves distance, and so is necessarily injective. By

an isometry between two subsets 𝐴, 𝐵 of a metric space we mean a bijective isometry

from one to the other. Finally, an isometric automorphism of a metric space 𝑀 is a

bijective isometry from𝑀onto𝑀. So the inverse is an isometric automorphismaswell.

Recall that with 𝑋 = Aℤ+ and with 𝑋∗ equal to 𝑋 together with the set of finite

words 𝑋∗ = ⋃∞𝑘=0 𝑋𝑘 the usual metric on 𝑋 was extended to a metric on 𝑋∗ by (2.5).

This definition implies that if 𝑥1, 𝑥2 ∈ 𝑋
∗ with 𝑘 = ℓ(𝑥1) ≤ ℓ(𝑥2) then

𝑑(𝑥1, 𝑥2) = 𝑑(𝑥1, 𝜌𝑘(𝑥2)). (5.1)

Now let𝐴 be a subset of 𝑋 or 𝑋𝑘 and let 𝑗 be an isometric injection of 𝐴 into𝑋 or

𝑋𝑘. By definition of the distance we have for 𝑥1, 𝑥2 ∈ 𝐴 that for all 𝑖 less than or equal

to the length of 𝑥1 (= length 𝑥2) that

𝜌𝑖(𝑥1) = 𝜌𝑖(𝑥2) 󳨐⇒ 𝜌𝑖(𝑗(𝑥1)) = 𝜌𝑖(𝑗(𝑥2)). (5.2)

Hence, 𝜌𝑖(𝑗(𝑥)) depends only on 𝜌𝑖(𝑥).

Thus, if 𝐽 is an isometric automorphism of 𝑋 then for each positive integer 𝑘, 𝐽

induces an isometric automorphism 𝐽𝑘 on𝑋𝑘 well defined by

𝐽𝑘(𝜌𝑘(𝑥)) = 𝜌𝑘(𝐽(𝑥)), (5.3)

for every 𝑥 ∈ 𝑋.

Furthermore, we can define for each word 𝑎 of length ℓ the isometric automor­

phism 𝐽𝑎 of 𝑋 by

𝐽𝑎(𝑥) =𝑑𝑒𝑓 𝜎
ℓ(𝐽(𝜏𝑎(𝑥)),

i.e. 𝐽ℓ(𝑎)𝐽𝑎(𝑥) = 𝐽(𝑎𝑥).
(5.4)

That is, 𝐽𝑎 maps the successors of 𝑎 to the successors of 𝐽ℓ(𝑎).

Putting these together we obtain an isometry 𝐽𝑎,𝑘 on𝑋𝑘 by

𝐽ℓ(𝑎)𝐽𝑎,𝑘(𝑤) = 𝐽ℓ+𝑘(𝑎𝑤). (5.5)

Lemma 5.1. Let 𝐴 be a set of finite or infinite words for the alphabetA and let 𝑗map 𝐴

into𝑋∗, the set of finite and infinite words forA. Assume that
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(i) The set 𝐴 is extension regular. That is, no finite word in 𝐴 is the initial segment of

any other word in 𝐴.

(ii) The length of 𝑗(𝑥) equals the length of 𝑥 for every 𝑥 ∈ 𝐴.

(iii) If 𝑥1, 𝑥2 ∈ 𝐴 with the same length then 𝑑(𝑗(𝑥1), 𝑗(𝑥2)) = 𝑑(𝑥1, 𝑥2).

There exists an isometric automorphism 𝐽of𝑋which extends 𝑗 in the sense that for every

𝑥 ∈ 𝑋 and positive integer 𝑖

𝑥 ∈ 𝐴 󳨐⇒ 𝐽(𝑥) = 𝑗(𝑥);

𝜌𝑖(𝑥) ∈ 𝐴 󳨐⇒ 𝜌𝑖(𝐽(𝑥)) = 𝑗(𝜌𝑖(𝑥)).
(5.6)

Proof. Let𝐴0 = 𝐴 and 𝑗0 = 𝑗. For 𝑘 = 1, 2, . . .we define a set of finite and infinite words

𝐴𝑘 and a map 𝑗𝑘 which satisfy conditions (i)–(iii) and in addition

(iv) Every word of 𝐴𝑘 has length at least 𝑘 and 𝜌𝑘(𝐴𝑘) = 𝑋𝑘.

(v) If 𝑥 ∈ 𝐴𝑘−1 has length greater than or equal to 𝑘 then 𝑥 ∈ 𝐴𝑘 and 𝑗𝑘(𝑥) = 𝑗𝑘−1(𝑥).

(vi) If 𝑥 ∈ 𝐴𝑘 \ 𝐴𝑘−1 then 𝑥 is a word of length 𝑘 and 𝜌𝑘−1(𝑗𝑘(𝑥)) = 𝑗𝑘−1(𝜌𝑘−1(𝑥)).

Assuming that𝐴𝑘−1 and 𝑗𝑘−1 have been definedwe let𝐴𝑘 be the union of allwords

of 𝐴𝑘−1 with length greater than or equal to 𝑘 (= all words of 𝐴 with length at least 𝑘)

together with all words of length 𝑘 which are not the initial segments of any word in

𝐴.

As above 𝑗𝑘−1 induces an isometric automorphism ̃𝑗𝑘−1 of 𝑋𝑘−1 by

̃𝑗𝑘−1(𝑦) = 𝜌𝑘−1(𝑗𝑘−1(𝑥)) for 𝑦 = 𝜌𝑘−1(𝑥) with 𝑥 ∈ 𝐴𝑘−1 . (5.7)

Fix 𝑦 ∈ 𝑋𝑘−1 . If for 𝑎 ∈ A the length 𝑘 word 𝑦𝑎 = 𝜌𝑘(𝑥) for some 𝑥 ∈ 𝐴𝑘−1 then

𝜌𝑘(𝑗𝑘−1(𝑥)) = ̃𝑗𝑘−1(𝑦)𝑏 for some 𝑏 ∈ A andwith 𝑦 fixed the association 𝑎 󳨃→ 𝑏 defines an

injective map from a (possibly empty) subset ofA intoA. Extend this association to a

bijection of A. Then 𝑦𝑎 󳨃→ ̃𝑗𝑘−1(𝑦)𝑏 defines 𝑗𝑘 on all the new words in 𝐴𝑘 of length 𝑘

which extend 𝑦. On the words 𝑥 of length greater than 𝑘we use 𝑗𝑘(𝑥) = 𝑗𝑘−1(𝑥) = 𝑗(𝑥).

This completes the inductive construction.

The isometry 𝐽 is well defined by the equations

𝜌𝑘(𝐽(𝑥)) = 𝑗𝑘(𝜌𝑘(𝑥)) for 𝑥 ∈ 𝑋, 𝑘 ∈ ℤ+. (5.8)

Recall (2.13) which says that for𝐻,𝐾 ∈ 2𝑋 the Hausdorff distance 𝑑(𝐻,𝐾) < 2−𝑘+1

iff 𝜌𝑘(𝐻) = 𝜌𝑘(𝐾). If 𝐽 is an isometry of 𝑋 then the induced map on 2𝑋 is an isometry

of the Hausdorff distance.

Proposition 5.2. Let𝐻,𝐾 ⊂ 𝑋. For any positive integer 𝑘 the following are equivalent:
(a) 𝜌𝑘(𝐻) and 𝜌𝑘(𝐾) are isometric subsets of𝑋𝑘.

(b) There exists an isometric automorphism 𝐽 of𝑋 such that 𝑑(𝐽(𝐻), 𝐾) < 2−𝑘+1.

(c) There exists an isometric automorphism 𝐽 of𝑋 such that 𝜌𝑘(𝐽(𝐻)) = 𝜌𝑘(𝐾).
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Proof. (a)⇒ (c): If 𝑗 : 𝜌𝑘(𝐻) → 𝜌𝑘(𝐾) is an isometric bijection then by Lemma 5.1 𝑗

extends to an isometric automorphism 𝐽 of𝑋andby (5.6),𝜌𝑘(𝐽(𝐻)) = 𝑗(𝜌𝑘(𝐻)) = 𝜌𝑘(𝐾).

(c) ⇒ (a): 𝐽 induces an isometry 𝑗 on 𝑋𝑘 by 𝑗(𝜌𝑘(𝑥)) = 𝜌𝑘(𝐽(𝑥)). In particular,

𝑗(𝜌𝑘(𝐻)) = 𝜌𝑘(𝐽(𝐻))which equals 𝜌𝑘(𝐾) by assumption.

(b)⇔ (c): This follows from (2.13) as above.

Definition 5.3. Let 𝐻 ∈ 2𝑋. A point 𝑥 ∈ 𝐻 is called a weak nonwandering point for𝐻

when for every positive integer 𝑘 there exist arbitrarily large integers 𝑛 such that 𝜌𝑘(𝐻)

and 𝜌𝑘(𝜙𝑛(𝐻, 𝑥)) are isometric subsets of𝑋𝑘.

Recall that 𝑥 is a nonwandering point for𝐻when for every positive integer 𝑘 there

exist arbitrarily large integers 𝑛 such that 𝜌𝑘(𝐻) = 𝜌𝑘(𝜙𝑛(𝐻, 𝑥)). Thus, a nonwandering

point is a weak nonwandering point.

Lemma 5.4. Let 𝐽 be an isometric automorphism of 𝑋. For 𝐻 ∈ 2𝑋 a point 𝑥 ∈ 𝐻 is a

weak nonwandering point for𝐻 iff 𝐽(𝑥) is a weak nonwandering point for 𝐽(𝐻).

Proof. An isometric automorphism 𝐽 induces for each 𝑘 an isometric automorphism

𝐽𝑘 on𝑋𝑘 given by (5.3). Let 𝑎 = 𝜌𝑛(𝑥). The induced map given by (5.5) satisfies

𝐽𝑎,𝑘(𝜌𝑘(𝜙𝑛(𝐻, 𝑥))) = 𝜌𝑘(𝜙𝑛(𝐽(𝐻), 𝐽(𝑥)). (5.9)

If 𝐽(𝑥) is a weak nonwandering point of 𝐽(𝐻) then there exists arbitrarily large in­

tegers 𝑛 such that 𝜌𝑘(𝜙𝑛(𝐽(𝐻), 𝐽(𝑥)) is isometric to 𝜌𝑘(𝐽(𝐻)) = 𝐽𝑘(𝜌𝑘(𝐻)). Hence, for the

same integers 𝑛, 𝜌𝑘(𝜙𝑛(𝐻, 𝑥)) is isometric to 𝜌𝑘(𝐻) and so 𝑥 is a weak nonwandering

point for𝐻.

Definition 5.5. A closed subset𝐻 of 𝑋 is called aWeak Furstenberg Fractal when the

set of weak nonwandering points for 𝐻 is dense in 𝐻. 𝐻 is called a Uniform Weak

Furstenberg Fractal when every point of𝐻 is a weak nonwandering point for𝐻.

Theorem 5.6. Let𝐻 ∈ 2𝑋.
𝐻 is a UniformWeak Furstenberg Fractal iff there exists an isometric automorphism

𝐽 of𝑋 such that 𝐽(𝐻) is a Uniform Furstenberg Fractal.

𝐻 is a Weak Furstenberg Fractal iff there exists an isometric automorphism 𝐽 of𝑋

such that 𝐽(𝐻) is a Furstenberg Fractal.

Proof. Weak nonwandering points are preserved by isometries and nonwandering

points are weak nonwandering points. Hence, if 𝐻 is isometric to a Uniform Fursten­

berg Fractal then every point of𝐻 is a weak nonwandering point and if𝐻 is isometric

to a Furstenberg Fractal then 𝐻 has a dense set of weak nonwandering points. We

prove the converse results.
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For any positive integers 𝑘 and any 𝑥 ∈ 𝐻, 𝑎 ∈ 𝜌𝑘(𝐻) let

𝑛𝐻(𝑥, 𝑘) = min{ 𝑛 > 𝑘 : 𝜌𝑘(𝐻) and 𝜌𝑘(𝜙𝑛(𝐻, 𝑥))

are isometric subsets of𝑋𝑘},

𝑛𝐻(𝑎, 𝑘) = min{ 𝑛𝐻(𝑥, 𝑘) : 𝑥 ∈ 𝐻 and 𝜌𝑘(𝑥) = 𝑎 }.

(5.10)

Thus, 𝑛𝐻(𝑥, 𝑘) is finite for all 𝑥 and 𝑘 iff every point is a weak nonwandering point,

while 𝑛𝐻(𝑎, 𝑘) is finite for all 𝑘 and 𝑎 ∈ 𝜌𝑘(𝐻) iff the weak nonwandering points are

dense in𝐻. Compare (3.1) and (3.7)

Following the proof of (5.9) in Lemma 5.4 it follows that 𝑛𝐽(𝐻)(𝐽(𝑥), 𝑘) = 𝑛𝐻(𝑥, 𝑘)

and 𝑛𝐽(𝐻)(𝐽𝑘(𝑎), 𝑘) = 𝑛𝐻(𝑎, 𝑘)when 𝐽 is an isometry.

First assume that every point is a weak nonwandering point.

As in Theorem 3.1, the function 𝑛𝐻(𝑥, 𝑘) is locally constant and so for each 𝑘 the

values remain bounded as 𝑥 varies over𝐻. Let𝑁𝐻(𝑘) = max{𝑛𝐻(𝑥, 𝑘) : 𝑥 ∈ 𝐻}.

We begin with a sequence of positive integers {𝑘𝑖 : 𝑖 = 0, 1, . . .} with 𝑘0 = 0 and

𝑘𝑖+1 > 𝑘𝑖 +𝑁𝐻(𝑘𝑖). We construct a sequence of isometric automorphisms 𝐽(𝑖) on𝑋 such

that with𝐻𝑖 = 𝐽
(𝑖)(𝐻)we have

– On𝑋𝑘𝑖 the induced isometries 𝐽(𝑖)
𝑘𝑖
and 𝐽(𝑖−1)

𝑘𝑖
agree.

– For each 𝑦 ∈ 𝐻𝑖, with 𝑛 = 𝑛𝐻𝑖(𝑦, 𝑘𝑖), so that 𝑘𝑖 < 𝑛 < 𝑘𝑖+1 − 𝑘𝑖,

𝜌𝑘𝑖(𝐻𝑖) = 𝜌𝑘𝑖(𝜙𝑛(𝐻𝑖 , 𝑦)). (5.11)

Let 𝐽(0) = 1𝑋 so that𝐻0 = 𝐻. Assume that 𝐽(𝑖−1) has been constructed.We construct

an isometry 𝑍 on𝑋 and define 𝐽(𝑖) to be 𝑍 ∘ 𝐽(𝑖−1).

On each word 𝑤 in𝑋𝑘𝑖 \ 𝜌𝑘𝑖(𝐻𝑖−1) define 𝑗(𝑤) = 𝑤.

Now for each 𝑥 ∈ 𝐻𝑖−1 , 𝑛 = 𝑛𝐻𝑖−1 (𝑥, 𝑘𝑖) satisfies 𝑘𝑖 < 𝑛 < 𝑘𝑖+1 − 𝑘𝑖 and there is an

isometry 𝑍𝑥 from 𝜌𝑘𝑖 (𝜙𝑛(𝐻𝑖−1 , 𝑥)) onto 𝜌𝑘𝑖 (𝐻𝑖−1). While we write this isometry as 𝑍𝑥, it

really is chosen to depend just on 𝑥[1:𝑛].

Map each word of length 𝑛 + 𝑘𝑖 of the form 𝑥[1:𝑛+𝑘𝑖] to 𝑥[1:𝑛]𝑍𝑥(𝑥[𝑛+1:𝑛+𝑘𝑖]).

Thus, we have defined an isometry 𝑗 on the words of the form 𝑥[𝑛+𝑘𝑖 ] as well as

on all words of length 𝑘𝑖 which are not initial segments of an element of 𝐻𝑖−1. Apply

Lemma 5.1 to extend 𝑗 to an isometric isomorphism 𝑍 on 𝑋. Since 𝑘𝑖 < 𝑛𝐻𝑖−1(𝑥, 𝑘𝑖), 𝑍

induces the identity on words of length 𝑘𝑖. Thus, with 𝐽
(𝑖) = 𝑍 ∘ 𝐽(𝑖−1) and𝐻𝑖 = 𝑍(𝐻𝑖−1)

satisfy the required properties.

The sequence of isometries {𝐽(𝑖)} stabilizes on finite words and so we define 𝐽 so

that

𝐽𝑘 = 𝐽
(𝑖)
𝑘

for all 𝑖 with 𝑘𝑖 > 𝑘. (5.12)

From (5.11) we see that 𝐽(𝐻) is a Uniform Furstenberg Fractal.

For the case of dense weak nonwandering points we define𝑁𝐻(𝑘) to be the max­

imum on the finite set 𝑛𝐻(𝑎, 𝑘) with 𝑎 ∈ 𝜌𝑘(𝐻) and again choose a sequence {𝑘𝑖} with

𝑘0 = 0 and 𝑘𝑖+1 > 𝑁𝐻(𝑘𝑖) + 𝑘𝑖.
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We alter the inductive construction so that

– On𝑋𝑘𝑖 the induced isometries 𝐽(𝑖)
𝑘𝑖
and 𝐽(𝑖−1)

𝑘𝑖
agree.

– For every 𝑎 ∈ 𝜌𝑘𝑖(𝐻𝑖), there exists 𝑦 ∈ 𝐻𝑖 with 𝑎 = 𝑦[1:𝑘𝑖] and 𝑛 = 𝑛𝐻𝑖(𝑎, 𝑘𝑖) =

𝑛𝐻𝑖(𝑦, 𝑘𝑖), so that 𝑘𝑖 < 𝑛 < 𝑘𝑖+1 − 𝑘𝑖,

𝜌𝑘𝑖(𝐻𝑖) = 𝜌𝑘𝑖(𝜙𝑛(𝐻𝑖 , 𝑦)). (5.13)

For the inductive stepwe choose for each 𝑎 ∈ 𝜌𝑘𝑖(𝐻𝑖−1), 𝑥(𝑎) ∈ 𝐻𝑖−1 with𝑥(𝑎)[1:𝑘𝑖] =

𝑎 and with 𝑛𝐻𝑖−1(𝑎, 𝑘𝑖) = 𝑛𝐻𝑖−1(𝑥(𝑎), 𝑘𝑖). This time, in addition to being the identity on

𝑋𝑘𝑖 \ 𝜌𝑘𝑖 (𝐻𝑖−1), 𝑗 is defined only on those 𝑥[1:𝑛+𝑘𝑖] with 𝑥 ∈ 𝐻𝑖−1 and 𝑥[1:𝑛] = 𝑥(𝑎)[1:𝑛] for

some 𝑎 ∈ 𝜌𝑘𝑖 (𝐻𝑖−1).

Extend 𝑗 to 𝑍, let 𝐽𝑖 = 𝑍 ∘ 𝐽𝑖−1 and define 𝐽 using (5.12) as before. Then 𝐽(𝐻) is a

Furstenberg Fractal by (5.13).

Recall that the topologyof 2𝑋 depends only on the topologyof𝑋. It is independent

of the choice of compatible metric on 𝑋. The associated Hausdorff metrics all induce

the same topology on 2𝑋. All of the dynamics in the first four sections are thus inde­

pendent of the choice of metric. However, once we introduce isometries the choice

of metric becomes important. If for the ultrametric defined using (2.5) we replace the

sequence {2−𝑘} by any strictly decreasing sequence {𝑟𝑘} with limit 0 and with 𝑟0 = 1

then there exists a continuous increasing function 𝜙 on ℝ such that the new metric is

𝜙(𝑑). It follows that the new metric has the same isometries as the old one and so all

the results of this section continue to hold. However, something like this ultrametric

structure is required so that cylinder sets defined by subsets of the same cardinality

of𝑋𝑘 are isometric and so that the extension lemma Lemma 5.1 will hold.
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A Survey of the Return Times Theorem
Abstract: The goal of this paper is to survey the history, development and current sta­

tus of the Return Times Theorem and its many extensions and variations. Let (𝑋,F, 𝜇)

be a finite measure space and let𝑇 : 𝑋 → 𝑋 be a measure-preserving transformation.

Perhaps the oldest result in ergodic theory is that of Poincaré’s Recurrence Principle

[73] which states:

Theorem 1. For any set𝐴 ∈ F, the set of points𝑥 of𝐴 such that𝑇𝑛𝑥 ∉ 𝐴 for all 𝑛 > 0 has

zero measure. This says that almost every point of 𝐴 returns to 𝐴. In fact, almost every

point of𝐴 returns to 𝐴 infinitely often.

The return time for a given element 𝑥 ∈ 𝐴,

𝑟𝐴(𝑥) = inf{𝑘 ≥ 1 : 𝑇𝑘𝑥 ∈ 𝐴},

is the first time that the element 𝑥 returns to the set 𝐴. This is visualized in Figure 2.1.

By Theorem 1, there is set of full measure in 𝐴 such that all elements of this set have

a finite return time. Our study of the return times theorem asks how we can further

generalize this notion.
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1 Origins
As stated above in Theorem 1, 𝜇-a.e. 𝑥 returns to𝐴 infinitely often.One question to ask

is how frequently this occurs. Consider the time average

1

𝑁

𝑁

∑
𝑛=1

𝜒𝐴(𝑇
𝑛𝑥).


