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Preface

Bernstein functions and the important subclass of complete Bernstein functions ap-
pear in various fields of mathematics—often with different definitions and under dif-
ferent names. Probabilists, for example, know Bernstein functions as Laplace expo-
nents, and in harmonic analysis they are called negative definite functions. Complete
Bernstein functions are used in complex analysis under the name Pick or Nevanlinna
functions, while in matrix analysis and operator theory, the name operator monotone
function is more common. When studying the positivity of solutions of Volterra in-
tegral equations, various types of kernels appear which are related to Bernstein func-
tions. There exists a considerable amount of literature on each of these classes, but
only a handful of texts observe the connections between them or use methods from
several mathematical disciplines.

This book is about these connections. Although many readers may not be familiar
with the name Bernstein function, and even fewer will have heard of complete Bern-
stein functions, we are certain that most have come across these families in their own
research. Most likely only certain aspects of these classes of functions were important
for the problems at hand and they could be solved on an ad hoc basis. This explains
quite a few of the rediscoveries in the field, but also that many results and examples
are scattered throughout the literature; the exceedingly rich structure connecting this
material got lost in the process. Our motivation for writing this book was to point
out many of these connections and to present the material in a unified way. We hope
that our presentation is accessible to researchers and graduate students with different
backgrounds. The results as such are mostly known, but our approach and some of the
proofs are new: we emphasize the structural analogies between the function classes
which we believe is a very good way to approach the topic. Since it is always im-
portant to know explicit examples, we took great care to collect many of them in the
tables which form the last part of the book.

Completely monotone functions—these are the Laplace transforms of measures on
the half-line Œ0;1/—and Bernstein functions are intimately connected. The deriva-
tive of a Bernstein function is completely monotone; on the other hand, the primi-
tive of a completely monotone function is a Bernstein function if it is positive. This
observation leads to an integral representation for Bernstein functions: the Lévy–
Khintchine formula on the half-line

f .�/ D aC b�C

Z
.0;1/

.1 � e��t / �.dt/; � > 0:

Although this is familiar territory to a probabilist, this way of deriving the Lévy–
Khintchine formula is not the usual one in probability theory. There are many more
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connections between Bernstein and completely monotone functions. For example,
f is a Bernstein function if, and only if, for all completely monotone functions g
the composition g ı f is completely monotone. Since g is a Laplace transform, it is
enough to check this for the kernel of the Laplace transform, i.e. the basic completely
monotone functions g.�/ D e�t�, t > 0.

A similar connection exists between the Laplace transforms of completely mono-
tone functions, that is, double Laplace or Stieltjes transforms, and complete Bernstein
functions. A function f is a complete Bernstein function if, and only if, for each
t > 0 the composition .t C f .�//�1 of the Stieltjes kernel .t C �/�1 with f is a
Stieltjes function. Note that .t C �/�1 is the Laplace transform of e�t� and thus the
functions .t C�/�1, t > 0, are the basic Stieltjes functions. With some effort one can
check that complete Bernstein functions are exactly those Bernstein functions where
the measure � in the Lévy–Khintchine formula has a completely monotone density
with respect to Lebesgue measure. From there it is possible to get a surprising geo-
metric characterization of these functions: they are non-negative on .0;1/, have an
analytic extension to the cut complex plane Cn .�1; 0� and preserve upper and lower
half-planes. A familiar sight for a classical complex analyst: these are the Nevanlinna
functions. One could go on with such connections, delving into continued fractions,
continue into interpolation theory and from there to operator monotone functions . . .

Let us become a bit more concrete and illustrate our approach with an example. The
fractional powers � 7! �˛, � > 0, 0 < ˛ < 1, are easily among the most prominent
(complete) Bernstein functions. Recall that

f˛.�/ WD �
˛
D

˛

�.1 � ˛/

Z 1
0
.1 � e��t / t�˛�1 dt: (1)

Depending on your mathematical background, there are many different ways to derive
and to interpret (1), but we will follow probabilists’ custom and call (1) the Lévy–
Khintchine representation of the Bernstein function f˛. At this point we do not want
to go into details, instead we insist that one should read this formula as an integral
representation of f˛ with the kernel .1 � e��t / and the measure c˛ t�˛�1 dt .

This brings us to negative powers, and there is another classical representation

��ˇ D
1

�.ˇ/

Z 1
0

e��t tˇ�1 dt; ˇ > 0; (2)

showing that � 7! ��ˇ is a completely monotone function. It is no accident that the
reciprocal of the Bernstein function �˛, 0 < ˛ < 1, is completely monotone, nor
is it an accident that the representing measure c˛ t�˛�1 dt of �˛ has a completely
monotone density. Inserting the representation (2) for t�˛�1 into (1) and working out
the double integral and the constant, leads to the second important formula for the
fractional powers,

�˛ D
1

�.˛/�.1 � ˛/

Z 1
0

�

�C t
t˛�1 dt: (3)
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We will call this representation of �˛ the Stieltjes representation. To explain why this
is indeed an appropriate name, let us go back to (2) and observe that t˛�1 is a Laplace
transform. This shows that ��˛, ˛ > 0, is a double Laplace or Stieltjes transform.
Another non-random coincidence is that

f˛.�/

�
D

1
�.˛/�.1 � ˛/

Z 1
0

1
�C t

t˛�1 dt

is a Stieltjes transform and so is ��˛ D 1=f˛.�/. This we can see if we replace t˛�1

by its integral representation (2) and use Fubini’s theorem:

1
f˛.�/

D ��˛ D
1

�.˛/�.1 � ˛/

Z 1
0

1
�C t

t�˛ dt: (4)

It is also easy to see that the fractional powers � 7! �˛ D exp.˛ log�/ extend
analytically to the cut complex plane C n .�1; 0�. Moreover, z˛ maps the upper
half-plane into itself; actually it contracts all arguments by the factor ˛. Apart from
some technical complications this allows to surround the singularities of f˛—which
are all in .�1; 0/—by an integration contour and to use Cauchy’s theorem for the
half-plane to bring us back to the representation (3).

Coming back to the fractional powers �˛, 0 < ˛ < 1, we derive yet another
representation formula. First note that �˛ D

R �
0 ˛s

�.1�˛/ ds and that the integrand
s�.1�˛/ is a Stieltjes function which can be expressed as in (4). Fubini’s theorem and
the elementary equality Z �

0

1
t C s

ds D log
�

1C
�

t

�
yield

�˛ D
˛

�.˛/�.1 � ˛/

Z 1
0

log
�

1C
�

t

�
t˛�1 dt: (5)

This representation will be called the Thorin representation of �˛. Not every complete
Bernstein function has a Thorin representation. The critical step in deriving (5) was
the fact that the derivative of �˛ is a Stieltjes function.

What has been explained for fractional powers can be extended in various direc-
tions. On the level of functions, the structure of (1) is characteristic for the class BF

of Bernstein functions, (3) for the class CBF of complete Bernstein functions, and (5)
for the Thorin–Bernstein functions TBF. If we consider exp.�tf / with f from BF,
CBF or TBF, we are led to the corresponding families of completely monotone func-
tions and measures. Apart from some minor conditions, these are the infinitely divisi-
ble distributions ID, the Bondesson class of measures BO and the generalized Gamma
convolutions GGC. The diagrams in Remark 9.17 illustrate these connections. If we
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replace (formally) � by �A, where A is a negative semi-definite matrix or a dissipa-
tive closed operator, then we get from (1) and (2) the classical formulae for fractional
powers, while (3) turns into Balakrishnan’s formula. Considering BF and CBF we
obtain a fully-fledged functional calculus for generators and potential operators. Since
complete Bernstein functions are operator monotone functions we can even recover
the famous Heinz–Kato inequality.

Let us briefly describe the content and the structure of the book. It consists of three
parts. The first part, Chapters 1–10, introduces the basic classes of functions: the
positive definite functions comprising the completely monotone, Stieltjes and Hirsch
functions, and the negative definite functions which consist of the Bernstein functions
and their subfamilies—special, complete and Thorin–Bernstein functions. Two prob-
abilistic intermezzi explore the connection between Bernstein functions and certain
classes of probability measures. Roughly speaking, for every Bernstein function f the
functions exp.�tf /, t > 0, are completely monotone, which implies that exp.�tf / is
the Laplace transform of an infinitely divisible sub-probability measure. This part of
the book is essentially self-contained and should be accessible to non-specialists and
graduate students.

In the second part of the book, Chapter 11 through Chapter 14, we turn to appli-
cations of Bernstein and complete Bernstein functions. The choice of topics reflects
our own interests and is by no means complete. Notable omissions are applications in
integral equations and continued fractions.

Among the topics are the spectral theorem for self-adjoint operators in a Hilbert
space and a characterization of all functions which preserve the order (in quadratic
form sense) of dissipative operators. Bochner’s subordination plays a fundamental
role in Chapter 12 where also a functional calculus for subordinate generators is de-
veloped. This calculus generalizes many formulae for fractional powers of closed
operators. As another application of Bernstein and complete Bernstein functions we
establish estimates for the eigenvalues of subordinate Markov processes. This is con-
tinued in Chapter 13 which contains a detailed study of excessive functions of killed
and subordinate killed Brownian motion. Finally, Chapter 14 is devoted to two results
in the theory of generalized diffusions, both related to complete Bernstein functions
through Kreı̆n’s theory of strings. Many of these results appear for the first time in a
monograph.

The third part of the book is formed by extensive tables of complete Bernstein
functions. The main criteria for inclusion in the tables were the availability of explicit
representations and the appearance in mathematical literature.

In the appendix we collect, for the readers’ convenience, some supplementary re-
sults.

We started working on this monograph in summer 2006, during a one-month work-
shop organized by one of us at the University of Marburg. Over the years we were
supported by our universities: Institut für Stochastik, Technische Universität Dresden,
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Department of Mathematics, University of Illinois, and Department of Mathematics,
University of Zagreb. We thank our colleagues for a stimulating working environ-
ment and for many helpful discussions. Considerable progress was made during the
two week Research in Pairs programme at the Mathematisches Forschungsinstitut in
Oberwolfach where we could enjoy the research atmosphere and the wonderful li-
brary. Our sincere thanks go to the institute and its always helpful staff.

Panki Kim and Hrvoje Šikić read substantial parts of the manuscript. We are grate-
ful for their comments which helped to improve the text. We thank the series editor
Niels Jacob for his interest and constant encouragement. It is a pleasure to acknowl-
edge the support of our publisher, Walter de Gruyter, and its editors Robert Plato and
Simon Albroscheit.

Writing this book would have been impossible without the support of our families.
So thank you, Herta, Jean and Sonja, for your patience and understanding.

Dresden, Urbana and Zagreb René Schilling
October 2009 Renming Song

Zoran Vondraček



Index of notation

This index is intended to aid cross-referencing, so notation that is specific to a single
section is generally not listed. Some symbols are used locally, without ambiguity, in
senses other than those given below; numbers following an entry are page numbers.

Unless otherwise stated, binary operations between functions such as f ˙g, f �g,

f ^g, f _g, comparisons f 6 g, f < g or limiting relations fj
j!1
����! f , limj fj ,

lim infj fj , lim supj fj , supj fj or infj fj are always understood pointwise.

Operations and operators

a _ b maximum of a and b
a ^ b minimum of a and b
L Laplace transform, 1

Sets

H" ¹z 2 C W Im z > 0º
H# ¹z 2 C W Im z < 0º
�!
H ¹z 2 C W Re z > 0º
N natural numbers: 1; 2; 3; : : :
positive always in the sense > 0
negative always in the sense < 0

Spaces of functions

B Borel measurable functions
C continuous functions
H harmonic functions, 179
S excessive functions, 178
BF Bernstein functions, 15
CBF complete Bernstein fns, 49
CM completely monotone fns, 2
H Hirsch functions, 105

P potentials, 45
S Stieltjes functions, 11
SBF special Bernstein fns, 92
TBF Thorin–Bernstein fns, 73

Sub- and superscripts

C sets: non-negative elements,
functions: non-negative part

� non-trivial elements ( 6� 0)
? orthogonal complement
b bounded
c compact support
f subordinate w.r.t. the Bernstein

function f

Spaces of distributions

BO Bondesson class, 80
CE convolutions of Exp, 87
Exp exponential distributions, 88
GGC generalized Gamma

convolutions, 84
ID infinitely divisible distr., 37
ME mixtures of Exp, 81
SD self-decomposable distr., 41



Chapter 1

Laplace transforms and completely monotone
functions

In this chapter we collect some preliminary material which we need later on in order
to study Bernstein functions.

As usual, we define the (one-sided) Laplace transform of a function m W Œ0;1/!
Œ0;1/ or a measure � on the half-line Œ0;1/ by

L .mI�/ WD

Z 1
0

e��tm.t/ dt or L .�I�/ WD

Z
Œ0;1/

e��t �.dt/; (1.1)

respectively, whenever these integrals converge. Obviously, Lm D L�m if �m.dt/
denotes the measure m.t/ dt .

The following real-analysis lemma is helpful in order to show that finite measures
are uniquely determined in terms of their Laplace transforms.

Lemma 1.1. We have for all t; x > 0

lim
�!1

e��t
X
k6�x

.�t/k

kŠ
D 1Œ0;x�.t/: (1.2)

Proof. Let us rewrite (1.2) in probabilistic terms: if X is a Poisson random variable
with parameter �t , (1.2) states that

lim
�!1

P.X 6 �x/ D 1Œ0;x�.t/:

From the basic formulae for the mean value and the variance of Poisson random vari-
ables,EX D �t and VarX D E..X��t/2/ D �t , we find for t > x with Chebyshev’s
inequality

P.X 6 �x/ 6 P
�
jX � �t j > �.t � x/

�
6
E..X � �t/2/

�2.t � x/2

D
�t

�2.t � x/2
�!1
����! 0:
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If t 6 x, a similar calculation yields

P.X 6 �x/ D 1 � P
�
X � �t > �.x � t /

�
> 1 � P

�
jX � �t j > �.x � t /

� �!1
����! 1 � 0;

and the claim follows.

Proposition 1.2. A measure� supported in Œ0;1/ is finite if, and only if, L .�I 0C/ <
1. The measure � is uniquely determined by its Laplace transform.

Proof. The first part of the assertion follows from monotone convergence since we
have �Œ0;1/ D

R
Œ0;1/ 1 d� D lim�!0

R
Œ0;1/ e

��t �.dt/.
For the uniqueness part we use first the differentiation lemma for parameter depen-

dent integrals to get

.�1/kL .k/.�I�/ D

Z
Œ0;1/

e��t tk �.dt/:

Therefore,

X
k6�x

.�1/kL .k/.�I�/
�k

kŠ
D

X
k6�x

Z
Œ0;1/

.�t/k

kŠ
e��t �.dt/

D

Z
Œ0;1/

X
k6�x

.�t/k

kŠ
e��t �.dt/

and we conclude with Lemma 1.1 and dominated convergence that

lim
�!1

X
k6�x

.�1/kL .k/.�I�/
�k

kŠ
D

Z
Œ0;1/

1Œ0;x�.t/ �.dt/ D �Œ0; x�: (1.3)

This shows that� can be recovered from (all derivatives of) its Laplace transform.

It is possible to characterize the range of Laplace transforms. For this we need the
notion of complete monotonicity.

Definition 1.3. A function f W .0;1/ ! R is a completely monotone function if f
is of class C1 and

.�1/nf .n/.�/ > 0 for all n 2 N [ ¹0º and � > 0: (1.4)

The family of all completely monotone functions will be denoted by CM.
The conditions (1.4) are often referred to as Bernstein–Hausdorff–Widder condi-

tions. The next theorem is known as Bernstein’s theorem.
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The version given below appeared for the first time in [34] and independently
in [287]. Subsequent proofs were given in [98] and [86]. The theorem may be also
considered as an example of the general integral representation of points in a convex
cone by means of its extremal elements. See Theorem 4.8 and [69] for an elementary
exposition. The following short and elegant proof is taken from [212].

Theorem 1.4 (Bernstein). Let f W .0;1/ ! R be a completely monotone function.
Then it is the Laplace transform of a unique measure � on Œ0;1/, i.e. for all � > 0,

f .�/ D L .�I�/ D

Z
Œ0;1/

e��t �.dt/:

Conversely, whenever L .�I�/ <1 for every � > 0, � 7! L .�I�/ is a completely
monotone function.

Proof. Assume first that f .0C/ D 1 and f .C1/ D 0. Let � > 0. For any a > 0
and any n 2 N, we see by Taylor’s formula

f .�/ D

n�1X
kD0

f .k/.a/

kŠ
.� � a/k C

Z �

a

f .n/.s/

.n � 1/Š
.� � s/n�1 ds

D

n�1X
kD0

.�1/kf .k/.a/
kŠ

.a � �/k C

Z a

�

.�1/nf .n/.s/
.n � 1/Š

.s � �/n�1 ds: (1.5)

If a > �, then by the assumption all terms are non-negative. Let a!1. Then

lim
a!1

Z a

�

.�1/nf .n/.s/
.n � 1/Š

.s � �/n�1 ds D

Z 1
�

.�1/nf .n/.s/
.n � 1/Š

.s � �/n�1 ds

6 f .�/:

This implies that the sum in (1.5) converges for every n 2 N as a!1. Thus, every
term converges as a!1 to a non-negative limit. For n > 0 let

�n.�/ D lim
a!1

.�1/nf .n/.a/
nŠ

.a � �/n:

This limit does not depend on � > 0. Indeed, for � > 0,

�n.�/ D lim
a!1

.�1/nf .n/.a/
nŠ

.a � �/n

D lim
a!1

.�1/nf .n/.a/
nŠ

.a � �/n
.a � �/n

.a � �/n
D �n.�/:
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Let cn D
Pn�1
kD0 �k.�/. Then

f .�/ D cn C

Z 1
�

.�1/nf .n/.s/
.n � 1/Š

.s � �/n�1 ds:

Clearly, f .�/ > cn for all � > 0. Let � ! 1. Since f .C1/ D 0, it follows that
cn D 0 for every n 2 N. Thus we have obtained the following integral representation
of the function f :

f .�/ D

Z 1
�

.�1/nf .n/.s/
.n � 1/Š

.s � �/n�1 ds: (1.6)

By the monotone convergence theorem

1 D lim
�!0

f .�/ D

Z 1
0

.�1/nf .n/.s/
.n � 1/Š

sn�1 ds: (1.7)

Let

fn.s/ D
.�1/n

nŠ
f .n/

�n
s

� �n
s

�nC1
: (1.8)

Using (1.7) and changing variables according to s=t , it follows that for every n 2 N,
fn is a probability density function on .0;1/. Moreover, the representation (1.6) can
be rewritten as

f .�/ D

Z 1
0

�
1 �

�

s

�n�1

C

.�1/nf .n/.s/
.n � 1/Š

sn�1 ds

D

Z 1
0

�
1 �

�t

n

�n�1

C

fn.t/ dt: (1.9)

By Helly’s selection theorem, Corollary A.8, there exist a subsequence .nk/k>1 and
a probability measure � on .0;1/ such that fnk .t/ dt converges weakly to �.dt/.
Further, for every � > 0,

lim
n!1

�
1 �

�t

n

�n�1

C

D e��t

uniformly in t 2 .0;1/. By taking the limit in (1.9) along the subsequence .nk/k>1,
it follows that

f .�/ D

Z
.0;1/

e��t �.dt/:

Uniqueness of � follows from Proposition 1.2.
Assume now that f .0C/ < 1 and f .C1/ D 0. By looking at f=f .0C/ we see

that the representing measure for f is uniquely given by f .0C/�.
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Now let f be an arbitrary completely monotone function with f .C1/ D 0.
For every a > 0, define fa.�/ WD f .� C a/, � > 0. Then fa is a completely
monotone function with fa.0C/ D f .a/ < 1 and fa.C1/ D 0. By what has
been already proved, there exists a unique finite measure �a on .0;1/ such that
fa.�/ D

R
.0;1/ e

��t �a.dt/. It follows easily that for b > 0 we have eat�a.dt/ D
ebt�b.dt/. This shows that we can consistently define the measure � on .0;1/ by
�.dt/ D eat�a.dt/, a > 0. In particular, the representing measure � is uniquely
determined by f . Now, for � > 0,

f .�/ D f�=2.�=2/ D
Z
.0;1/

e.��=2/t ��=2.dt/

D

Z
.0;1/

e��te.�=2/t ��=2.dt/ D

Z
.0;1/

e��t �.dt/:

Finally, if f .C1/ D c > 0, add cı0 to �.
For the converse we set f .�/ WD L .�I�/. Fix � > 0 and pick � 2 .0; �/. Since

tn D ��n.�t/n 6 nŠ��ne�t for all t > 0, we findZ
Œ0;1/

tn e��t �.dt/ 6
nŠ

�n

Z
Œ0;1/

e�.���/t �.dt/ D
nŠ

�n
L .�I� � �/

and this shows that we may use the differentiation lemma for parameter dependent
integrals to get

.�1/nf .n/.�/ D .�1/n
Z
Œ0;1/

dn

d�n
e��t �.dt/ D

Z
Œ0;1/

tn e��t �.dt/ > 0:

Remark 1.5. The last formula in the proof of Theorem 1.4 shows, in particular, that
f .n/.�/ ¤ 0 for all n > 1 and all � > 0 unless f 2 CM is identically constant.

Corollary 1.6. The set CM of completely monotone functions is a convex cone, i.e.

sf1 C tf2 2 CM for all s; t > 0 and f1; f2 2 CM;

which is closed under multiplication, i.e.

� 7! f1.�/f2.�/ is in CM for all f1; f2 2 CM;

and under pointwise convergence:

CM D
®
L� W � is a finite measure on Œ0;1/

¯
(the closure is taken with respect to pointwise convergence).
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Proof. That CM is a convex cone follows immediately from the definition of a com-
pletely monotone function or, alternatively, from the representation formula in Theo-
rem 1.4.

If �j denotes the representing measure of fj , j D 1; 2, the convolution

�Œ0; u� WD �1 ? �2Œ0; u� WD
“
Œ0;1/�Œ0;1/

1Œ0;u�.s C t / �1.ds/�2.dt/

is the representing measure of the product f1f2. Indeed,Z
Œ0;1/

e��u �.du/ D

Z
Œ0;1/

Z
Œ0;1/

e��.sCt/ �1.ds/�2.dt/ D f1.�/f2.�/:

Write M WD ¹L� W � is a finite measure on Œ0;1/º. Theorem 1.4 shows that
M � CM � M . We are done if we can show that CM is closed under pointwise
convergence. For this choose a sequence .fn/n2N � CM such that limn!1 fn.�/ D
f .�/ exists for every � > 0. If �n denotes the representing measure of fn, we find
for every a > 0

�nŒ0; a� 6 ea�
Z
Œ0;a�

e��t �n.dt/ 6 ea�fn.�/
n!1
����! ea�f .�/

which means that the family of measures .�n/n2N is bounded in the vague topo-
logy, hence vaguely sequentially compact, see Appendix A.1. Thus, there exist a
subsequence .�nk /k2N and some measure � such that �nk ! � vaguely. For � 2
CcŒ0;1/ with 0 6 � 6 1, we findZ
Œ0;1/

�.t/e��t �.dt/ D lim
k!1

Z
Œ0;1/

�.t/e��t �nk .dt/ 6 lim inf
k!1

fnk .�/ D f .�/:

Taking the supremum over all such �, we can use monotone convergence to getZ
Œ0;1/

e��s �.dt/ 6 f .�/:

On the other hand, we find for each a > 0

fnk .�/ D

Z
Œ0;a/

e��t �nk .dt/C

Z
Œa;1/

e�
1
2�te�

1
2�t �nk .dt/

6
Z
Œ0;a/

e��t �nk .dt/C e
� 1

2�afnk

�
1
2
�

�
:

If we let k ! 1 and then a ! 1 along a sequence of continuity points of � we
get f .�/ 6

R
Œ0;1/ e

��t �.dt/ which shows that f 2 CM and that the measure � is
actually independent of the particular subsequence. In particular, � D limn!1 �n
vaguely in the space of measures supported in Œ0;1/.
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The seemingly innocuous closure assertion of Corollary 1.6 actually says that on
the set CM the notions of pointwise convergence, locally uniform convergence, and
even convergence in the space C1.0;1/ coincide. This situation reminds remotely
of the famous Montel’s theorem from the theory of analytic functions, see e.g. Beren-
stein and Gay [21, Theorem 2.2.8].

Corollary 1.7. Let .fn/n2N be a sequence of completely monotone functions such
that the limit limn!1 fn.�/ D f .�/ exists for all � 2 .0;1/. Then f 2 CM and
limn!1 f

.k/
n .�/ D f .k/.�/ for all k 2 N [ ¹0º locally uniformly in � 2 .0;1/.

Proof. From Corollary 1.6 we know already that f 2 CM. Moreover, we have seen
that the representing measures�n of fn converge vaguely in Œ0;1/ to the representing
measure � of f . By the differentiation lemma for parameter dependent integrals we
infer

f .k/n .�/ D .�1/k
Z
Œ0;1/

tk e��t �n.dt/

n!1
����! .�1/k

Z
Œ0;1/

tk e��t �.dt/ D f .k/.�/;

since t 7! tke��t is a function that vanishes at infinity, cf. (A.3) in Appendix A.1.
Finally, assume that j� � �j 6 ı for some ı > 0. Using the elementary estimate
je��t � e��t j 6 j� � �j t e�.�^�/t , �; �; t > 0, we conclude that for �; � > � and all
� > 0 ˇ̌

f .k/n .�/ � f .k/n .�/
ˇ̌
6
Z
.0;1/

ˇ̌
e��t � e��t

ˇ̌
tk �n.dt/

6 ı
Z
.0;1/

e�.�^�/t tkC1 �n.dt/

D ı
ˇ̌
f .kC1/
n .� ^ �/

ˇ̌
:

Using that limn!1 f
.kC1/
n .� ^ �/ D f .kC1/.� ^ �/, we find for sufficiently large

values of n ˇ̌
f .k/n .�/ � f .k/n .�/

ˇ̌
6 2ı sup

>�

ˇ̌
f .kC1/./

ˇ̌
:

This proves that the functions f .k/n are uniformly equicontinuous on Œ�;1/. There-
fore, the convergence limn!1 f

.k/
n .�/ D f .k/.�/ is locally uniform on Œ�;1/ for

every � > 0. Since � > 0 was arbitrary, we are done.

Remark 1.8. The representation formula for completely monotone functions given in
Theorem 1.4 has an interesting interpretation in connection with the Kreı̆n–Milman
theorem and the Choquet representation theorem. The set®

f 2 CM W f .0C/ D 1
¯
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is a basis of the convex cone CMb , and its extremal points are given by

et .�/ D e
��t ; 0 6 t <1; and e1.�/ D 1¹0º.�/;

see Phelps [234, Lemma 2.2], Lax [199, p. 139] or the proof of Theorem 4.8. These
extremal points are formally defined for � 2 Œ0;1/ with the understanding that
e1j.0;1/ � 0. Therefore, the representation formula from Theorem 1.4 becomes
a Choquet representation of the elements of CMb ,Z

Œ0;1/
e��t �.dt/ D

Z
Œ0;1�

e��t �.dt/; � 2 .0;1/:

In particular, the functions
et j.0;1/

are prime examples of completely monotone functions. Theorem 1.4 and Corol-
lary 1.6 tell us that every f 2 CM can be written as an ‘integral mixture’ of the
extremal CM-functions ¹et j.0;1/ W 0 6 t <1º.

It was pointed out in [256] that the conditions (1.4) are redundant. The following
proof of this fact is from [109].

Proposition 1.9. Let f W .0;1/ ! R be a C1 function such that f > 0, f 0 6 0
and .�1/nf .n/ > 0 for infinitely many n 2 N. Then f is a completely monotone
function.

Proof. Let n > 2 be such that .�1/nf .n/.�/ > 0 for all � > 0. By Taylor’s formula,
for every a > 0

f .�/ D

n�1X
kD0

f .k/.a/

kŠ
.� � a/k C .�1/n

Z �

a

.�1/nf .n/.s/
.n � 1/Š

.� � s/n�1 ds:

If n is even

f .�/ >
n�1X
kD0

f .k/.a/

kŠ
.� � a/k;

while for n odd

f .�/ 6
n�1X
kD0

f .k/.a/

kŠ
.� � a/k :

Dividing by .� � a/n�1, letting � ! 1, and by using that f .�/ is non-increasing,
we arrive at f .n�1/.a/ 6 0 in case n is even, and f .n�1/.a/ > 0 in case n is odd.
Thus, .�1/n�1f .n�1/.a/ > 0. It follows inductively that .�1/kf .k/.a/ > 0 for all
k D 0; 1; : : : ; n. Since n can be taken arbitrarily large, and a > 0 is arbitrary, the
proof is completed.
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Comments 1.10. Standard references for Laplace transforms include D. V. Widder’s monographs [289,
290] and Doetsch’s treatise [80]. For a modern point of view we refer to Berg and Forst [29] and Berg,
Christensen and Ressel [28]. The most comprehensive tables of Laplace transforms are the Bateman
manuscript project [91] and the tables by Prudnikov, Brychkov and Marichev [239].

The concept of complete monotonicity seems to go back to S. Bernstein [32] who studied functions
on an interval I � R having positive derivatives of all orders. If I D .�1; 0� this is, up to a change of
sign in the variable, complete monotonicity. In later papers, Bernstein refers to functions enjoying this
property as absolument monotone, see the appendix première note, [33, pt. IV, p. 190], and in [34] he
states and proves Theorem 1.4 for functions on the negative half-axis.

Following Schur (probably [258]), Hausdorff [123, p. 80] calls a sequence .�n/n2N total monoton—
the literal translation totally monotone is only rarely used, e.g. in Hardy [118]; the modern terminology
is completely monotone and appears for the first time in [287]—if all iterated differences .�1/k�k�n
are non-negative where ��n WD �nC1 � �n. Hausdorff focusses in [123, 124] on the moment prob-
lem: the �n are of the form

R
.0;1� t

n �.dt/ for some measure � on .0; 1� if, and only if, the sequence

.�n/n2N[¹0º is total monoton; moreover, he introduces the moment function �� WD
R
.0;1� t

� �.dt/

which he also calls total monoton. A simple change of variables .0; 1� 3 t  e�u; u 2 Œ0;1/, shows
that �� D

R
Œ0;1/ e

��u Q�.du/ for some suitable image measure Q� of �. This means that every moment
sequence gives rise to a unique completely monotone function. The converse is much easier sinceZ

Œ0;1/
e��u Q�.du/ D

1X
nD0

.�1/n�n

nŠ

Z
Œ0;1/

un Q�.du/:

Many historical comments can be found in the second part, pp. 29–44, of Ky Fan’s memoir [94]. For
an up-to-date survey we recommend the scholarly commentary by Chatterji [63] written for Hausdorff’s
collected works [125]. More general higher monotonicity properties of the type that f satisfies (1.4) only
for n 2 ¹0; 1; : : : ; N º, N 2 N [ ¹0º, were used by Hartman [119] in connection with Bessel functions
and solutions of second-order ordinary differential equations. Further applications of CM and related
functions to ordinary differential equations can be found, e.g. in Lorch et al. [204] and Mahajan and
Ross [207], see also the study by van Haeringen [282] and the references given there. The connection
between integral equations and CM are extensively covered in the monographs by Gripenberg et al. [112]
and Prüss [240].

A by-product of the proof of Proposition 1.2 is an example of a so-called real inversion formula for
Laplace transforms. Formula (1.3) is due to Dubourdieu [86] and Feller [98], see also Pollard [238] and
Widder [289, p. 295] and [290, Chapter 6]. Our presentation follows Feller [100, VII.6].

The proof of Bernstein’s theorem, Theorem 1.4, also contains a real inversion formula for the Laplace
transform: (1.8) coincides with the operator Lk;y.f .�// of Widder [290, p. 140] and, up to a constant,
also [289, p. 288]. Since the proof of Theorem 1.4 relies on a compactness argument using subsequences,
the weak limit fnk .t/ dt ! �.dt/ might depend on the actual subsequence .nk/k2N. If we combine
this argument with Proposition 1.2, we get at once that all subsequences lead to the same � and that,
therefore, the weak limit of the full sequence fn.t/ dt ! �.dt/ exists.

The representation (1.6) was also obtained in [87] in the following way: because of f .C1/ D
0 we can write f .�/ D

R1
� .�1/f 0.t1/ dt1. Since �f 0 is again completely monotone and satisfies

�f 0.C1/ D 0, the same argument proves that f .�/ D
R1
�

R1
t1
f 00.t2/ dt2 dt1. By induction, for

every n 2 N,

f .�/ D

Z 1
�

Z 1
t1

� � �

Z 1
tn�1

.�1/nf .n/.tn/ dtn � � � dt2 dt1:

The representation (1.6) follows by using Fubini’s theorem and reversing the order of integration. The
rest of the proof is now similar to our presentation.

It is possible to avoid the compactness argument in Theorem 1.4 and to give an ‘intuitionistic’ proof,
see van Herk [284, Theorem 33] who did this for the class S (denoted by ¹F º in [284]) of Stieltjes
functions which is contained in CM; his arguments work also for CM.
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A proof of Theorem 1.4 using Choquet’s theorem or the Kreı̆n–Milman theorem can be found in
Kendall [170], Meyer [214] or Choquet [69, 68]. A modern textbook version is contained in Lax [199,
Chapter 14.3, p. 138], Phelps [234, Chapter 2], Becker [19] and also in Theorem 4.8 below. Gneiting’s
short note [109] contains an example showing that one cannot weaken the Bernstein–Hausdorff–Widder
conditions beyond what is stated in Proposition 1.9.

There is a deep geometric connection between completely monotone functions and the problem when
a metric space can be embedded into a Hilbert space H. The basic result is due to Schoenberg [255]
who proves that a function f on Œ0;1/ with f .0/ D f .0C/ is completely monotone if, and only if,
� 7! f .j�j2/, � 2 Rd , is positive definite for all dimensions d > 0, cf. Theorem 12.14.



Chapter 2

Stieltjes functions

Stieltjes functions are a subclass of completely monotone functions. They will play a
central role in our study of complete Bernstein functions. In Theorem 7.3 we will see
that f is a Stieltjes function if, and only if, 1=f is a complete Bernstein function. This
allows us to study Stieltjes functions via the set of all complete Bernstein functions
which is the focus of this tract. Therefore we restrict ourselves to the definition and a
few fundamental properties of Stieltjes functions.

Definition 2.1. A (non-negative) Stieltjes function is a function f W .0;1/! Œ0;1/
which can be written in the form

f .�/ D
a

�
C b C

Z
.0;1/

1
�C t

�.dt/ (2.1)

where a; b > 0 are non-negative constants and � is a measure on .0;1/ such thatR
.0;1/.1C t /

�1�.dt/ <1. We denote the family of all Stieltjes functions by S.

The integral appearing in (2.1) is also called the Stieltjes transform of the mea-
sure � . Using the elementary relation .� C t /�1 D

R1
0 e�tue��u du and Fubini’s

theorem one sees that it is also a double Laplace transform. In view of the uniqueness
of the Laplace transform, see Proposition 1.2, a; b and � appearing in the represen-
tation (2.1) are uniquely determined by f . Since some authors consider measures �
on the compactification Œ0;1�, there is no marked difference between Stieltjes trans-
forms and Stieltjes functions in the sense of Definition 2.1.

It is sometimes useful to rewrite (2.1) in the following form

f .�/ D

Z
Œ0;1�

1C t
�C t

N�.dt/ (2.2)

where N� WD aı0C .1C t /�1�.dt/C bı1 is a finite measure on the compact interval
Œ0;1�.

Since for z D �C i� 2 C n .�1; 0� and t > 0ˇ̌̌̌
1

z C t

ˇ̌̌̌
D

1p
.�C t /2 C �2

�
1

t C 1
;

i.e. there exist two positive constants c1 < c2 (depending on � and �) such that

c1

t C 1
6

1p
.�C t /2 C �2

6
c2

t C 1
;
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we can use (2.2) to extend f 2 S uniquely to an analytic function on C n .�1; 0�.
Note that

Im z � Im
1

z C t
D Im z �

�Im z

jz C t j2
D �

.Im z/2

jz C t j2

which means that the mapping z 7! f .z/ swaps the upper and lower complex half-
planes. We will see in Corollary 7.4 below that this property is also sufficient to
characterize f 2 S.

Theorem 2.2. (i) Every f 2 S is of the form

f .�/ D L .a � dt I�/CL
�
b � ı0.dt/I�

�
CL

�
L .� I t / dt I�

�
for the measure � appearing in (2.1). In particular, S � CM and S consists of
all completely monotone functions having a representation measure with com-
pletely monotone density on .0;1/.

(ii) The set S is a convex cone: if f1; f2 2 S, then sf1 C tf2 2 S for all s; t > 0.

(iii) The set S is closed under pointwise limits: if .fn/n2N � S and if the limit
limn!1 fn.�/ D f .�/ exists for all � > 0, then f 2 S.

Proof. Since .�C t /�1 D
R1

0 e�.�Ct/u du, assertion (i) follows from (2.1) and Fu-
bini’s theorem; (ii) is obvious. For (iii) we argue as in the proof of Corollary 1.6:
assume that fn is given by (2.2) where we denote the representing measure by N�n D
anı0 C .1C t /�1�n.dt/C bnı1. Since

N�nŒ0;1� D fn.1/
n!1
����! f .1/ <1;

the family . N�n/n2N is uniformly bounded. By the Banach–Alaoglu theorem, Corol-
lary A.6, we conclude that . N�n/n2N has a weak* convergent subsequence . N�nk /k2N
such that N� WD vague- limk!1 N�nk is a bounded measure on the compact space
Œ0;1�. Since t 7! .1C t /=.�C t / is in C Œ0;1�, we get

f .�/ D lim
k!1

fnk .�/ D lim
k!1

Z
Œ0;1�

1C t
�C t

N�nk .dt/ D

Z
Œ0;1�

1C t
�C t

N�.dt/;

i.e. f 2 S. Since the limit limn!1 fn.�/ D f .�/ exists—independently of any
subsequence—and since the representing measure is uniquely determined by the func-
tion f , N� does not depend on any subsequence. In particular, � D limn!1 �n
vaguely in the space of measures supported in .0;1/.

Remark 2.3. Let f; fn 2 S, n 2 N, where we write a; b; � and an; bn; �n for the con-
stants and measures appearing in (2.1) and N�n; N� for the corresponding representation
measures from (2.2). If limn!1 fn.�/ D f .�/, the proof of Theorem 2.2 shows that

vague- lim
n!1

�n D � and vague- lim
n!1

N�n D N�:
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Combining this with the portmanteau theorem, Theorem A.7, it is possible to show
that

a D lim
�!0

lim inf
n!1

�
an C

Z
.0;�/

�n.dt/

1C t

�
and

b D lim
R!1

lim inf
n!1

�
bn C

Z
.R;1/

�n.dt/

1C t

�
I

in the above formulae we can replace lim infn by lim supn. We do not give the proof
here, but we refer to a similar situation for Bernstein functions which is worked out in
Corollary 3.8.

In general, it is not true that limn!1 an D a or limn!1 bn D b. This is easily
seen from the following examples: fn.�/ D ��1C1=n and fn.�/ D ��1=n.

Remark 2.4. Just as in the case of completely monotone functions, see Remark 1.8,
we can understand the representation formula (2.2) as a particular case of the Kreı̆n–
Milman or Choquet representation. The set®

f 2 S W f .1/ D 1
¯

is a basis of the convex cone S, and its extremal points are given by

e0.�/ D
1
�
; et .�/ D

1C t
�C t

; 0 < t <1; and e1.�/ D 1:

To see that the functions et , 0 6 t 61, are indeed extremal, note that the equality

et .�/ D �f .�/C .1 � �/g.�/; f; g 2 S;

and the uniqueness of the representing measures in (2.2) imply that

ıt D � N�f C .1 � �/ N�g

( N�f ; N�g are the representing measures) which is only possible if N�f D N�g D ıt .
Conversely, since every f 2 S is given by (2.2), the family ¹etºt2Œ0;1� contains all
extremal points. In particular,

1;
1
�
;

1
�C t

;
1C t
�C t

; t > 0;

are examples of Stieltjes functions and so are their integral mixtures, e.g.

�˛�1 .0 < ˛ < 1/;
1
p
�

arctan
1
p
�
;

1
�

log.1C �/
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which we obtain if we choose 1
�

sin.˛�/ t˛�1 dt , 1.0;1/.t/ dt2
p
t

or 1
t
1.1;1/.t/ dt as

the representing measures �.dt/ in (2.1).
The closure assertion of Theorem 2.2 says, in particular, that on the set S the notions

of pointwise convergence, locally uniform convergence, and even convergence in the
space C1 coincide, cf. also Corollary 1.7.

Comments 2.5. The Stieltjes transform appears for the first time in the famous papers [268, 269] where
T. J. Stieltjes investigates continued fractions in order to solve what we nowadays call the Stieltjes
Moment Problem. For an appreciation of Stieltjes’ achievements see the contributions of W. van Assche
and W. A. J. Luxemburg in [270, Vol. 1].

The name Stieltjes transform for the integral (2.1) was coined by Doetsch [79] and, independently,
Widder [288]. Earlier works, e.g. Perron [231], call

R
.�C t /�1 �.dt/ Stieltjes integral (German: Stielt-

jes’sches Integral) but terminology has changed since then. Sometimes the name Hilbert–Hankel trans-
form is also used in the literature, cf. Lax [199, p. 185]. A systematic account of the properties of the
Stieltjes transform is given in [289, Chapter VIII].

Stieltjes functions are discussed by van Herk [284] as class ¹F º in the wider context of moment
and complex interpolation problems, see also the Comments 6.12, 7.16. Van Herk uses the integral
representation Z

Œ0;1�

1
1 � s C sz

�.ds/

which can be transformed by the change of variables t D s�1 � 1 2 Œ0;1� for s 2 Œ0; 1� into the form
(2.2); N�.dt/ and �.ds/ are image measures under this transformation. Van Herk only observes that his
class ¹F º contains S, but comparing [284, Theorem 7.50] with our result (7.2) in Chapter 7 below shows
that ¹F º D S.

In his paper [135] F. Hirsch introduces Stieltjes transforms into potential theory and identifies S as
a convex cone operating on the abstract potentials, i.e. the densely defined inverses of the infinitesi-
mal generators of C0-semigroups. Hirsch establishes several properties of the cone S, which are later
extended by Berg [22, 23]. A presentation of this material from a potential theoretic point of view is
contained in the monograph [29, Chapter 14] by Berg and Forst, the connections to the moment problem
are surveyed in [25].

Theorem 2.2 appears in Hirsch [135, Proposition 1], but with a different proof.
In contrast to completely monotone functions, S is not closed under multiplication. This follows

easily since the (necessarily unique) representing measure of � 7! .� C a/�1.� C b/�1, 0 < a < b,
is .b � t /�1ıa.dt/ C .a � t /�1ıb.dt/ which is a signed measure. We will see in Proposition 7.10
that S is still logarithmically convex. It is known, see Hirschman and Widder [140, VII 7.4], that the
product

R
.0;1/.�C t /

�1�1.dt/
R
.0;1/.�C t /

�1�2.dt/ is of the form
R
.0;1/.�C t /

�2 �.dt/ for some
measure � . The latter integral is often called a generalized Stieltjes transform. The following related
result is due to Srivastava and Tuan [264]: if f 2 Lp.0;1/ and g 2 Lq.0;1/ with 1 < p; q <1 and
r�1 D p�1 C q�1 < 1, then there is some h 2 Lr .0;1/ such that L 2.f I�/L 2.gI�/ D L 2.hI�/

holds. Since

h.t/ D f .t/ � p.v.
Z 1

0

g.u/

u � t
duC g.t/ � p.v.

Z 1
0

f .u/

u � t
du;

h will, in general, change its sign even if f; g are non-negative.



Chapter 3

Bernstein functions

We are now ready to introduce the class of Bernstein functions which are closely
related to completely monotone functions. The notion of Bernstein functions goes
back to the potential theory school of A. Beurling and J. Deny and was subsequently
adopted by C. Berg and G. Forst [29], see also [25]. S. Bochner [50] calls them
completely monotone mappings (as opposed to completely monotone functions) and
probabilists still prefer the term Laplace exponents, see e.g. Bertoin [36, 38]; the
reason will become clear from Theorem 5.2.

Definition 3.1. A function f W .0;1/ ! R is a Bernstein function if f is of class
C1, f .�/ > 0 for all � > 0 and

.�1/n�1f .n/.�/ > 0 for all n 2 N and � > 0: (3.1)

The set of all Bernstein functions will be denoted by BF.

It is easy to see from the definition that, for example, the fractional powers � 7! �˛,
are Bernstein functions if, and only if, 0 6 ˛ 6 1.

The key to the next theorem is the observation that a non-negative C1-function
f W .0;1/! R is a Bernstein function if, and only if, f 0 is a completely monotone
function.

Theorem 3.2. A function f W .0;1/ ! R is a Bernstein function if, and only if, it
admits the representation

f .�/ D aC b�C

Z
.0;1/

.1 � e��t / �.dt/; (3.2)

where a; b > 0 and � is a measure on .0;1/ satisfying
R
.0;1/.1 ^ t / �.dt/ <1.

In particular, the triplet .a; b; �/ determines f uniquely and vice versa.

Remark 3.3. (i) The representing measure � and the characteristic triplet .a; b; �/
from (3.2) are often called the Lévy measure and the Lévy triplet of the Bernstein
function f . The formula (3.2) is called the Lévy–Khintchine representation of f .
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(ii) A useful variant of the representation formula (3.2) can be obtained by an appli-
cation of Fubini’s theorem. SinceZ

.0;1/
.1 � e��t / �.dt/ D

Z
.0;1/

Z
.0;t/

�e��s ds �.dt/

D

Z 1
0

Z
.s;1/

�e��s�.dt/ ds

D

Z 1
0

�e��s�.s;1/ ds

we get that any Bernstein function can be written in the form

f .�/ D aC b�C �

Z
.0;1/

e��sM.s/ ds (3.3)

where M.s/ D M�.s/ D �.s;1/ is a non-increasing, right-continuous function.
Integration by parts and the observation that

R1
0 se��s ds D ��2 and

R1
0 e��s ds D

��1 yield

f .�/ D �2
Z
.0;1/

e��s k.s/ ds D �2L .kI�/ (3.4)

with k.s/ D as C b C
R s

0 M.t/ dt , compare with Theorem 6.2(iii). Note that k is
positive, non-decreasing and concave.

(iii) The integrability condition
R
.0;1/.1 ^ t / �.dt/ < 1 ensures that the integral

in (3.2) converges for some, hence all, � > 0. This is immediately seen from the
convexity inequalities

t

1C t
6 1 � e�t 6 1 ^ t 6 2

t

1C t
; t > 0

and the fact that for � > 1 [respectively for 0 < � < 1] and all t > 0

1 ^ t 6 1 ^ .t�/ 6 �.1 ^ t /
�
respectively �.1 ^ t / 6 1 ^ .t�/ 6 1 ^ t

�
:

(iv) A useful consequence of the above estimate and the representation formula (3.2)
are the following formulae to calculate the coefficients a and b:

a D f .0C/ and b D lim
�!1

f .�/

�
:

The first formula is obvious while the second follows from (3.2) and the dominated
convergence theorem: 1 � e��t 6 1 ^ .�t/ and lim�!1.1 � e��t /=� D 0.
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(v) Formula (3.3) shows, in particular, thatZ 1

0
�.t;1/ dt D

Z 1

0
M.t/ dt <1: (3.5)

Since a non-increasing function which is integrable near zero is o.1=t/ as t ! 0, we
conclude from (3.5) that

lim
t!0C

t�.t;1/ D lim
t!0C

tM.t/ D 0: (3.6)

Proof of Theorem 3.2. Assume that f is a Bernstein function. Then f 0 is completely
monotone. According to Theorem 1.4, there exists a measure � on Œ0;1/ such that
for all � > 0

f 0.�/ D

Z
Œ0;1/

e��t�.dt/:

Let b WD �¹0º. Then

f .�/ � f .0C/ D
Z �

0
f 0.y/ dy D b�C

Z �

0

Z
.0;1/

e�yt �.dt/ dy

D b�C

Z
.0;1/

1 � e��t

t
�.dt/:

Write a WD f .0C/ and define �.dt/ WD t�1�j.0;1/.dt/. Then the calculation from
above shows that (3.2) is true. That a; b > 0 is obvious, and from the elementary
(convexity) estimate

.1 � e�1/.1 ^ t / 6 1 � e�t ; t > 0;

we inferZ
.0;1/

.1 ^ t / �.dt/ 6
e

e � 1

Z
.0;1/

.1 � e�t / �.dt/ D
e

e � 1
f .1/ <1:

Conversely, suppose that f is given by (3.2) with .a; b; �/ as in the statement of
the theorem. Since te��t 6 t ^ .e�/�1, we can apply the differentiation lemma
for parameter-dependent integrals for all � from Œ�; ��1� and all � > 0. Differentiat-
ing (3.2) under the integral sign yields

f 0.�/ D b C

Z
.0;1/

e��t t �.dt/ D

Z
Œ0;1/

e��t �.dt/;

where �.dt/ WD t�.dt/ C bı0.dt/. This formula shows that f 0 is a completely
monotone function. Therefore, f is a Bernstein function.

Because f .0C/ D a and because of the uniqueness assertion of Theorem 1.4 it is
clear that .a; b; �/ and f 2 BF are in one-to-one correspondence.
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The derivative of a Bernstein function is completely monotone. The converse is
only true, if the primitive of a completely monotone function is positive. This fails,
for example, for the completely monotone function ��2 whose primitive, ���1, is
not a Bernstein function. The next proposition characterizes the image of BF under
differentiation.

Proposition 3.4. Let g.�/ D b C
R
.0;1/ e

��t �.dt/ be a completely monotone func-
tion. It has a primitive f 2 BF if, and only if, the representing measure � satisfiesR
.0;1/.1C t /

�1 �.dt/ <1.

Proof. Assume that f is a Bernstein function given in the form (3.2). Then

f 0.�/ D b C

Z
.0;1/

e��t t �.dt/

is completely monotone and the measure �.dt/ WD t�.dt/ satisfiesZ
.0;1/

1
1C t

�.dt/ D

Z
.0;1/

t

1C t
�.dt/ 6

Z
.0;1/

.1 ^ t / �.dt/ <1:

Retracing the above steps reveals that
R
.0;1/.1 C t /

�1 �.dt/ < 1 is also sufficient
to guarantee that g.�/ WD b C

R
.0;1/ e

��t �.dt/ has a primitive which is a Bernstein
function.

Theorem 3.2 allows us to extend Bernstein functions onto the right complex half-
plane

�!
H WD ¹z 2 C W Re z > 0º.

Proposition 3.5. Every f 2 BF has an extension f W
�!
H !

�!
H which is continuous

for Re z > 0 and holomorphic for Re z > 0.

Proof. The function � 7! 1 � e��t appearing in (3.2) has a unique holomorphic
extension. If z D �C i� is such that � D Re z > 0 we get

j1 � e�zt j D
ˇ̌̌̌Z zt

0
e�� d�

ˇ̌̌̌
6 t jzj and j1 � e�zt j 6 1C je�zt j 6 2:

This means that (3.2) converges uniformly in z 2
�!
H and f .z/ is well defined and

holomorphic on
�!
H . Moreover,

Ref .z/ D aC bRe z C
Z
.0;1/

Re .1 � e�zt / �.dt/

D aC b�C

Z
.0;1/

�
1 � e��t cos.�t/

�
�.dt/

which is positive since � D Re z > 0 and 1 � e��t cos.�t/ > 1 � e��t > 0.
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Continuity up to the boundary follows from the estimate

jf .z/ � f .w/j 6 bjz � wj C
Z
.0;1/

je�wt � e�zt j�.dt/

6 bjz � wj C
Z
.0;1/

2 ^ .t jw � zj/ �.dt/

for all z; w 2
�!
H and the dominated convergence theorem.

The following structural characterization comes from Bochner [50, pp. 83–84]
where Bernstein functions are called completely monotone mappings.

Theorem 3.6. Let f be a positive function on .0;1/. Then the following assertions
are equivalent.

(i) f 2 BF.

(ii) g ı f 2 CM for every g 2 CM.

(iii) e�uf 2 CM for every u > 0.

Proof. The proof relies on the following formula for the n-th derivative of the com-
position h D g ı f due to Faa di Bruno [93], see also [111, formula 0.430]:

h.n/.�/ D
X

.m;i1;:::;i`/

nŠ

i1Š � � � i`Š
g.m/

�
f .�/

� Ỳ
jD1

 
f .j /.�/

j Š

!ij
(3.7)

where
P
.m;i1;:::;i`/

stands for summation over all ` 2 N and all i1; : : : ; i` 2 N [ ¹0º

such that
P`
jD1 j � ij D n and

P`
jD1 ij D m.

(i))(ii) Assume that f 2 BF and g 2 CM. Then h.�/ D g.f .�// > 0. Multiply
formula (3.7) by .�1/n and observe that n D mC

P`
jD1.j �1/ � ij . The assumptions

f 2 BF and g 2 CM guarantee that each term in the formula multiplied by .�1/n is
non-negative. This proves that h D g ı f 2 CM.

(ii))(iii) This follows from the fact that g.�/ WD gu.�/ WD e��u, u > 0, is
completely monotone.

(iii))(i) The series e�uf .�/ D
P1
jD0

.�1/juj
j Š

Œf .�/�j and all of its formal deriva-

tives (w.r.t. �) converge uniformly, so we can calculate dn

d�n
e�uf .�/ by termwise dif-

ferentiation. Since e�uf is completely monotone, we get

0 6 .�1/n
dn

d�n
e�uf .�/ D

1X
jD1

uj

j Š
.�1/nCj

dn

d�n

�
f .�/

�j
:

Dividing by u > 0 and letting u! 0 we see

0 6 .�1/nC1 d
n

d�n
f .�/:
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Theorems 3.2 and 3.6 have a few important consequences.

Corollary 3.7. (i) The set BF is a convex cone: if f1; f2 2 BF, then sf1Ctf2 2 BF

for all s; t > 0.

(ii) The set BF is closed under pointwise limits: if .fn/n2N � BF and if the limit
limn!1 fn.�/ D f .�/ exists for every � > 0, then f 2 BF.

(iii) The set BF is closed under composition: if f1; f2 2 BF, then f1 ı f2 2 BF. In
particular, � 7! f1.c�/ is in BF for any c > 0.

(iv) For all f 2 BF the function � 7! f .�/=� is in CM.

(v) f 2 BF is bounded if, and only if, in (3.2) b D 0 and �.0;1/ <1.

(vi) Let f1; f22BF and ˛; ˇ2.0; 1/ such that ˛Cˇ 6 1. Then � 7! f1.�
˛/f2.�

ˇ /

is again a Bernstein function.

Proof. (i) This follows immediately from Definition 3.1 or, alternatively, from the
representation formula (3.2).

(ii) For every u > 0 we know that e�ufn is a completely monotone function and
that e�uf .�/ D limn!1 e�ufn.�/. Since CM is closed under pointwise limits, cf.
Corollary 1.6, e�uf is completely monotone and f 2 BF.

(iii) Let f1; f2 2 BF. For any g 2 CM we use the implication (i))(ii) of The-
orem 3.6 to get g ı f1 2 CM, and then g ı .f1 ı f2/ D .g ı f1/ ı f2 2 CM. The
converse direction (ii))(i) of Theorem 3.6 shows that f1 ı f2 2 BF.

(iv) Note that .1 � e��t /=� D
R 1

0 e
��s ds is completely monotone. Therefore,

f .�/

�
D
a

�
C b C

Z
.0;1/

1 � e��t

�
�.dt/

is the limit of linear combinations of completely monotone functions which is, by
Corollary 1.6, completely monotone.

(v) That b D 0 and �.0;1/ < 1 imply the boundedness of f is clear from the
representation (3.2). Conversely, if f is bounded, b D 0 follows from Remark 3.3(iv),
and �.0;1/ <1 follows from (3.2) and Fatou’s lemma.

(vi) We know that the fractional powers � 7! �˛, 0 6 ˛ 6 1, are Bernstein
functions. Since h.�/ WD f1.�

˛/f2.�
ˇ / is positive, it is enough to show that the

derivative h0 is completely monotone. We have

h0.�/ D f̨ 01 .�
˛/�˛�1f2.�

ˇ /C f̌ 02 .�
ˇ /�ˇ�1f1.�

˛/

D �˛Cˇ�1

 
f̨ 01 .�

˛/
f2.�

ˇ /

�ˇ
C f̌ 02 .�

ˇ /
f1.�

˛/

�˛

!
:

Note that f 01 .�/; f
0

2 .�/ and, by part (iv), ��1f1.�/; �
�1f2.�/ are completely mono-

tone. By Theorem 3.6(ii) the functions f 01 .�
˛/; f 02 .�

ˇ /; f1.�
˛/=�˛ and f2.�

ˇ /=�ˇ
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are again completely monotone. Since ˛ C ˇ 6 1, � 7! �˛Cˇ�1 is completely
monotone. As sums and products of completely monotone functions are in CM, see
Corollary 1.6, h0 is completely monotone.

Just as for completely monotone functions, the closure assertion of Corollary 3.7
says that on the set BF the notions of pointwise convergence, locally uniform conver-
gence, and even convergence in the space C1 coincide.

Corollary 3.8. Let .fn/n2N be a sequence of Bernstein functions such that the limit
limn!1 fn.�/ D f .�/ exists for all � 2 .0;1/. Then f 2 BF and for all k 2 N [
¹0º the convergence limn!1 f

.k/
n .�/ D f .k/.�/ is locally uniform in � 2 .0;1/.

If .an; bn; �n/ and .a; b; �/ are the Lévy triplets for fn and f , respectively, see
(3.2), we have

lim
n!1

�n D � vaguely in .0;1/;

and

a D lim
R!1

lim inf
n!1

�
an C �nŒR;1/

�
; b D lim

�!0
lim inf
n!1

�
bn C

Z
.0;�/

t �n.dt/

�
:

In both formulae we may replace lim infn by lim supn.

Proof. From Corollary 3.7(ii) we know that f 2 BF. Obviously, limn!1 e�fn D
e�f ; by Theorem 3.6, the functions e�fn ; e�f are completely monotone and we can
use Corollary 1.7 to conclude that

e�fn
n!1
����! e�f and .�f 0n/ e

�fn
n!1
����! .�f 0/ e�f

locally uniformly on .0;1/. In particular, limn!1 f 0n.�/ D f 0.�/ for each � 2
.0;1/. Again by Corollary 1.7 and the complete monotonicity of f 0n; f

0 we see that
for k > 1 the derivatives f .k/n converge locally uniformly to f .k/. By the mean value
theorem,

jfn.�/ � f .�/j D j log e�f .�/ � log e�fn.�/j 6 C je�f .�/ � e�fn.�/j

with C 6 ef .�/Cfn.�/. The locally uniform convergence of e�fn ensures that C is
bounded for n 2 N and � from compact sets in .0;1/; this proves locally uniform
convergence of fn to f on .0;1/.

Differentiating the representation formula (3.2) we get

f 0n.�/ D bn C

Z
.0;1/

t e��t �n.dt/ D

Z
Œ0;1/

e��t
�
bnı0.dt/C t �n.dt/

�
;

implying that bnı0.dt/Ct �n.dt/ converge vaguely to bı0.dt/Ct �.dt/. This proves
at once that �n ! � vaguely on .0;1/ as n!1.


