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Introduction

Converging trends for 21st century linguistics: A
theoretical background

In May 2002, an international linguistics conference was organized by the
Faculty of English Studies of the University of Athens. The theme of the
conference Reviewing linguistic thought: Perspectives into the 21st century
was motivated by the widely acknowledged separation of twentieth century
linguistics into different theoretical frameworks, very often incompatible
and sometimes incommensurate, each pursuing distinct goals and focusing
on different areas of language analysis. Such division, perhaps not so sur-
prising for a discipline in its first century as an autonomous scientific en-
deavor, has characterized linguistics throughout and has led, more often
than not, to a complete lack of feedback and interaction among the different
approaches. In the last part of the past century, however, work originating
in different parts of the academic community has in fact promoted interac-
tion in different ways: Either by explicitly exploring overlapping areas of
interest and common ground among the different theoretical perspectives,
or by relaxing some of the strict dichotomies developed within the domi-
nant theories, opening up venues of rapprochement and cross-talk with
other approaches and with other disciplines. The aim of the conference was
to provide a forum for this otherwise disparate work and bring forward
some of the common directions that emerge.

In the second half of the twentieth century, the dominance of generative
grammar in all its different forms (from Aspects (Chomsky 1965) to the
Minimalist Program (Chomsky 1995)) is indisputable. In the words of
Smith (foreword in Chomsky 2000: vi), "You may not agree with Chom-
sky's work, but it would be both short-sighted and unscholarly to ignore it."
Equally indisputable is the fact that some of the central concepts of the
generative theory have forged the discipline in significant ways. The com-
petence - performance distinction and the insistence of generative gram-
marians on competence as the domain proper of linguistic analysis (Chom-
sky 1965; Chomsky and Lasnik 1993) have been stated in absolute terms
that precluded any sort of integration. Regardless of whether the compe-
tence - performance dichotomy has been interpreted as excluding seman-
tics (and certainly pragmatics) from competence (see Schank and Birnbaum
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1984; Lakoff 1986 for such an interpretation),1 or as drawing a sharp dis-
tinction between linguistic theory and language processing, it has in effect
severed the lines of communication between linguistics and psycholinguis-
tics as the study of language production and understanding, and between
mainstream generative linguistics and other theories that take semantics and
pragmatics to have an effect on syntactic analysis. The same result was ef-
fected by the explicit emphasis of generative linguistics on syntax, which
was preserved in all the different forms that the theory has taken through
the years. Coupled with the Fodorian view of the modularity of mind (Fo-
dor 1983),2 that considers syntax completely autonomous and inaccessible
to semantics, the "syntactocentrism" of generative linguistics (see Jackend-
off 2002: 107-111; Croft 1995) has strengthened further the dividing lines
between mainstream linguistics and other approaches. At the same time, the
Fregean tradition in the analysis of meaning, which was fully endorsed by
generative theory, has drawn another sharp line between semantics and
pragmatics as different levels of structure on the assumption that linguistic
meaning on the one hand and contextualized meaning on the other are es-
sentially distinct and always distinguishable.

It may be true that some of Chomsky's recent observations (Chomsky
2004a, 2004b) point to a different direction from that taken for granted so
far. When he states, for example, that "we can seriously entertain the possi-
bility that the means of generation of structured expressions might be re-
ducible to language-independent principles, whether or not there are ho-
mologous elements in other domains and organisms", he seriously under-
mines the modularity thesis, as assumed till now. Similarly, the statement
that "adoption of a Principles and Parameters framework overcomes a dif-
ficult conceptual barrier to shifting the burden of explanation from the fac-
tor 'genetic endowment' to the factor 'language-independent principles of
data processing, structural architecture, and computational efficiency'..."
imposes, if nothing else, a different reading of the P and P framework from
that dominating the generative but also the non-generative literature. How-
ever, even if such statements produce an unexpected convergence with
other theoretical frameworks, the fact remains that the theses and dichoto-
mies discussed above, as representative of the generative paradigm, have
dominated theoretical linguistics for a long time.

Already in the last part of the 20th century, these dichotomous views
have been transcended in the context of non-mainstream frameworks, al-
though alternative approaches have tended to remain more marginal. Such
alternative approaches are roughly classifiable in two groups: those that
explicitly reject the strict separation of components and the modular view



Converging trends: Theoretical background 3

of language, according to which the output of one component is related to
another component via linking rules, and those which, although maintain-
ing the separation, have shifted the emphasis from the components to their
interaction and to the study of the interfaces between them. Cognitive Lin-
guistics and Construction Grammar (in its different forms) are representa-
tive of the first trend, while recent work by Ray Jackendoff (1997, 2002)
within the generative tradition is representative of the second. Both of these
lines of research can arguably contribute toward a greater unity within lin-
guistics and a more substantial cross-talk with other disciplines.

The papers in this volume are in fact united in their exploration of alter-
native approaches as outlined above, and in overriding specific theoretical
constraints imposed by the dominant generative paradigm. The alternative
landscape, as represented in the present work, is inspired by recent work
within different theoretical trends and frameworks which, despite its diver-
gence, shares certain commitments and converges on new desiderata for
linguistic theory. Highly influential in this regard has been recent work by
Jackendoff who, although working close to the generative paradigm, seri-
ously questions some of its prevalent assumptions. One such assumption is
that the only source of combinatoriality in language is the syntactic compo-
nent. In a line of work culminating in Jackendoff (2002) (see also Jackend-
off 1992, 1994, 1997) it is instead argued that the language faculty should
be described in terms of multiple generative components (semantics, syn-
tax, phonology) which are aligned with each other by a collection of inter-
face systems (Jackendoff 2002: ch.5). In this context, syntax has no longer
priority over the other components as the only source of generativity. At the
same time, the emphasis is now placed on the interface components (as op-
posed to simple interfaces) and their special kind of rules, which are quali-
tatively different from generative and derivational rules. The lexicon is
viewed as an essential part of the interface components. This parallel ar-
chitecture (see also Jackendoff 1997) leads to a greater integration within
linguistics since it strives to make clear the interconnections among pho-
nology, syntax, and semantics and eliminates the syntactocentrism of main-
stream generative grammar which, as noted above, has had a dividing in-
fluence. As Jackendoff (2002: xii) observes, this framework allows one to
see the virtues of other approaches to grammatical theory currently on the
market and as such "offers the hope of restoring some degree of much
needed unity to the field of linguistics".3 Across disciplines as well, the
parallel architecture model provides a connection with language processing
since it can be translated directly into a processing model where the inter-
face systems have a prominent role. The competence - performance
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distinction is thus reduced to a "soft", or methodological, division
(Jackendoff 2002: 34) as opposed to an ideological one, and cross-talk
among a theory of competence, a theory of performance (i.e. language
processing) and a theory of neural instantiation becomes feasible and
should be welcome.4 Finally, another relaxed boundary in Jackendoff s
work is that between linguistic meaning (semantics) and conceptualization,
one facet of which has been the strict separation of semantics and pragmat-
ics. As argued in several of his works, both the dictionary vs. encyclopedia
approach to lexical semantics (only the former being part of semantics
proper) and the truth conditional vs. non-truth conditional division (the
former being semantics, the latter pragmatics) are not always attainable.

Although Jackendoff s work has been perhaps more audible in main-
stream approaches, some of the same objections toward the dominant
framework have been raised early on within the framework of Cognitive
Linguistics, already in the early 80's.5 Cognitive Linguistics has been a
substantial part of the alternative picture, placing into serious doubt some
of the generativist views, and converging over the years, independently and
in parallel, with Jackendoff s more mainstream views. Considering certain
of the guiding assumptions in Langacker's Cognitive Grammar (Langacker
1987, 1991, 2000),6 we can easily identify such converging points. Cogni-
tive Grammar is, for instance, a usage-based model of linguistic analysis, in
which "substantial importance is given to the actual use of the linguistic
system and a speaker's knowledge of this use; the grammar is held respon-
sible for a speaker's knowledge of the full range of linguistic conventions,
regardless of whether these conventions can be subsumed under more gen-
eral statements" (Langacker 2000: 91). Although motivated by different
considerations from those of Jackendoff, the competence - performance
distinction is thus overridden in the cognitive framework as well. Further,
Cognitive Grammar is a symbolic system in which semantic structures are
symbolized by phonological ones, thereby also forming a kind of parallel
architecture. However, Langacker's version of linguistic analysis does not
recognize a syntactic component, essentially claiming that morphology and
syntax are symbolic in nature (that is, they consist of mappings between the
semantic and phonological levels). Another dichotomy which is severely
questioned in Cognitive Grammar (and, in fact, in all of Cognitive Linguis-
tics) is that between the grammar and the lexicon. The constructional ap-
proach to language, according to which morphemes, lexical items, and
more productive patterns are all treated as constructions (i.e. form-meaning
pairings), imposes a view of language where the lexicon, morphology, and
syntax form a continuum.7 Finally, in line with the earlier work in frame
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semantics (Fillmore 1976, 1977, 1985) the insights of which are explicitly
incorporated into Cognitive Linguistics (see also "Part I: Relaxing level
boundaries"), it is assumed that there can be no precise delimitation be-
tween semantics and pragmatics. The same conclusion, as noted before, is
also reached by Jackendoff who, like cognitive linguists, recognizes that
meaning should be identified with conceptual structure.

The conceptual view of linguistic meaning and the relationship of se-
mantics to pragmatics that it implies has concerned certain theories which
are otherwise considered formal semantic approaches. One such theory is
Discourse Representation Theory (Kamp and Reyle 1993) and its develop-
ment in the framework of Default Semantics (Jaszczolt 1999) - see also
"Part II: Focusing on level interaction"). In the context of the present dis-
cussion, it is important to note that the flexibility of such approaches allows
some cross-talk with theories which assume a conceptual basis for seman-
tics. For example, there is a parallel to be found in the role played by the
DRT notion of discourse referents and by Jackendoff s indexical features
which figure in his account of reference and deixis (Jackendoff 2002: 310-
314). Similarly, Jackendoff s theory of reference, being conceptual rather
than objectivist in nature, shares a common basis with Fauconnier's theory
of mental spaces developed within cognitive linguistics (Fauconnier 1997;
Fauconnier and Turner 2002 - see also "Part I: Relaxing level bounda-
ries"). Having rejected early on the constraints of the objectivist tradition,
mental space theory is expectedly more developed, nevertheless there are
obvious similarities motivated by the fact that in both approaches the con-
ceptualization of the world by the speaker underlies any referential claims
made by a sentence.

We may then conclude that the alternative landscape we are attempting
to sketch is more productively served by theories and approaches which, to
a higher or lesser degree, question the sharp theoretical distinctions of the
generative paradigm and of formal semantics. And in such theories one can
find explicit concern for other theoretical perspectives which may have
converging interests or share underlying assumptions (see "Part III: Draw-
ing on different theories"). The affinity of Cognitive Linguistics to func-
tional linguistics is, for example, attested by many conferences and a great
amount of literature which explores phenomena from a cognitive-functional
perspective. Similarly, Jackendoffs recent work, as already shown, explic-
itly explores possible links and connections to other theories, both gram-
matical and semantic. It is also such approaches that open the way for an
interdisciplinary perspective and form substantive links between linguistics,
psycholinguistics and sociolinguistics. The psycholinguistic and cognitive
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science connection has already been noted with respect to Jackendoff s
work and it is of course evident in Cognitive Grammar, whose conceptual
descriptions (i.e. the meaning pole of the meaning-sound pairs) are most
often couched in psychological distinctions and terms. From the opposite
direction, recent work in cognitive science (e.g. Edelman 1992; Damasio
1999) also urges toward a reconsideration of some of the basic assumptions
in the generative tradition (see "Part IV: Exploring field interaction" and
"Part V: Interdisciplinary perspectives on modularity"), strongly suggesting
that input from cognitive science into linguistics is perhaps long overdue.

Finally, the social perspective (see "Part IV: Exploring field interac-
tion") has been integrated in linguistic theory most prominently in the con-
text of historical linguistics. Apart from earlier and more recent work by
Labov (1972, 1994), we may also cite work by Croft (2000) suggesting that
any linguistic theory must have as a starting point the triangle of form-
meaning and the community in which the form-meaning pairing is conven-
tional. Pervasive at all points of the triangle is variation, which unifies all
facets of language and characterizes all levels of analysis (semantics, syn-
tax, phonology, as well as the social pole). In this view, language universals
are not absolute principles, but universals constraining variation. Impor-
tantly, even in theories which suggest that semantic representations and
conceptual representations cannot be identical, or even homomorphic, it is
still recognized that they cannot be extremely remote either; the concepts
available in the vocabulary of conceptual representations should be inter-
translatable with the concepts available in semantic representations (Levin-
son 1997, 2003). Preliminary results from detailed field-work indicate that
there is a clear correlation between verbal description and non-verbal cog-
nition (in particular memory and inferencing).

The preceding discussion does not by any means cover the part of lin-
guistics that we may think of as non-generative; it simply sketches those
trends that are most prominently represented in this volume. What we
aimed at is to show that even in this limited scope, such apparently dispa-
rate theoretical perspectives are in fact united in their undermining of cer-
tain generative assumptions that have dominated 20th century linguistics.
They are further united in their concern for a truly interdisciplinary per-
spective in linguistic analysis. This concern might, in turn, be taken as a
natural correlate of their sidestepping the heavy inheritance of the genera-
tive paradigm and the sharp dichotomies it has promoted for a long time. In
this, the work in this volume may be said to lay out some converging trends
for linguistics in the new century.
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The present volume is organized along the themes outlined above. "Part
I: Relaxing level boundaries" includes work which, in questioning the fea-
sibility of maintaining sharp boundaries between the traditional levels of
analysis, represents the most radical departure from the generative para-
digm. Since all papers here draw to a greater or lesser extent on the theo-
retical stands and findings of Cognitive Linguistics, the introduction to this
Part includes a brief presentation of the basic tenets of this particular
framework and the ways in which it relates to the different papers. "Part II:
Focusing on level interaction" includes papers which explore the interac-
tion of different levels, most prominently semantics and pragmatics, assum-
ing however a clear delimitation of each level. Discourse Representation
Theory, as an example of a framework which deals with the semantics -
pragmatics interface par excellence, is outlined briefly alongside other ap-
proaches, such as Default Semantics, which also relate directly to the rela-
tionship of semantics to pragmatics. Links are further drawn from this theo-
retical background to the individual papers, highlighting points of conver-
gence. "Part III: Drawing on different theories" features papers which draw
explicitly on different theoretical frameworks in analyzing linguistic phe-
nomena. As noted before, the feasibility of such an approach also rests on
the relaxation of the sharp dichotomies in the mainstream models of lin-
guistic analysis. In the papers in this Part, Gricean and Neo-Gricean prag-
matics, Practice Theory, Halliday's functionalism and Cognitive Linguis-
tics (central tenets of all of which are sketched briefly as background to this
Part) converge and complement each other in explicating different sets of
data.

"Part IV: Exploring field interaction" highlights the interdisciplinary
perspective in this volume, bringing together papers which look simultane-
ously at psychological and social aspects of natural language phenomena.
The private and the public sides of human language are explored in depth
with respect to issues in the history of linguistics and data from linguistic
change, bilingualism and politeness, illustrating one of the clearly emerging
and solidifying trends in modern linguistics. Indeed, the realization that a
thorough investigation of natural language phenomena requires recourse to
different disciplines seems to be a clear consensus among different theo-
retical perspectives, as they were outlined in all of the preceding discussion.
The same trend toward an interdisciplinary perspective is further evidenced
in "Part V: Interdisciplinary perspectives on modularity". The contributions
in this Part maintain a modular approach to language study, in particular to
pragmatic study within the framework of Relevance Theory (Sperber and
Wilson 1995), but at the same time acknowledge fully the need for input
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from cognitive science and experimental psycholinguistics. The present
work lays out specific suggestions and testable hypotheses in this direction,
paving the way for a substantive interdisciplinary approach to linguistic
research.

Notes

1. According to Jackendoff (2002: 33), this is a wrong interpretation of Chom-
sky's original intention, since semantics was not meant to be excluded from
competence.

2. For an update of this view, which appears to constrain considerably the initial
claim, see also Fodor (2000).

3. Jackendoff (2002: 194-195) discusses in fact some features shared by his ap-
proach and other theories such as HPSG (cf. Pollard and Sag 1994) and Con-
struction Grammar (cf. Fillmore and Kay 1993 - see also Goldberg 1996 on
the relation between JackendofFs approach and Construction Grammar).

4. For an explicitly opposing view arguing for the maintenance of a strict com-
petence - performance distinction, see Newmeyer (2003). See also Clark
(2005), Laury and Ono (2005), and Meyer and Tao (2005) for a critical dis-
cussion of Newmeyer (2003).

5. Since several papers in this volume draw directly on the cognitive linguistic
theory, it will be introduced in more detail in "Part I: Relaxing level bounda-
ries".

6. Cognitive Grammar is only one approach within cognitive linguistics. How-
ever, for the purposes of the present discussion we may take it as representa-
tive of views, which are widely accepted in the cognitive paradigm.

7. Distinct but related versions of constructional approaches are also employed
by Fillmore and Kay (Fillmore, Kay, and O'Connor 1988; Kay and Fillmore
1999) and Goldberg (1995). Jackendoff (2002: 178-182) suggests that while
it is too soon to tell how this "consolidation program" will work out, it never-
theless sets "an interesting agenda for future research".
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Parti

Relaxing level boundaries

A radical departure from the generative paradigm and its defining assump-
tions is evidenced in theoretical frameworks which, rather than simply fo-
cusing on level interaction and the relevant interfaces, question the feasibil-
ity of maintaining sharp boundaries between the different levels of analysis.
Such frameworks include various functionalist approaches (for an overview
see Croft 1995) as well as the various trends within the Cognitive Linguis-
tics paradigm. The papers in Part I share in fact a commitment to basic ten-
ets of Cognitive Linguistics, providing analyses which take full advantage
of the blurring of level boundaries.

A marked difference between theories falling within the mainstream
generative paradigm and other, more recently developed ones, which dis-
tance themselves from it, is the relation they assume to exist between the
classical levels of linguistic analysis (phonological, syntactic, semantic) as
well as with pragmatics and the context of the utterance. In particular, the
generative paradigm treats such levels as autonomous, while opposing ap-
proaches relax the boundaries between them. An equally controversial
point is the relation between grammar and lexicon, for which the generative
tradition also postulates a sharp distinction (for a detailed review of these
issues see Jackendoff 2002 and the Introduction to this volume). Cognitive
Linguistics can be considered a prominent representative of the theories
questioning the existence of strict boundaries between the levels of syntax,
semantics, and pragmatics or, indeed, between lexicon and grammar.

Cognitive Linguistics is a cover term for a set of diverse approaches to
linguistic analysis which emerged in the 1970s in reaction to the putative
autonomy of syntax (as postulated by the mainstream generative model),
and the necessary and sufficient conditions account of linguistic meaning,
in accordance with truth conditional semantics (Croft and Cruse 2004).
Evidence accumulating against the premises of the dominant theories of the
time pushed in the direction of reconsidering the relation between language
as a meaningful system and other manifestations of (human) structuring of
information. Regardless of the framework they work in, all cognitive lin-
guists attribute center stage to the analysis of meaning, fully acknowledging
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its conceptual basis and the ability of speakers to construe a situation in
alternative ways.

Despite the existence of different frameworks within Cognitive Linguis-
tics, most theories falling within its domain can be therefore seen as sharing
certain interrelated tenets and goals. For cognitive linguists in general, lan-
guage is not an autonomous system, but an integral part of cognition which
reflects the interaction of psychological, cultural, communicative and func-
tional characteristics. It follows that cognitive linguists are more interested
in what is known about human cognition and the psychological plausibility
of attempted linguistic analyses and less in the formal representation of lin-
guistic knowledge. Furthermore, linguistic phenomena are meaningful
since, as noted above, they reflect conceptual structure. They are neither
arbitrary nor strictly predictable (Janda 2000: 5; Croft 2000). The cognitive
linguist is interested in accounting for their actual motivation (their ground-
ing in experience and the human cognitive abilities of processing that ex-
perience) rather than in representing the phenomena through abstract, unin-
terpreted symbols and algorithmic processes. It is probably for this reason
that Cognitive Linguistics is often seen as a theory of meaning, although
cognitive analyses have been given to phenomena pertaining to all levels of
linguistic analysis, from phonology to discourse.

In its attempt to explain meaning by studying the implied models human
beings use to structure information (Oakley 1998: 321), Cognitive Linguis-
tics has been heavily influenced by the pioneering work on human catego-
rization of the cognitive psychologists E. Rosch and C.B. Mervis (Rosch
1975, 1977, 1978, 1981; Rosch and Mervis 1975; Mervis and Rosch 1981),
and the philosophical tradition of experientialism, i.e. the view that linguis-
tic meaning cannot be described independently of the nature and experience
of the organisms doing the thinking (for a comprehensive discussion see
Lakoff and Johnson 1999). The experientialist philosophical background
motivates the claim that mental and linguistic categories are embodied, i.e.
created on the basis of our shared human experience of bodily existence.
With respect to human categorization, Cognitive Linguistics rejects the tra-
ditional Aristotelian account of categories as being discrete and definable
on the basis of the co-presence of a specific set of properties. It accepts
Rosch's account of categories as often having fuzzy boundaries and being
radial, i.e. consisting of a prototypical, central member and peripheral, less
salient ones related to the prototype via family resemblance (Wittgenstein
1953), rather than sharing with each other necessary and sufficient condi-
tions. In other words, categories have internal structure and yield prototype
effects resulting in the presence of more and less characteristic members.
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This is in accordance with the results of empirical research in cognitive
psychology and neurobiology and is also used to explain cross-linguistic
differences: the contents and structure of categories vary from one language
to the next and, therefore, distinct conventional categorizations may exist in
each language reflecting different socio-cultural preferences.

In a broader perspective, Cognitive Linguistics accepts that linguistic
phenomena are motivated by "everything we can be aware of, especially
our own mental states, our bodies, our environment, and our physical and
social interactions" (Lakoff and Johnson 1999: 103).1 If meaning is embod-
ied in this sense, it follows that language does not reflect any objective real-
ity, but rather what our perceptual apparatus provides as input and what our
general cognitive abilities make of this input; what language reflects is real-
ity as a product of the human mind, not as an objective, disembodied truth.
Emphasis is therefore given to linguistic meaning as construal: the same
event can be differently construed by different speakers (or by the same
speaker at different points in time). A variety of linguistic constructions is
available in each language for the speaker to use in order to communicate
her own physical and mental experience even of a single event.

In accordance with the above mentioned tenets, Cognitive Linguistics
claims that all linguistic units "are abstracted from usage events, i.e. actual
instances of language use" and that "each such event consists of a compre-
hensive conceptualization comprising an expression's full contextual un-
derstanding, paired with an elaborate vocalization, in all its phonetic detail"
(Langacker 2001: 151). This usage-based view of language underlies all
levels of linguistic analysis, which are seen as forming a continuum, rather
than strictly separate, discrete components. In Langacker's (1987: 3) terms,
lexicon, morphology and syntax form a "continuum of symbolic structures
which differ along various parameters but can be divided into separate
components only arbitrarily." At the same time, the full contextual under-
standing implies a view of linguistic semantics as being encyclopedic in
scope. The lack of a precise delimitation between semantics and pragmatics
represents in fact one of the major (and earlier) departures of Cognitive
Linguistics from the formal semantics tradition, in accordance with other
approaches that have more recently come to espouse explicitly the same
view (Wierzbicka 1996; Jackendoff2002).

The view of lexicon, morphology and syntax as forming a continuum is
reflected in the recently revived concept of grammatical construction.
While the term Construction Grammar was first used by FilLmore and Kay
(Fillmore, Kay, and O'Connor 1988; Kay and Fillmore 1999; Fillmore,
Kay, Michaelis, and Sag 2003; also Goldberg 1995), construction-based
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accounts are given in several models of analysis within Cognitive Linguis-
tics (e.g. Langacker 1987, 1991; Croft 2001). Construction grammarians
often have differing views on the levels needed to characterize a construc-
tion and on the primacy of some levels with respect to others.2 However,
they all share the view that a construction is a conventional pairing of for-
mal and semantic properties, which can be the size of a word or a mor-
pheme (in the spirit of the Saussurean form-meaning pairs). Even more
crucially, the construction can be a larger than the word unit onto which
meaning is mapped directly. Even though the meaning of a construction as
a whole may combine in rather predictable ways with the meanings of spe-
cific lexical items, it is not always the case that the constructional meaning
can be compositionally attributed to the meanings of its component parts.
Even if constructional meaning is fully predictable, construction grammari-
ans still treat the relevant semasio-syntactic pattern as a unit, with an inde-
pendent conceptual existence. In this view, the productive, syntactic rules
of more traditional accounts correspond to the limiting case of construc-
tions, that is, formal patterns associated with very abstract and general
meanings.

The issue of meaning composition has been central to all frameworks in
Cognitive Linguistics, which is known for its fine-grained semantic analy-
ses. Most prominently, Mental Space Theory (Fauconnier 1985, 1997 - or,
in its most recent version, Blending Theory (Fauconnier and Turner 2002))
has offered valuable insights into traditional problems pertaining to compo-
sitionality. Mental Space Theory seeks to provide a detailed model of
meaning construction which relies simultaneously on the cues given by lin-
guistic forms themselves, on context, on structured background knowledge,
and possibly other pragmatic factors. The idea is that linguistic construc-
tions, and expressions in general, act as prompts for setting up particular
mapping schemes (modification constructions, for instance, set up a special
scheme for the conceptual integration of their component parts). In contrast
though to formal semantic approaches, mapping schemes are only the first
step in the composition of meaning. Meanings are the "imaginative prod-
ucts of blending" (Fauconnier and Turner 2002: 147) and are not predict-
able from the forms used to evoke them. In other words, mental space the-
ory has shifted the emphasis from logical sentence meaning to the cognitive
constructs which sentences simply set up - constructs like metaphorical
projection, frame organization, roles, metonymic pragmatic functions, cog-
nitive Schemas, and cultural models. One or more of these determine the
final interpretation (or the final blend), making it obvious that only a very
small part of the final interpretation is directly encoded in language, inde-
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pendent of context. In this respect, Mental Space Theory is not unlike Dis-
course Representation Theory (see the Introduction to this volume and also
"Part III: Drawing on different theories"), in attempting to overcome the
limitations of formal semantics and adopting a dynamic view of meaning
composition, informed by all kinds of cognitive and pragmatic constructs.

Drawing on Construction Grammar and Blending Theory insights,
Sweetser addresses directly the semantics-pragmatics boundary. As a cog-
nitive linguist and a construction grammarian, Sweetser espouses the view
that the semantics of natural language go far beyond truth-conditions and
logical form. In "Putting the 'same' meaning together from different
pieces", she points out that, if nothing else, Gricean and neo-Gricean prag-
matics, Relevance Theory and Mental Space Theory have in recent years
shown how little of the message is directly encoded in the linguistic struc-
ture itself, out of context. Although approaches may vary, no contemporary
semanticist, she claims, can afford to ignore such concerns. Sweetser looks
first at the conditional interpretations of conjoined structures with and and
or, alongside regular //^conditionals, showing how such constructions can
give rise to very similar readings, building, however, on the entirely differ-
ent contributions of their component parts and through different paths of
semantic composition. In arguing that semantic compatibility cannot al-
ways be determined by looking at conventional form-meaning pairings as-
sociated with lexical or grammatical constructions, she then turns to a dif-
ferent set of data showing that the resolution of even a simple semantic
paradox may require recourse to a highly complex class of pragmatic con-
texts: while even //and then do not normally co-occur in concessive condi-
tionals because of semantic incompatibility (see also Dancygier and Sweet-
ser 1997), there are few (corpus-extracted) cases where they actually occur
together. Such occurrences are precisely licensed by the contextual inter-
pretability of the conditional apodosis in two ways, directly expressing one
content and implicitly expressing another. As Sweetser shows, both the ex-
pressed and the unexpressed consequent are equally relevant to achieving a
coherent reading of a concessive conditional with then. Detailed analysis of
such constructions, Sweetser argues, can be therefore used as a laboratory,
so to speak, for studying the ways in which speakers put form and meaning
together in parallel, and for paving the way to a cognitively realistic ap-
proach to compositionality.

Many of the pragmatic functions which enter into the construction of
blends and affect the composition of meaning overlap with phenomena
which in traditional, but also in Cognitive Linguistic models, have been
discussed under the heading of metonymy. Both metonymy (see Lakoff
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1987; Panther and Radden 1999; Lakoff and Johnson 1999; Panther and
Thornburg 2003) and metaphor (see Lakoff 1987; Lakoff and Johnson
1999; Gibbs 1994) have received special attention in the cognitive linguis-
tic literature and for several years have become almost synonymous with
cognitive semantics. In the context of blending theory, metonymy and
metaphor are seen as setting special, more complex, kinds of blends. This
aspect is explored productively in Panther and Thornburg's "Motivation
and convention in some speech act constructions: A Cognitive Linguistic
approach", which combines metonymy and blending with elements of
Gricean and Neo-Gricean theories in the analysis of certain speech-act con-
structions and the implicatures they generate. Invoking the notion of meto-
nymic reasoning, they analyze such constructions by arguing for two layers
of meaning, source meaning and target meaning, connected through meto-
nymic and cross-space links. Although all approaches in the Gricean tradi-
tion assume a sharp distinction between linguistic (semantic) and pragmatic
meaning, the authors show that Grice's conversational implicatures are
cognitive operations similar to metonymic mappings, recasting the notion
of indirect speech act in Cognitive Linguistic terms. In particular, meton-
ymy (like metaphor) appears to have neurological analogues. It is typically
understood as a process whereby a part of an entity, or something closely
related to it, stands for the entity itself (e.g., Can you reach Jacobson on the
top shelf?, where the name of the author stands for the book). In general,
easily retrievable elements of a unit (as redundant) need not be present;
hence the explicit part(s) of the unit stand for the unit as a whole. In this
sense, a reasoning, inferential operation is at work in metonymy similar to
that in implicatures. In "//-requests" (If you will close this door), for in-
stance, the request to actually close the door is (strictly speaking) implicit.
The proposed analysis of four speech-act constructions along these lines
provides a conceptual framework which is explicit enough to lead to test-
able hypotheses in the areas of experimental psycholinguistics, discourse
analysis, and language acquisition.

The issues of relatedness of constructions and the possibility of motivat-
ing constructional polysemy through metaphor are raised in Cornillie's
"Subjectivity in Spanish esperar-based constructions". Cornillie provides a
detailed analysis of a case of polysemy, which is one of the issues Cogni-
tive Linguistics has extensively researched. He distinguishes between deon-
tic/volitional and epistemic interpretations of esperar, roughly correspond-
ing to the meanings 'expect', 'wait' and 'hope', and identifies specific syn-
tactic features which tend to correlate with one interpretation as opposed to
another. Semi-modal esperar constructions are, for example, associated
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with the meaning 'hope', while the transitive construction yields either an
'expect' or a 'wait' reading. He further examines esperar with a passive
infinitival complement, suggesting that the presence of an agentless pas-
sive, combined with a special resultative copula (perfective marker estar),
contributes to a speaker-oriented, subjectivised interpretation of esperar
constructions. Contrary to Sweetser (1990), who argues for a metaphorical
connection between deontic and epistemic meanings, Cornillie concludes
that the volitional and epistemic readings originate in different construc-
tional environments, rather than in metaphorical mappings between do-
mains. Nevertheless, focus on the formal features which contribute to inter-
pretation can be easily accommodated in a Construction Grammar ap-
proach, where, as previously discussed, the unit status of the construction
does not preclude a compositional interpretation.

All in all, relaxing the sharp dichotomy between semantics and pragmat-
ics has been productively explored by the papers in Part I, yielding fine-
grained, predictive analyses of meaning. Similarly, constructional ap-
proaches - drawing simultaneously on syntactic and semantic/pragmatic
information - may apply to the investigation of phenomena like subjectiv-
ity in a way that recognizes explicitly the contribution of each level.

Notes

1. Conceptual and linguistic universale are consequently expected to arise from
the fact that human organisms share similar properties, while language speci-
ficity is predicted to arise from the fact that different environments and so-
ciocultural norms impose different conceptualizations of the world.

2. For Langacker, for example, constructions are symbolic units in which seman-
tic structures are symbolized by phonological structures. In this view, syntax
is largely epiphenomenal, a position which is not espoused by Fillmore, Kay
and Goldberg.
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Putting the "same" meaning together from different
pieces

Eve Sweetser

Abstract

Any two different words or phrases are apparently bound to be somewhat different
in meaning: "synonyms" seem inevitably to turn out to be subtly distinct in seman-
tics; and translation of any text, however brief - and whether to another language
or to a rephrasing in the same language - always seems to alter meaning as well.
And yet it is equally surprising that words and phrases which are very different in
meaning can sometimes make apparently very similar contributions to a larger sen-
tential or utterance meaning. I begin this paper by presenting a comparison be-
tween English conditionals conjoined with if, and, and or — and whose meanings
are remarkably similar despite the clearly divergent meanings of the three conjunc-
tions.

Perhaps even more interesting is the fact that the composition of meaning is
free to make use of pragmatically present, as well as lexically expressed, material;
so the "same" meaning contribution may be made by varied sources. The core of
this paper is an analysis of the relationship between concessive conditional con-
structions and conditional then. Even //and then are generally understood to be
incompatible; Even if he commits a crime, then they ΊΙ vote for him is ungrammati-
cal, although the removal of then will restore it to grammaticality. Dancygier and
Sweetser (1997) have argued that this incompatibility falls out from a mental
spaces analysis of English conditional constructions. However, I shall here present
some attested exceptions to that recognized regularity - attested even //condition-
als with then marking the consequent clause - and explain how those apparent ex-
ceptions in fact provide added support for our proposed analysis of the construc-
tions. In particular, I argue that the demands of even and then can only be fulfilled
simultaneously in cases where there is an added inferable consequent (Q2) distinct
from the expressed consequent Q (the then-clause). The focus of even and the
scope of then are thus distinct. Unless this is the case, then really is incompatible
with even //conditionals.

A semantics based on Mental Spaces Theory, and a grammatical analysis in
terms of meaningful constructional units, are necessary to explain this data effec-
tively. Similar mental space structures may be prompted or built in quite different
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ways; and although linguistic constructions are cues for space-building, they are
not the only cues - and may serve space-building very similarly to contextual ma-
terial, or very differently from it.

Introduction: Linguistic theory and constructional meaning

How is meaning assembled and composed? What role does grammar play
in this assembly? These are basic questions of modem linguistics. The
scare quotes in my title indicate my own assessment that one cannot in fact
put exactly the same meaning together from different pieces. Phrases, like
morphemes, are never fully synonymous. And yet I shall present some
cases here where remarkably dissimilar pieces can be assembled to form
quite similar overall meanings. To examine how this can happen, I will
need to invoke the interaction of lexical and constructional meanings with
each other and with contextual inference.

Why is constructional meaning so important? Compositionality has been
a central issue for modem linguistics, and a problematic one. As Bolinger
(1977) so percipiently remarked, early generative linguistic models gave
rise to a plethora of random and unexamined assignments of multiple
polysemy to both lexical and grammatical morphemes. Although we now
have good reason to believe that polysemy is the norm for meaningful lin-
guistic elements,1 the reason for such proliferation was often not what we
would now regard as evidence for polysemy; rather, analysts were assum-
ing a simplistic model of compositionality, wherein only the semantics of
individual morphemes counted as input. The division between grammar
and lexicon is still a basic one to many analysts; this demands that for any
larger unit whose meaning is not predictable from the parts, either that
added meaning should be explained by pragmatic inferential processes, or
the whole larger unit should be given its own lexical entry as an idiom.

Such a dichotomy would in principle demand that we give separate lexi-
cal entries not only to idiomatic phrases such as kick the bucket (whose
idiomatic meaning 'die' is clearly not predictable from that of its parts), but
also to literal and non-idiomatic examples of the same verb in different
constructions. For example, kick in She kicked the wall seems to mean only
'X use foot to make impact on Y', while kick in She kicked the ball off the

field seems to mean 'X use foot to move Υ on Z path, by impact'. This isn't
just a difference in pragmatics between wall and ball; in fact, simple She
kicked the ball doesn't necessarily mean the ball moved, although we can
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infer it. But She sneezed the napkin off the table (cf. Goldberg 1995) does
necessarily and conventionally mean that the napkin was caused to move
off the table, even though sneeze is normally an intransitive verb without a
semantics of impact or caused motion. As Goldberg argues, the English
Caused Motion Construction carries a meaning of 'X causes Υ to move on
Ζ path' - a meaning which combines productively with verbal semantics to
allow us to understand a novel usage such as sneeze the napkin off the ta-
ble.

It seems crucial, therefore, to assess degrees of linguistic compositional-
ity with tools which include assignment of meaning to grammatical con-
structions themselves, as making a compositional contribution to the mean-
ing of larger units, alongside the meanings of specific morphemes and fixed
phrasal units. Cognitive Linguistics and Construction Grammar have di-
rectly addressed questions of partial compositionality, grammatical
polysemy, and motivational relations between constructions.2 It has devel-
oped models well qualified to deal with many of the problematic cases
which are so difficult to assign to the categories of lexicon vs. syntax vs.
pragmatics, or idiomatic vs. compositional. In the early 21st century, I see
these traditional categories being broken down and giving way to a more
complex understanding of how linguistic meaning is put together.

Mostly, this paper will be analyzing some specific constructions. I shall
primarily examine the relationship of conditional //-constructions to the use
of scalar even; along the way, I shall be comparing /^conditionals to and-
constructions and or-constructions which are formally different, but func-
tionally similar in context. It is generally accepted (cf. latridou 1994) that
conditional then is not compatible with even //concessive conditionals;
Even if he commits a crime, then they'll vote for him is ungrammatical, al-
though the removal of then will restore it to grammaticality. I have else-
where argued (Dancygier and Sweetser 1997) that this incompatibility falls
out from a mental spaces analysis of English conditional constructions.
However, I shall here present some exceptions to that recognized regularity
- attested even //conditionals with then marking the consequent clause -
and explain how those apparent exceptions in fact provide added support
for our proposed analysis of the constructions. My overall goal is to use
these constructions as a laboratory for my attempt to better understand the
ways that speakers put form and meaning together in parallel - how com-
positional are these constructions and in what ways are they compositional?
Part of my eventual conclusion will be that these data provide added reason
to believe that semantic compatibility is not determinable by examining the
conventional form-meaning mappings specific to lexical or grammatical
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constructions, but is also determined by larger processes of meaning con-
struction, as shaped by the broad context of interpretation.

Before I turn to that analysis, however, I would like to briefly assess its
relationship to the theme of this volume, namely the field of Linguistics at
the beginning of the 21st century. Why, at this moment, am I motivated to
examine the relationship between these constructions, and to use the mod-
els I do (namely Construction Grammar and Mental Spaces Theory)?

Hindsight should be easier than foresight; but given the varied perspec-
tives from which different participants see the last twenty-five or thirty
years of Linguistics, it's still very hard to make claims about where we've
arrived as a field, at the start of the twenty-first century. In the early 1970's,
when I started to take undergraduate courses in Linguistics, my impression
was of a field which was coming together around a new paradigm. But de-
spite the very evident dominance of Chomskyan paradigms (using the term
loosely, to describe the wide range of models developed from his work) and
of various formal semantics paradigms during much of the intervening pe-
riod, I don't think such a gathering ever really happened.

Today, we find ourselves - in my view, fortunately - in a more theoreti-
cally diverse field than the Linguistics of the 1970's. A number of research
paradigms which were far less developed (or in some cases, nonexistent as
recognized agendas) in 1970 have since come of age and have had their
inevitable impact on the field at large: among them are sociolinguistics,
discourse linguistics, corpus linguistics, LI and L2 acquisition studies, psy-
cholinguistics, neuroscience, computational linguistics, typology, and ges-
ture studies. Vigorous questioning of traditional boundaries (the bounds of
the syntax, semantics, and pragmatics modules, for example) was already
happening in the 70's. But we now have coherent functionalist and cogni-
tive linguistic approaches which no longer accept the existence of such
modules, and which are practiced world-wide by large and varied scholarly
communities.

Formal theorists have sometimes cast opposing approaches as steps
backwards. The resurgence in popularity of the concept of grammatical
construction, in both non-"formalist" and even some formalist circles,
however, is in my view rather a recognition of the real need to talk about
something which traditional descriptive grammarians also, in their way,
needed to talk about. We need not, of course, mean exactly what they
meant by it, any more than we need adhere precisely to their definitions of
Noun or Verb; we can hope that we're actually refining the concept use-
fully, in our current technical understandings. Construction Grammar takes
seriously the Saussurean form-meaning unit of the linguistic sign, but al-
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lows meaning to be mapped directly onto larger units than single mor-
phemes or words. Goldberg (1995), as mentioned above, has argued that
the English Ditransitive Construction and Caused-Motion Construction
have meanings as constructions, which are not attributable in a predictable
way to the simple composition of their parts, although constructional mean-
ing as a whole combines in a relatively predictable and compositional way
with the meanings of specific lexical items.

Another general trend which I observe in our heterogeneous field at the
start of the 21st century, is the increasing recognition by linguists of widely
varying theoretical stances, that sentence-level compositional semantics is
only the tip of the iceberg, relative to communicated meaning. The study of
idiomaticity, and the examination of large corpora for recurring segments,
has allowed us to realize (1) how much of our language is not necessarily
composed on the spot, even if it is potentially compositionally interpretable
in structure, and (2) how much of our language is not fully compositional,
but must depend on form-meaning mappings of elements larger than lexical
items. At the same time, pragmatics, Relevance Theory, Mental Spaces
Theory, and other approaches have helped us to understand how little of the
full message is encoded directly in the linguistic structure alone, independ-
ent of context. Reactions to these findings have been varied. But no seman-
ticist can do her job now without taking such concerns into account.

A mental space, as defined by Fauconnier, is a coherent cognitive sub-
structure, which can be connected and/or mapped to other such substruc-
tures. One subset of mental spaces are our conceptualizations of situations
and states of affairs; Mental Spaces Theory deals with phenomena which
earlier analysts labeled Possible Worlds. It allows us, for example, to con-
trast a Base Space (the thinker's idea of how things actually are in her
world) with other situations which the speaker sees as non-actual, and to
make mappings or correspondences between them.

Conditional constructions have the function of prompting the listener to
set up a conditional mental space, as Fauconnier originally noted, and as
several of us have argued at some length (Fauconnier: [1985] 1994, 1996,
1997; Dancygier and Sweetser 1996, 1997, 2000, 2003; Sweetser 1996). In
saying If I lived in New York, I'd go to the Matisse-Picasso show, I con-
struct a conditional space wherein I live I New York, and I contrast that
situation with the Base Space wherein I live in Berkeley. I also in some
way identify myself as the "same" person in Base Space and the //^space;
similarly, New York (or Berkeley, or the art exhibit) is the "same" thing in
the two spaces. Past situations, represented situations (paintings, etc.), and
imagined or hoped situations can all be understood as having some similar
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general cognitive relationships to each other and to a thinker's Base Space.
And different linguistics forms (e.g. tense markers and temporal adverbs
for past situations) are used to engage in setup of different kinds of spaces.

In this context, I here turn to the analysis of specific constructions. I
shall be focusing on the ways that these constructions are compositional in
form and in meaning, and on the ways that some contrasting constructions
- with different formal compositional structure - compose meaning differ-
ently. These constructions are a laboratory for my attempt to better under-
stand the ways that speakers put form and meaning together in parallel.

Whatever their degree of compositionality, however, I do not see these
constructions as composing or setting up all of the meaning they end up
conveying in context. As Fauconnier (1994, 1997) so eloquently points out,
linguistic forms could never possibly conventionally encode all the mean-
ings they convey. Like Fauconnier, I see linguistic forms as prompts to
mental space construction, and of course also as partial reflections of the
speaker's mental space structures. I shall be using the framework of Mental
Spaces Theory to describe the meaning side of the constructions to be ex-
amined.

1. Conjunction and conditionality

We know that speakers can convey a given content in multiple ways. We
also know that these ways are never precisely equivalent to each other;
however close they come to conveying the "same" content, they still high-
light different aspects of the same situation, or give different construals of
it. What interests me here is, at the constructional level, the ways in which
aspects of discourse processing and construal correlate with constructional
choice.

Why, in context, may all three of the following examples convey such
similar messages?

(1) If you take another step, ΙΉ shoot.
(2) (You) take another step, and ΙΊΙ shoot.
(3) Don't take another step, or ΙΊΙ shoot.

At first glance, and indeed in most technical semantic treatments, //, and
and or are very different from each other. Following Grice (1978) and R.
Lakoff (1971), Sweetser (1990) proposed an initial treatment of the asym-
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metric and and or of (2) and (3). This treatment is elaborated in Dancygier
and Sweetser (2003). Basically, the story goes like this.

If explicitly labels a conditional relationship between the clause it marks
and the conjoined main (or consequent) clause. Dancygier and Sweetser
(1996, 1997) have discussed in some detail the space-building semantics of
conditional constructions. These include the fact that //clauses set up men-
tal spaces within which the consequent clause holds; and the observation
that //-clauses are explicitly marked as not being given the speaker's con-
firmation of positive epistemic stance (Fillmore 1990a, 1990b) -that is, the
speaker is overtly abstaining, at least, from giving her actuality stamp to the
content of the //-clause, and hence to its dependent consequent.3 Further,
we note (Dancygier and Sweetser 1997) that the future will in the conse-
quent clause of (1) has real predictive future reference - although this is not
predictive futurity relative to the Base Space, but rather relative to the if-
marked space where the addressee has taken another step. Since //explic-
itly marks the direction of conditional dependence (of the shooting on the
stepping, for example, rather than the other way around), it has a corre-
sponding flexibility in clause order: although //clauses do tend to precede
their main clauses (cf. Haiman 1980, 1986; Ford 1993), they need not. The
mental space construction involved in (1) is represented in Diagram 1.

And is not specifically in the business of building alternate, non-base
spaces, much less of building some specific kind of alternate mental space.
Basically, it puts two or more sets of conjoined meanings side by side in
the same mental space, co-present. It does not specify much beyond that,
but lets the addressee contextualize further: so the space in which these
conjoined things co-exist is not specified. Other formal prompts may inter-
act with and: for example, two om/-conjoined clauses in a particular order
may (given the right aspectual structure) invite the inference that the event
or situation represented in the first clause preceded the event or situation
described in the second clause. Given our understanding of relationships
between sequence and causality, we may also sometimes infer from this
that the temporally antecedent event caused the subsequent one. And some-
times (cf. Sweetser 1990) we infer that the causal relationship is specifi-
cally a conditional one. In (2), what brings this about is largely the verb
forms in the two clauses: the w/7/-future in the main clause, and the bare
verb form (here apparently ambiguous with an imperative) in the condi-
tional clause, are the same forms we see in the //conditional (1). Once we
have put together the clause order and the verb forms, (2) is almost ines-
capably interpreted as conditional. The mental space construction involved
in (2) is presented in Diagram 2.
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You take another step

ALT

You take another step You don't take
another step

Diagram I: IF-conditionals.

If you take another step, I'll shoot.

A single conditional space is built by P, and completed by Q; an inferred
alternative space is also constructed implicitly, wherein ~P and ~Q hold instead.

Indeed, (2) seems in some ways to express a stronger, closer conditional
relationship than (1). This seems partly due to the strength of the inexplicit.
If the speaker can rely on the hearer to make the conditional connection
without the explicit /^prompt, then she must be able to rely on a shared
ground which brings them together in some relevant connection. Further, as
Dancygier and Sweetser (2003) comment, the overlap with imperative con-
structions is real; one evidence of this is that such a«c/-conditionals are
overwhelmingly second-person in actual usage.4 The result is that and-
conditionals often seem to be more direct inducements and deterrents than
/^conditionals. They don't primarily create shared ground about causal
connections, they exploit it. Of course, that means that under the right cir-
cumstances (as usual with linguistic forms) they can also be used to create
it.
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AND

You take another step You take another step

You take another step You don't take
another step

Diagram 2: AND-conditionals.

(You) take another step and ΙΊΙ shoot you.

P and Q are combined in one space, which is then by inference construed as an
alternative space to an unmentioned space wherein ~P, ~Q hold.

Or sets up alternatives. Again starting from Grice (1978), we can say that
in general or means that at least one of the conjoined entities is true or pre-
sent in some relevant space. As with and, or doesn't say much about which
space, or what kind of space, that might be - other contextual material must
tell us that. We can go a step further, remembering Grice's observation that
saying or means that the speaker might have said and but didn't. From this
the listener can normally infer that and is not true; so not all of the or-
conjoined meanings are simultaneously holding in the relevant space.
Dancygier and I (1997) use the technical term alternatives to refer to the
relationship between mental spaces which are construed this way, as being
incompatible fillers of the same slot in the same temporal and causal se-



32 Eve Sweetser

quence. An important sub-class of conditionals involve such alternativity,
we argue.

In conditionals such as (3), alternativity is precisely at stake (see Dia-
gram 3). The alternatives are a space wherein the addressee doesn't take
another step (and presumably does not get shot), and a space wherein (pre-
sumably because the addressee takes another step), the speaker will shoot.
These two spaces are alternative, incompatible instantiations of the speaker
and addressee's immediate future space. The difference between this or-
conditional and //^conditionals like (1) is that the P- and Q-clauses of (1)
presumably hold in the same one of the two alternative spaces; the condi-
tional explicitly builds a P,Q space, and implicitly contrasts it with an un-

OR

You don't take
another step

ALT

You don't take
another step

You take another step

Diagram 3: OR-conditionals.

Don't take another step, or I'll shoot.

Two alternative spaces are built, one based on the expressed P and
an inferred ~Q, the other on the expressed Q and an inferred ~P.
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expressed alternative ~P, ~Q space. In or-conditionals like (3), however,
the P-clause holds in one alternative space (where we implicitly understand
that ~Q holds), while the Q-clause holds in the other alternative space
(where we assume that ~P holds). In this regard, or-conditionals are like
w«/ess-conditionals.

In (1), conditional perfection (the IFF implicature that the speaker will
not shoot if the addressee does not take another step) follows from the fact
that if P, Q is construed as meaning that the speaker could not have said
simply "Q" (i.e. that the statement of Q does not hold generally, but spe-
cifically as relevant within the space defined by P), and hence must mean
that if not P, not Q. In (3), conditional perfection follows directly from the
presence of or, which explicitly presents P and Q as taking place in alterna-
tive spaces.5

Like and, or is inexplicit about what the causal or conditional relations
are that make the contents of the two connected clauses alternatives. And
like and, it depends on asymmetric word order (and its temporal and causal
interpretations) for this conditional interpretation; one cannot acceptably
reverse the order of the clauses in (2) or (3), though the reverse order is
grammatical in (1) and does not radically change the meaning. The result of
this combination of strong alternativity and less explicit specification of the
rest of the mental space relations is that or-threats seem extremely direct.
In processing this compression of two different causal sequences into com-
parison of two alternative spaces, the speaker has to be calling up some
(probably shared) contextual material which fills in the reasons why the
two alternatives are incompatible, for example.

Any construction grammarian will note that more specific statements
need to be made about the and- and or-conditional constructions; we will
not be able simply to predict their characteristics entirely from their compo-
sitional parts in combination. For example, the strong second-person sub-
ject preference shown by both constructions is not an absolute formal
grammatical requirement, but needs to be stated as a pragmatic constraint
on their use. And the fact that even with distinctive conditional verb forms,
it is impossible to reverse the order of the clauses in (2) seems motivated,
but not fully predictable, from the basic observation that He walked into the
room and turned on the light means that the actions were performed in the
order of the conjuncts' production.

But what is particularly fascinating is that if, and and or make such dif-
ferent semantic contributions to the very similar plausible readings of (1)-
(3) in many contexts. These similar readings are due in part to other related
formal structures (clause order, verb forms). But the possibility of the or-


