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PREFACE 

The volumes at hand are the outcome of a concerted effort to make Professor Puri's 
research works easily available to the research community. The sheer volume of the 
research output by him and his collaborators, coupled with the broad spectrum of the 
subject matters investigated, and the great number of outlets where the papers were 
published, attach special significance in making these works easily accessible. 

In compiling these volumes, the Editors are satisfied with the feeling of discharging 
part of their duty to the profession, and simultaneously expressing their respect and 
admiration for their colleague, Madan Puri, for his immense contributions to statistics 
and probability literature. A generous dose of appreciation is due to the publishers of 
the volumes. The VSP International Science Publishers, for undertaking a less than 
profitable venture. Also, thanks are due to professional organizations, as well as the 
private publishers who graciously waived all reprinting copyright fees with a deep 
sense of service to the profession. An appropriate list of said entities is given at the 
end of this preface, whereas suitable acknowledgements are cited at the end of each 
paper in the three volumes. 

Professor Puri's published research works number more than 3,000 pages. However, 
practical publishing considerations had to be taken into account, and expectedly they 
took their toll. Accordingly, the three volumes would have to comprise a total of 
about 2,000 pages. The burden of selection was not easy, and works omitted are not 
to be considered inferior to those selected for inclusion. The need of exclusion also 
explains the title assigned to this work. 

The papers selected for inclusion in this work have been classified into three vol-
umes, each consisting of several parts. Thus, Volume 1 consists of 44 papers dis-
tributed into four parts as follows: Part I of 24 papers, falling into the area of Non-
parametric Methods in Univariate Analysis·, Part II of 6 papers from Nonparametric 
Methods in Multivariate Analysis; Part III of 4 papers from Nonparametric Methods 
in Design and Analysis of Experiments·, and, finally, Part IV consisting of 10 papers 
in Miscellaneous Topics, 4 of which (#'s [40]-[43]) are also from Nonparametric 
Methods in Multivariate Analysis. Volume 2 consists of 35 papers classified in three 
parts as follows: Part I of 18 papers under the heading of Limit Theorems, Rates of 
Convergence and Related Topics (Independent Case)·, Part II of 13 papers taken from 
his contributions in Limit Theorems (Dependent Case)·, and Part III consisting of 4 
papers from the area of Extreme Value Theory. Volume 3 consists of a total of 48 
papers distributed into three parts as described below: Part I of 18 papers under the 



xiv 

heading of Time Series and Related Topics', Part II of 14 papers falling into the area 
of Fuzzy Set Theory and Related Topics·, and, finally, Part III comprising 16 papers 
from Miscellaneous Topics. Also, all three volumes carry a final part consisting of 
the contents of the other two volumes, as well as the complete list of Professor Puri's 
publications. 

It would be appropriate that a brief biographical sketch of Professor Puri be included 
in this preface. The following few paragraphs are excerpts from the preface of the 
book Asymptotics, Nonparametrics, and Time Series: A Tribute to Madan Lai Puri, 
edited by Subir Ghosh and published by Marcel Dekker, Inc. in 1999. One of the 
present Editors was a co-author of that preface. 

Madan Lai Puri was born in Sialkot (then in India, now in Pakistan) on February 
20, 1929. In 1947, when India gained her independence and Pakistan was created, 
his family migrated to Delhi as refugees. He received a B. A. degree in 1948 and an 
M. A. degree in 1950, both in mathematics, from Panjab University in India. From 
January 1951 to August 1957, he served as a Lecturer in Mathematics in different 
colleges of Panjab University. 

In September 1957, he came to the United States as an instructor and graduate 
student in mathematics at the University of Colorado in Boulder. In September 1958, 
he moved to the University of California at Berkeley as a research assistant in the 
Department of Statistics and received his Ph. D. in statistics in 1962. 

In 1962, Dr. Puri joined the renowned Courant Institute of Mathematical Sciences 
in New York University as an Assistant Professor and became an Associate Professor 
in 1965. He joined Indiana University at Bloomington in 1968 as a Full Professor of 
Mathematics and remains there to this day. 

Professor Puri is one of the most versatile and prolific researchers in the world 
in mathematical statistics. His research areas include nonparametric statistics, order 
statistics, limit theory under mixing, time series, splines, tests of normality, generalized 
inverses of matrices and related topics, stochastic processes, statistics of directional 
data, random sets, and fuzzy sets and fuzzy measures. His fundamental contribu-
tions in developing new rank-based methods and precise evaluation of the standard 
procedures, asymptotic expansions of distributions of rank statistics, as well as large 
deviation results concerning them, span such areas as analysis of variance, analysis 
of covariance, multivariate analysis, and time series, to mention a few. His in-depth 
analysis has resulted in pioneering research contributions to prominent journals that 
have substantial impact on current research. 

Professor Puri has done joint work with many researchers of different countries. To 
date he has collaborated with 89 scholars from 22 countries on 5 continents. He was 
the Alexander von Humboldt Guest Professor at the University of Göttingen in West 
Germany in 1974-1975 and Guest Professor at many other universities in Germany, 
with German National Science Foundation grants. He has been a Distinguished Vis-
itor at the London School of Economics and Political Science, Visiting Professor at 
the University of Auckland in New Zealand, the Universities of Bern and Basel in 
Switzerland, the University of New South Wales in Australia, the University of Gote-
borg and Chalmers University of Technology in Sweden, Université des Sciences et 
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Technologies de Lille in France, Australian National University, Canberra, and Uni-
versity of Washington, Seattle, among other universities. In 1974, he was invited 
by the Japanese Society for the Promotion of Sciences to visit Japan under its Visit-
ing Professorship Program to conduct cooperative research with Japanese scientists. 
He has been an invited speaker as well as a plenary speaker at many international 
conferences all over the world. 

Professor Puri has received numerous honors and awards. He is an elected member 
of the International Statistical Institute, and a Fellow of the Institute of Mathematical 
Statistics, a Fellow of the American Statistical Association, and a Fellow of the Royal 
Statistical Society. In 1975, he was honored with the D. Sc. degree from Panjab 
University in India. He twice received the Senior U. S. Scientist Award from the 
Alexander von Humboldt Foundation in 1974 and 1983. In 1974, he was honored 
by the government of the Federal Republic of Germany, "in recognition of past 
achievements in research and teaching." In 1984, he received the best paper award 
from the Seventh European Meeting on Cybernetics and Systems Research, Vienna, 
Austria. In 1991, he received the Rothrock Faculty Teaching Award in recognition 
of outstanding teaching in the Department of Mathematics of Indiana University. He 
was ranked the ninth most prolific author in 1992, and the fourth most prolific author 
in 1997 in top statistical journals of the world. 

Professor Puri has served on various committees of many international conferences 
in addition to those of the Institute of Mathematical Statistics and the American 
Statistical Association. He also served as Editor-in-Chief of the Journal of Statistical 
Planning and Inference in 1984-1988. 

Professor Puri has directed 16 Ph. D. dissertations. Most of his former Ph. D. 
students are in research and teaching positions at respectable universities. A few hold 
responsible positions in industry. 

Professor Puri is truly an international academician and a peripatetic scholar who 
works with missionary zeal. Scientists from all over the world visit him regularly and 
do research with him while staying at his home. His office and home have always 
been wide open to bright young scientists from the United States and Overseas, who 
were more in need of sponsorship and gentle encouragement and guidance in their 
professional endeavors rather than mere mathematical mentoring. He is a caring col-
league with the warmest affection, an international host, a persuasive communicator, 
a dedicated as well as an outstanding teacher, and a versatile statistician whose work 
continues to inspire the scientific community. 

We are editing these volumes in the hope of facilitating the availability to the 
research community of a substantial part of Professor Puri's work. We take great 
pleasure in doing so. 

This project has benefited greatly from the generous financial support of Moya 
Andrews, Vice-Chancellor for Academic Affairs and Dean of the Faculties, Indiana 
University; Patrick O'Meara, Dean of the International Programs, Indiana University; 
Curtis R. Simic, President, Indiana University Foundation; Kumble R. Subbaswamy, 
Dean of the College of Arts and Sciences, Indiana University; and George Walker, 
Vice-President for Research and Dean of the Graduate School, Indiana University. 
Special thanks go to Kenneth R. R. Gros Louis, currently Chancellor-Emeritus and 
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Trustee Professor, Indiana University, for his never-ending enthusiastic encouragement 
and financial support for several of Professor Puri's research projects during his tenure 
as Chancellor of Indiana University, Bloomington Campus, and Vice-President for 
Academic Affairs, Indiana University. 

The reprinting copyright fee waivers granted by professional societies and private 
publishers have made this undertaking financially feasible. Their deep sense of ser-
vice to our profession is gratefully acknowledged here. They are Akademiai Kiado, 
Biometrika Trustees (The Oxford University Press), Sankhyä, SIAM, The American 
Mathematical Society, The American Statistical Association, The Institute of Math-
ematical Statistics, The Royal Society, and The Statistical Society of Canada. Also, 
Academic Press, Blackwell Publishing, LTD, Cambridge University Press, Elsevier 
Science, John Wiley & Sons, Inc., Kluwer Academic / Plenum Publisher, and Springer 
Verlag GmbH & Co. KG. 

July 2002 

The Editors 
PETER G. HALL 
MARC HALLIN 

GEORGE G. ROUSSAS 
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ASYMPTOTIC EFFICIENCY OF A CLASS OF 
c-SAMPLE TESTS1 

MADAN LAL PURI 
New York University 

1. Summary. For testing the equality of c continuous probability distribu-
tions on the basis of c independent random samples, the test statistics of the 
form 

c 
£ = - μχ.ί)/Α„Ϋ 

i-1 

are considered. Here m, is the size of the j th sample, μΝ,,· and AN are normalizing 
constants, and 

TNil = (1 / « j l t w w 

where Z¡,'} = 1, if the ¿th smallest of Ν = mi observations is from the jth 
sample and Z*,' = 0 otherwise. Sufficient conditions are given for the joint 
asymptotic normality of TNtj ; j — 1, · · · , c. Under suitable regularity condi-
tions and the assumption that the ¿th distribution function is F(x + Θ,/Ν1), 
the limiting distribution of £ is derived. Finally, the asymptotic relative effi-
ciencies in Pitman's sense of the JC test relative to some of its competitors viz. 
the Kruskal-Wallis Η test (which is a particular case of the £ test) and the 
classical F test are obtained and shown to be independent of the number c of 
samples. 

2. Introduction. One of the frequently encountered problems in statistics is 
to decide whether differences in various samples should be regarded as due to 
differences in the parent populations or due to chance variations which are to 
be expected among random samples from the same population. A few tests of 
nonparametric nature have been proposed for this c-sample problem. The 
Kruskal-Wallis H test [14], Terpestra's c-sample test [26], the Mood and Brown 
c-sample test [22] and Kiefer's K-sample analogues of the Kolmogorov-Smirnov 
and Cramér-von Mises tests [12] are a few of them. Tests for two-sample prob-
lems have l>een proposed by Wilcoxon [29], Mann and Whitney [19], Mood and 
Brown [22], Lehmann [15] and others. Consistency and power properties of 
some of these tests have been discussed by Lehmann [15], [16], [17], Mood 
[23], Van Dantzig [5] and others. An exhaustive review of this problem is given 
η Kruskal and Wallis [14] and Scheffé [25], 

The H test of Kruskal and Wallis is a direct generalization of the two-sample 

Received 21 February 1962; revised 4 May 19(53. 
1 This paper was prepared with the partial support of the Office of Naval Research, 

Contract Nonr-222-(43), while the author was at the University of California, Berkeley. It 
was revised at the Courant Institute of Mathematical Sciences, New Yqrk University under 
the sponsorship of the Office of Naval Research, Contract Nonr-285(38). Reproduction in 
whole or in part is permitted for any purpose of the United States Government. 

3 



4 Madan Lai Puri 

Wilcoxon test discussed in detail by Mann and Whitney [19], and its limiting 
distribution has been derived by Kruskal [13] under the null hypothesis and by 
Andrews [1] under an alternative hypothesis. These results are generalized by 
those of the present paper concerning the limiting distribution of the £ test. 

The problem discussed in this paper originated from the paper of Chernoff and 
Savage [2] and had its basis in the paper of Hodges and Lehmann [10]. In their 
paper "The efficiency of some nonparametric competitors of the i-test" [10], 
Hodges and Lehmann discussed the asymptotic efficiency of the Wilcoxon test 
with respect to all translation alternatives. In the same paper they conjectured 
that the normal score test which was known to be as efficient as the ¿-test for 
normal alternatives [11a] is at least as efficient as the i-test for all other alterna-
tives. The validity of this conjecture was established by Chernoff and Savage 
[2], who developed a new theorem for asymptotic normality of normal score test 
statistics for the two-sample problem and by a variational argument proved the 
Hodges-Lehmann conjecture. The work presented here is an attempt toward 
generalizing these results to the c-sample problem. 

Formally, we may state the c-sample problem as follows. Let [Xij ,j = 1, · · · , 
m> ; i = 1, · · · , c] be a set of independent random variables and let F(t>(x) be 
the probability distribution of X x j . The set of admissible hypotheses designates 
thateachF'" (x) belongs to some class of distribution functions Ω. The hypothesis 
to be tested, say Ha, specifies that F{,) is an element of Ω, for each i, and that 
furthermore 
(2.1) Fm(x) = · · - = FM(X) for all real z. 

The class of alternatives to H0 can be considered to be all sets (Fai(x), · · · , 
Fic\x) ) which belong to Ω but which violate (2.1 ). To avoid the problem of ties, 
it is assumed throughout that the class Ω is the class of continuous distribution 
functions. 

After finding sufficient conditions for the joint asymptotic normality of 
T\j ; j = 1, · · · , c, we study the limiting distributions of £ under a sequence 
of admissible alternative hypothesis Ηζ which specifies that for each 
i = 1,2, • · • , c; F(,)(x) = Fix + θί/η>) with F ε Ω but not specified further, and 
for some pair (i,j), 0, ^ θ} where the 0,'s are real numbers. Limiting probability 
distributions of £ will then be found as η —* » . The problem will be so formulated 
that m,i(n)/n tends to some limit s , , 0 < s¿ < ® , a s n tends to «>. 

3. The proposed test and its relationship to other tests. The over-all sample 
consists of y . L , m¡ = Ν independent random variables Xi j (i = 1, · · · , c; 
j = 1, · · · , Wi), where the first subscript refers to the subsample and the second 
subscript indexes observations within a subsample. Under the null hypothesis 
all the X's have the same continuous but unknown c.d.f. (cumulative distribu-
tion function) F(x). 

Let Zit.i = 1, if the tth smallest observation from the combined sample of 
size Ν is from the j th sample and otherwise let Z^.l = 0. Denote 

(3.1) myTV,,· = £ E s,i 
t - 1 
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where EN¡i are given numbers. Then we propose to consider the test statistic £ 
defined as 

( 3 . 2 ) £ = T,m,{(TK.i - ti»j)/ANf 
i-1 

where μΝ,ί and AN are normalizing constants for the statistics TN,¡ ;j = 1, · · · , c. 
The £ test presented in this paper includes as special cases a number of well-

known tests. For example, when E^.i = i/N, it becomes the Kruskal-Wallis Η 
test which is a direct generalization of the two-sample Wilcoxon test and is re-
lated to Terpestra' s ÍL-sample test [26]. When c — 2 and En,i is the expected value 
of the îth order statistic from the standard normal distribution, then the £ test 
coincides with the symmetrical two-tail version of the normal score test, also 
known as the Fisher-Yates-Terry-Hoeffding Ci test and which is asymptotically 
equivalent to Van der Waerden's test [30], [31]. For it is then seen that 

Γ m i 

£ = [N/(N - m,)]| Z E ( V M \ S i ) 

where VU) < • · · < is an ordered sample of size Ν from a standard normal 
distribution, and Si < · · · < sm¡ are the ranks of X21 , · · · , Xim2 from the com-
bined sample. See Lehmann [17], pp. 236-237. When c = 2, and EWt¡ = |§ — i/N\, 
the <£-test test reduces to the Freund-Ansari test [8] for testing the equality of 
dispersion of two populations. 

4. Assumptions and notations. Let Χα , · · • , Ximi be the ordered observa-
tions of a random sample from a population with continuous c.d.f. (cumulative 
distribution function) FU)(x)\ i = 1, · • · , c. Let Ν = m¡ and λ, = m</N 
and assume that for all N, the inequalities 0 < λ0 ^ λι , · · · , \c g 1 — λ0 < 1 
hold for some fixed λ0 ^ 1/c. 

I ¿et 

Sm-(x) = ml1 (number of Xu S i , j = l , · · · , rrii) 

be the sample c.d.f. of the m, observations in the îth set. We shall omit the sub-
script TO, whenever this causes no confusion. Define H N(x) = \ i S ^ ( x ) + · · · + 
XcSm^(x). Thus Hn(x) is the combined sample c.d.f. The combined population 
c.d.f. is H(x) = λ ι F ( 1 } ( x ) + · · · + \eFie)(x). Even though H(x) depends on Ν 
through the λ's, our notation suppresses this fact for convenience and also because 
our limit theorems are uniform with respect to Fw, • • • , F[c) and λι , · · · , λβ . 

Let Zn,\ = 1 if the ith smallest of Ν = observations is from the j>th 
set and otherwise let Z'n\ — 0. Denote 

y 
(4.1) r„.i = mrTN,i = Σ 

1 

where the ENii are given numbers. Following Chernoff and Savage [2], we shall 
use the representation 

(4.2) TKJ = f JÀHAx)] dSm-(χ) 
J—oo 
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where ENíi = JN(i/N). While JN need be defined only at l / N , 2/N , ••· , N/N, 
we shall find it convenient to extend its domain of definition to (0, 1] by letting 
J it be constant on ( if Ν, (i + lj/WJ. 

Let 
IK = {x:0 < Η„(χ) < 1J. 

Then IN is a random interval, given by IN = [XW), X{N)), where X(1) < · · · < 
X(y' denote the Ν observations arranged according to size. 

Throughout, Κ will be used as a generic constant which may depend ΟΠ J s 
but will not depend on Fm, ••• , F(c), m, , • · · , mc and N. The methods used in 
the proof for the asymptotic normality of the TV,/s are mainly adaptations of the 
methods of Chernoff and Savage [2], 

5. Joint asymptotic normality. Before proving the asymptotic normality 
of the TV,·'s we state a few elementary results. 
( 5 . 1 ) H è X ¿ F ( , ) è λ 0 F { i ) - i = 1, · • · , c. 

( 5 . 2 ) 1 - Fu> g (1 - H)/\i á (1 - Η)/λο ; i = 1, · · · , c. 

(5.3) F ( i )( l - Fu>) á H(l - H{\ - H)/\l ; i = 1, · · · , c. 
( 5 . 4 ) dH ^ X<dF(i) ^ \0dFli); t = 1, • • · , r. 

L E M M A 5 . 1 . If 

(1) J{H) = limar.»«, Jn(H) exists for 0 < H < 1 and is not constant, 
( 2 ) $In[Jn(Hn) - J(H„)]dS(¿i(x) = op(N~(i)), 
( 3 ) A ( l ) = ο(ΛΓ') 
( 4 ) \Ju\H(x))\ = | d \ 7 ( t f ) / d # Í á K[H( 1 - / / ) p - ( , ) + i , 

for i = 0, 1, 2, and for some δ > 0, and almost all χ (a.a.x), 
then, for fixed Fm, ••• , F(c) and λ ι ,•··, X , 

where 

(5 .6 ) = f+ J[H(x)] dFu,(x) ·»— 00 
and 

NaVi = 2¿Xi if FU)(x)[l - F(i,(y)} 
1-1 JJ-X< I<D<00 

•f[H(x)]j'my)] dFu,(x) dF^iy) 

+ I- Σ λ? ÍÍ F0)(x)[l - FU)(y)] \j i =l J J— =o<r<i/<x> 

( 5 . 7 ) •j'[H(x)]j'[H(y)]dFU)(x)dF(i)(y) 

+ r Σ λ , λ , Γ / ϊ F°>(z)[l - Fu\y)) λ ; í.fc—l •'J-00<1<11<00 Xj 
i^k.i^j.k^i 

«<!<!/<0O 

+ f f FU)(y)[ 1 - Fü,(x)]/[i/(^)]/[i/(í/)] dF(0(x) 
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PROOF. 

TN.i = f + Js[HAx)\ dSmj(x) JlB- 00 

= f UAH Αχ)] - J[H„(x)]l dSm-(x) 
J\x.<Khn(*'><M 

+ [ J[HAx)}dS%(x) + f JAHAxììdS^ix). 
J{X-.<XHn(XX 1) J(x:jrif(l)-l| 

In the second integral, writing dSmf(x) = d(S^¡(x) - FU)(x) + Fui(x)), 

J[H„(x)} = J[H(x)] + [H„{x) - H(X)\J'[H{X)\ 

+ \[Hn(X) - H(x)FJ"[EH„(x) + (1 - θ)Ή(χ)}, &.&.Χ., 

where 0 < θ < 1; and H(x) = and simplifying, we obtain 
c+4 

T».i = a + Bit/ + Bu, -f- Cut 

where 

(5.8) A = F J[H(x)]dFu1(x) 

(5.9) B1N = F J[H(x)]d[S(¿](x) - FU)(x)] 
•I lx:0<a(x)<l} 

(5.10) BW = [ [ H A x ) - H(x)]J'[H(x)]dFu\x) 
•Mx:0<Hiz)<ll '|i:0<H(I)<1| 

C<.„ = λ, F [Siïix) - Fw(x)]j'[H(x)] d[S%(x) - FU)(x)] 
(5.11) J|*:0<JÏ<*)<1| 

i = 1, · · · , c. 

(5.12) C c + = [ [ Η Λ χ ) ~ H(x)]î J"[eHN + (1 - e)H]dSlJ¡(x). 
t Ν ¿ 

(5.13) / UAHAx)} - JlHAx)]] dSÍii(x). 
J'N 

(5.14) Cc+3,N = f J„[HAx)]dS%(x). 

(5.15) Cc+i,N = f l-J{H(x)] - [HAx) - H(x)}j'[H(x)]]dS%(x). 
•>HN= 1 

The proof of the lemma is accomplished by showing that (i) the A-term is 
nonrandom and finite, (ii) BLN -(- B2F! has a Gaussian distribution in the limit and 
(iii) the C terms are of higher order. 
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That the term 

A = f J[H(x)]dFU)( x) 
•')ι:0<ΛΤ(ι)<1| 

is finite and nonrandom follows from Assumption 4 of Lemma 5.1 ; see also in 
this connection [2], p. 986, and in the appendix we have shown that the C terms 
are of higher order. Thus, all that is required is to prove 

Sub-Lemma 5.1. BlN + B2N has a Gaussian distribution in the limit. 

Proof. Integrating BiN by parts, replacing HN(x) — H(x) by 
Σ?=ι \,[SÜ?(x) - F '0 (χ)], and adding Blff to it, we obtain 

BlN + Β*, = - Σ λ,· Γ B(x) d[S£(x) - ^ ' t o l 
¿—1 •'1=—» 

(5.16) 

+ r * ~ [ J [ H ( x ) ] - \,B(x)]d[SÜi(x) - F U ) ( x ) ] , ν Ζβ= 00 

= - Σ Γλ.··— Σ { * ( * « ) -
t = l L m > J 

(5.17) ™ 

+ — S \J[H(Xjk)] - λ, B{Xik) - E[J[H(Xi)] - X, £(*,-)]} 
mj 

where 

(5.18) B(x) = Γ j ' [ H ( y ) ] d F U ) ( y ) 

with ar0 determined somewhat arbitrarily, say by H(x0) = E represents the 
expectation and Χι , • • • , Xc have the F(1\ · · · , F{c) distributions respectively. 

The c summations given by (5.17) involve independent samples of identically 
distributed random variables. Therefore, if we show that the first two moments 
of these random variables exist, then we can apply the central limit theorem, 
with the result that each sum when properly normalized will have a normal 
distribution in the limit and hence the sum of c summations will have a normal 
distribution in the limit. 

First, to turn our attention to moments, note that by Assumption 4 of Lemma 
5.1 and dFU) á (l/X0)dH, 

\B(x)\ ^ K-[H(x)[ 1 - H{x)\Y«)+> 

and proceeding as in [2], for any δ' such that (2 + δ')( — § + δ) > —1 

AVo{|ß(X)|}2+a ' α ; i = 1, · · · J - l , j + 1, ••·,<!. 

Since 

\J(H(x)) - \jB(x)\ á K[H(x)( 1 - #0ε))Γ(*>+5 
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the existence of 2 + ò' absolute moments of all the terms in equation (5.17) 
follows. 

To compute the variance of BlK + BiN , note that 

- λ , f ^ B ( x ) d l S i ï ( x ) - F ( i ) ( x ) l 
J—so 

= X< I S i ï ( x ) - F ( i ) ( x ) ] j ' [ H ( x ) ] d F u , ( x ) , i = 1, · · · , j - 1, j + 1, · · · , c, J—oo 

has mean zero and variance 

= e L · f ^ [ + ° ° [ S Î Ï ( x ) - F w ( x ) ] l S ^ ( y ) - F w ( y ) ] ^ J— oo JL-eo 

( 5 · 1 9 ) · Α Η ( χ ) ί Α Η ( ν ) ) d F u \ x ) dFU) (y) J 

= TT ί ί ί·(<,(«)[1 - F w ( y ) } j ' [ H ( x ) } j ' [ H ( y ) } d F U ) ( x ) d F u \ y ) , 

i = 1, · · · , 3 - 1,3 + 1, · · · , c. 

Note that the application of Fubini's theorem permits the interchange of integral 
and expectation. 

By a similar argument, the variance of 

f * [ J ( H ( x ) ) - \ j B ( x ) ) d [ S l J j ( x ) - F w ( x ) ] 
J— eo 

= - Σ λ < f ^ l S Ü / i x ) - F u > ( x ) ] j ' ( H ( x ) ) d F ( i \ x ) J—OO 
i Ai 

is given by 

J 2 
NX 

- Σ λ ? f f F u , ( x ) l 1 - F U ) ( y ) ] j ' [ H ( x ) ] j ' [ H ( y ) ] 
•j 1 - 1 • ' • ' - " 0 < I < V < 0 0 

•W 

•dFw(x) d F ( i ) ( y ) 

+ J r - Σ λ4 λ, f f F u \ x ) [ 1 - ί'ω(2/)]/(/Γ(χ)]/[//(2/)] 
/ - r>r\ \ iVAj JJ-n<x<i,<<c 

•dFw(x) dFik\y) 

+ Σ λ , λ , f f F U ) ( y ) [ l - F a \ x ) ] j ' m x ) \ j ' [ H { y ) ] 

i^k.i^j.k^i 

•dF(i)(x) dF{k\y). 
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Adding the c terms given by (5 .19) and (5 .20) we obtain the variance result 
stated in ( 5 . 7 ) . 

Thus we have shown that B1N + Bifl is the sum of c independent terms, each 
of which has mean zero and finite absolute 2 + δ' moments. Hence Sub-Lemma 
5.1 follows. 

We shall now extend the proof of the above lemma to the case where 
F°\ • • • , Fu) and Xi , · · · , Xc are not fixed. We want to find a set of sufficient 
conditions under which the asymptotic normality holds uniformly with respect 
to F°\ · · · , F(c) and Χχ , · · · , \c. For this we need the following theorem of 
Esseen [6], p. 43. 

THEOREM (Esseen) 5.1. Let X¡ , · • · , Xn be independent observations from a 
population with mean zero, variance σ2 and finite absolute 2 + δ' moments ß^+y , 
0 < δ' ¿ 1, then 

I F* - Φ*| < c(6')[Pì+y/nyi2 + pì'^'/A 

where F* is the c.d.f. of Χ, Φ* is the approximating normal c.d.f., c(á') is a finite 
positive constant only depending on δ and pí+¡< = βϊ+ν /a+i'. (lì δ' = 1, then 
1 F* - Φ*| < ο(δ')ρζ/ηί). 

Το apply this theorem in our situation, it suffices, since we have shown that 
the A term is finite and the C terms are uniformly op(N~(i) ), to prove the uniform 
convergence of BXN + Bw. For this it suffices to bound p2+a- = ßi+t'/σ2+ί' for 
B(Xι), · · · , B(XC). Since in the above lemma we already bounded the absolute 
2 + δ' moments, all that is required is to bound the variances of Β(Χι), · · · , 
B(Xc) away from zero. Thus we have 

COROLLARY 5.1. If Conditions 1 to 4 of Lemma 5.1 are satisfied, and F(,) and 
\¡, i = 1, · · · , c (where 0 < λ0 á Χχ , • · · , Xc è 1 — λο < 1 holds for some 
fixed λο è 1/C) are restricted to a set for which the variances of Β (Χ ι), • • • , B(XC) 
are bounded away from zero, then the asymptotic normality holds uniformly with 
respect to Fm, · · · , FU) and λ, , · · · , X c . 

Next we prove 
LEMMA 5.2. Under the assumptions of Lemma 5.1, the random vector TV!( ΤΝΛ — 

μ,ν,ι ; · · · ; TN.C — MJV.C) has a limiting normal distribution. 
PROOF. The'difference N\Tkj - M)VJ - N\B[Ç + where + 

B\n is the "B ¡ n + Bin" term for the j th component TNJ — μΝ,,, tends to zero 
in probability and so, by a well known theorem ( [3], p. 299), the vectors N\ ΤΝΛ 
- μΝΛ ; -·· ; TN¡C - Mll.e) and N\B[V + B&; ••• ; Β $ + B&») possess 
the same limiting distributions. Now since the j th component Bit? + Bi'J can 
be expressed as {( l/'w,) Σ™=ι Β*,(Χ,α)}, the proof of the lemma follows 
by applying the Central Limit Theorem to each of the c independent vectors 

(1 Λ ? θ Σ [ß* BUXia), ••• , BUXi*)\\ i = !>••'> c-
α = 1 

6. The Covariance of two J3-Statistics. By definition 
Co v(B$ + B&\ BÌP + B&>) = E (Bin + Β $ ) ( Β ^ + Bl,P) 

( 6 ' I } = E(BÍÍ)BÍÍ;)) + E(B^B^) + E(B^B^) 
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where 

( 6 . 2 ) BW = i f J [ H ( x ) ] d [ s X ; i ( x ) - Fu'\x)] 
" " \ x :0< J/ (x) <11 

( 6 . 3 ) B&> = f I f f A y ) - H { y ) ] J ' [ H ( y ) ] d F u ' \ y ) 

and BUT and B(
2n are given by (5.9) and (5.10) respectively. 

Xow integrating Β $ by parts and using the facts that 

f+C0 d [ s a ¡ ( z ) - FU)(x)} = 0 
J—Q0 

dH(x) = ¿ \ i d F l i ) ( x ) 
i - I 

and 

ff Αν) - H(y) = Σ Μ < ' ( » ) - F{T\y)] f=1 

routine computations yield, for j ^ / , 

BÍi/BÍÍr'' = - Σ Σ λ.· λ, Γ ΐ Ό * > - - F ( r )(»)] 
1 = 1 r = l » i s — 3 0 J y = — 0 C 

• j ' [ H ( x ) ] j ' [ H ( y ) } d F w ( x ) d F u ' \ y ) . 

Therefore, 

M i i r W ) = Σ Xi f f FU)(x)[l - Fu\y)]J'[H{x)] iV i=l JJ-oo<i<v<oo 

(6.4) · 7 ' [ Η ( ^ ) ] ^ ( < ) ( χ ) dFw ' '(î/) 

- ¿ Σ λ,· if F°\y)[ 1 - F0)(x)y'[^)]J'[//(í/)] dFw(x) d f " " ^ ) . TV i-1 JJ-»<J<I<00 

Proceeding analogously 

E ( B $ B I P ) = - I Σ X.· f f Ftí,)(x)[í - F ( n ( y ) ì - J ' [ H ( x ) ] 
J \ i eel J J - o o < i < i , < c o 

V'[H(î/)] dF(i>(x) dF0 )(y) 
(6.5) 

- ¿ Σ X. f f Fu'\y)[ 1 - F ü , )(«)] · 
Λ' i—l JJ-x<v<z<x 

• j ' [ H ( y ) ) d F w ( x ) d F w ( y ) 
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and 

E i B t t B Ï P ) = I ¿ λ, f f F ( í , (x ) [ 1 - F ( i ) (2/)]-/[i/(x)] 
Λ * 1 = 1 J J - 00<X<JZ<00 

( 6 6 ) - / [ / / ( ^ I d F ^ x ) d F 0 ' ' ^ ) 

+ ¿ Σ Xi f f F(0(2/)[1 - F ( i ) ( x ) ] · 

iV ¿ = 1 ·>·/—00<y<i<00 

•dF ( i ,(x) dF{n{y). 

Thus 

Ν Cow (Bi î i + B&>, Β&'} + Bíir'») 

= - Σ λ.· Γ ff F ( '>(x)[l - F{i\y)]-j'[H(x)]-j'[H(y)] i-l l_JJ-«<r<ï<oo 

•dF<0(x) d F 0 0 ^ ) 

+ ff Fw(2/)[1 - F ü > (® ) ] . j ' [ f f ( « ) J . j ' [H (y ) 
J J—oo<y<¿»<oe 

•dF ( 0 (x) dF(y,)(í/)J 

- Σ Γ f f F ( > , , (x ) [ l - F 0 , , ( y ) ] · 
¿ = 1 l _ J J — 0 0 < I < | / < 0 0 

(6.7 ) - D F ^ X ) DFW,(2/) 

+ f f F ( y , ) (y ) [ l - Fü ' , (x ) ] .y ' [ f f (®) ] -J ' tH(y) l 
J J — o o < y < x < o o 

•dF ( i ) (x) dFW)(î/)J 

+ Σ λ, Γ ff Fw(x)[ 1 - Fw(y)]-j'[H(x)]-j'[H(y)] 
i - l [ _ J J - M < x < y < M 

•dFW)(x) dF^iy) 

+ f f Ff<)(2/)[1 - F ( , ) (x ) ] -7 , [H(x ) ] -/ [ f f (2/) ] 
J j — o o < B < x < a o 

• d F ^ d F " ' ' ^ ) ] , j ^ / . 

Combining the material of the previous two sections produces 
THEOREM 6.1. Under the assumptions of Lemma 5.1, the random vector Τ — 

Tf/,i — μλγ.ι ), · · · , Ν*(Τ*r.c — ß\,c)) has a limiting normal distribution with 
zero mean vector and variance-covariances given by limiting forms of (5.7) and (6.7) 
respectively as Ν —* oo. 
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R E M A R K . The following theorem gives a simple sufficient condition under 
which Conditions 1, 2, and 3 of Lemma 5.1 hold. 

T H E O R E M 6 . 2 . If JN{i/N) is the expectation of the ¿th order statistic of a sample 
of size Ν from a population whose cumulative distribution function is the inverse 
function of J and | ./ ( i )[#(*)]| g K[H( 1 - tf)p'"(í)+í for i = 0, 1, 2; for some 
δ > 0 and a.a. x, then 

(1) l i n x n ^ J n ( H ) = J{H). 
(ii) JN{ 1) = o(N*). 
(iii) - J(HH)]dSlJj(x) = o(N-(i))-j = 1, • · · , c. 
R E M A R K 1. The condition |./(, ,[tf ( Z ) ] | G K[H( 1 - #)]-·-<»>+« a .a. Χ is weaker 

than the condition |J< 0(ZO| ^ K[H( 1 - #)]--<*>+' u s e d by Chernoff and 
Savage [2], otherwise Theorem 6.2 is the generalization of the latter's 
Theorem 2. 

R E M A R K 2 . With the use of this theorem, it is easy to verify that if JK{i/N) 
is the expected value of the ¿th order statistic of a sample of size Ν from (i) the 
standard normal distribution, (ii) the logistic distribution, (iii) the double 
exponential distribution, (iv) the exponential distribution, then the vector 
(7V.1 ; · · · ; TNiC) has a limiting normal distribution. 

7. The limiting distribution of £ under Pitman's shift alternatives. From 
this section onward, we assume that mi, • · • , mc are nondecreasing functions of 
a natural number η that tends to infinity. The dependence on η is indicated when 
necessary, by writing m,(n), ßN,i(n), etc. For convenience, it is assumed that, 
for all i, 

lim„_M m¡{n)/n = s¡ 

exists, and there exist two constants a and b such that 0 < α < < ό < oo. 
In subsequent analysis, we shall concern ourselves with a sequence of ad-

missible alternative hypothesis Ηζ which specifies that for each i = 1, · · · , c; 
F ( , ) (x) = F(x -f θι/η*) with F ε Ω but not specified further, and for some pair 
(i, j), θ i θ,. The letter η is used to index a sequence of situations in which 
Ηζ is the true hypothesis. Limiting probability distribution of £ will then be 
found as η —» » . 

We first prove the following 
T H E O R E M 7 . 1 . I f 

( 1 ) for all i, 

lim«..«, m,(n)/n = s,· 

exists, 
(2) Conditions (1) to (4) of Lemma 5.1 are satisfied, 
(3) FU)(x) = F(x + θ,·/η*) so that for each index n, the hypothesis Ηζ is valid, 

then the random vector [m\( ΤΝΛ — ΜΛΓ,Ι), • · · , m\(TK,c — MAT,c)] has a limiting 
normal distribution with zero means and covariance matrix whose ( j , j )th term is 

( 7 . 1 ) 
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where 

( 7 . 2 ) A2 = J Í J\x) dx - ( J(x) d x j 

and the limit holds uniformly in s , provided O < α < s, < è < °° ; ¿ = 1, · · · , c. 
PROOF. From Equation (5.7) 

lim„^=o Ν·σ%,ί = 

( 7 . 3 ) 

where 

"C j f j C ~ J c 

Σ «.· + - Σ s< + Σ SiSk h / Σ Sr ¿ = 1 Sj î=l ΔSj i,k-1 / i-1 

+ ¿ ( £ s ,s* 

( 7 . 4 ) Λ = 2 f f x(l - y)j'(x)j'(y) dxdy, 
•'•'0<I<V<1 

(7.5) = j f 72(a;) dx - ( j f ./(*) d x j 

and 

( 7 . 6 ) h = 2 f f y(l - x)j'(x)j'(y) dx dy, 
JJ0 <y<z< 1 

(7.7) = jf / ( * ) da; - 7 ( z ) d x j . 

Thus, omitting the routine algebra, 

lim„_„ = + Σ s« ! SjJ A*. 

.Similarly, from equation (6.7), 

lim„_« Ν Cov(T^,y - Ts.i ' - ßs.i·) = - A \ 

Hence using Theorem 6.1, we obtain the desired result. 
Denoting m\(TN,j — μΝ<,)/A by W¡, it now follows that the random vector 

W — ( W\ , · · • , Wc) has a limiting normal distribution with zero mean vector 
and with co variance matrix whose (j, / ) th term is 

[ ν - ( a , ·« , · · ) */Σ « ] . 

We now make the analysis of variance transformation 
c c 

50 = Σ e]'Wi' where = s,·/Σ 5· 
t ' - l ί-1 

r 
51 = Σ ati.Wi. ; i = 1, 2 , · · · , c - 1 
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where the a's are chosen to make the transformation orthogonal. It follows that 
Σ ί - i W2, is asymptotically chi-square with c — 1 degrees of freedom. 

Now recalling that 

Wt = W Ì [ 2 V , · - M J M ( * ) ] M 

and letting 

i'i = - μ* AO)]/A 

we write £ as £ — Σ<«ι ( W< + r¿)2 and this has the same limiting distribution as 
£* = Σί=ι ( Wi + r*)2 where r* = lim».,« r, reduces to 

r* = lim,— {Σ λα F (χ + ^ p ^ ) } ~ Α. 

We assume that the above limit exists and is finite. Noting that Σ ί - ι = 0 
and Σ ί - ι sîr? = 0. it follows from a theorem of Mann and Wald [20] that 

THEOREM 7.3. Suppose that for all i, lim„-œ rrii/n = S¿ exists and is positive. 
Then under the hypothesis Ηζ , if for any real numbers t\, · • · , tc, 

lim.— m\ { έ λ< ( * + - J{F(x)} J / A 

exists and is finite, then for η —> <χ>, the limiting distribution of the statistic £ is 
Xl-\(\L(H^) ) where \L(Hn ) is the noncentrality parameter given by 

(7.8) 
\£(HP

n) = ± [ l i n u - m) £ [ / { t λα F (χ + 

- J { F ( s ) } j ] dF(x)J/A2. 

REMARK. If the function J is such that J(u) = u, then from ( 7 . 8 ) , letting 
m¡ = n-Sj, we obtain for \£{H„) the expression 

[ 1 2 / ( ¿ s}j J ¿ Sj ^Σ Sa lim„^oo fx v η* 

which is the noncentrality parameter λ"(Ηζ) of the Kruskal-Wallis Η test. 
(See Andrews [1], p. 726.) 

In many situations, the noncentrality parameter X£ can be computed easily 
with the aid of the following lemma which, though stated in a form appropriate 
to our purpose, is due to Hodges and Lehmann [11]. 

LEMMA 7.2 (Hodges-Lehmann). If 
(i) F is a continuous cumulative distribution function, differentiable in each of 

the open intervals ( — <»,αι), (αι,βΐ). · • · , (α«-ι , ο,), (α,, » ) and the derivative 
of F is bounded in each of these intervals and 
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(ii) the function (d/dx)J[F(x)] is bounded, as χ —» ±« then 

(7.9) 
lim»^. ηi J_+J I~J Χα F (χ + ^ ρ ^ ) } - - / { T O } ] dF(x) 

= ( l / Σ * ) Σ sa(ea - 9j) [+J ¿ J{F(x)} dF(x). 

The proof of this lemma follows by the methods used in Section 3 and 4 of 
Hodges-Lehmann (1961). 

In case the conditions of Lemma 7.2 are satisfied, then 

(7.10) \£(HÏ) = Σ Sa(0a - ΘΫ (jT° A J{F(x))f(x) dxj ! A2 

where 
c / e 

(7.11) 9 = Σ ί α « . / Σ « . 
a—I / a-1 

and A2 is defined in (7.2). 

8. Asymptotic relative effciency. The concept of asymptotic relative efficiency 
of one test with respect to another is due to Pitman. An exposition of his work, 
together with some extensions is presented by Noether [23a]. 

THEOREM 8 .1 .If mi — η-Si and if the distribution function F is such that 

( 1 ) lim,,-.« n1 £ | V (x + - F(x) J dF(x) 

£ [• r { ( 7 s s ) t s°F h 
exists 

(2) 

- J[F(x)} ]<*TO / . 
exists then the asymptotic relative efficiency of the H test with respect to an arbitrary 
£ test for testing the hypothesis H0 against Η ζ is given by 

C / C . + 0 0 

12 Σ sa λ Σ s» lim«-.« / η* 
a =1 (.i-1 J-x 

• [ V ( r + - TO] dF(x)|2 A2 

( É Si)2 Σ Sa ( l i m , . . £ »* [ j | ( l ¡ ± S j ) ± 

•s. F (χ + ^ ^ r ^ ) } - /{TO}] dF(x)J 

The proof of the above theorem follows by taking the ratio of the two non-
centrality factors after the alternatives have been equated. The details are 

( 8 . 1 ) e £ l J B ( T O ) = 
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omitted since similar consideràtions have been given in several other papers, e.g., 
Andrews [1], Hannan [9]. 

COROLLARY 8.1. If in addition to the hypotheses of Theorem 8.1, the hypotheses 
of Lemma 7.2 are satisfied, then 

(8.2) ei,£(F(x)) = 12 A2 f(x) dx f £ ± {J[F{x)\}f{x) dxj 

where f is the density of F. 
Here e%,£ does not depend upon c, α, β, and is a function of F only. 
It may be remarked that (8.2) agrees with the results found by Chernoff-

Savage [2] and Hodges-Lehmann [11] for the two-sample case, and hence the 
results of this paper as well as those of [2] apply directly to the c-sample problem. 

The asymptotic relative efficiency of the classical 5 test with respect to an 
arbitrary £ test is contained in the following 

THEOREM 8 . 2 . I f 

(i) for all i, lim„̂ .oo mx(n)/n = s, exists and is positive, 
(ii) the distribution function F(x) satisfies the assumptions of Lemma 7.2, and 

(iii) J*" χ dF(x) - χ d F ( x = σ2 

exists, then, the asymptotic relative efficiency of the classical 3 test with respect to an 
arbitrary £ test for testing the hypothesis H0 against Ηζ is 

(8.3) 4AF(x)) = £ (l / £ dF(x)J. 

PROOF . The ÍF statistic is defined as 
1 0 / t c mi 

ff = Σ mÁXi. - Χ) 2 / w 1 — Σ Σ (Xu - Χ.·)2 
c — 1 ,=i / Ν — c ι 

where X<. = Σ7- ι Xi jmx and X — Σ ; - ι Σΐ^ι Xn/N. It has been shown by 
Andrews [1] that under the hypothesis Η η , this has a limiting noncentral chi-
square distribution with c — 1 degrees of freedom and noncentrality parameter 
\*{Hn) given by 

( 8 . 5 ) X f f ( //£ ) = Σ « < [ ( * . - - À )/ * ] 1 . 
»=1 

Now proceeding by standard arguments, the proof follows. 
In particular, when J — Φ-1, where Φ is the standard cumulative normal dis-

tribution function having the density φ, 

(8.β) u n , » . . > ( £ 

which is known to be the asymptotic efficiency of the two sample normal scores 
test with respect to the student's ¿-test and is always è 1. When Fix) is a normal 
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distribution function, this is 1. See in this connection Chernoff-Savage [2] and 
Hodges-Lehmann [11], 

9. Acknowledgment. I wish to express my sincere thanks to Professor Erich 
L. Lehmann for proposing this investigation and for the generous help and guid-
ance during its progress. I also wish to express my appreciation to the referee 
for his suggestions. 

APPENDIX 
10. Higher order terms. Before we prove that the C terms of Lemma 5.1 

are uniformly of higher order, we state the following elementary results which 
are used repeatedly. (Also in this connection see Chernoff and Savage [2].) 

1 0 A . Elementary results. 
1. H ê \<F(i) è λ 0 F ( i ) ] i = 1, · • · , c. 

2. 1 - Fw g ( 1 - H)/\{ á ( 1 - H)/\o. » = 1, · · · , c. 
3. F ( i \ 1 - F< 0) ^ H( 1 - H ) / \ \ ^ H{ 1 - H ) / \ l ; i = 1, · · · , c. 
4. dH è λ, dF(i) â λ0 dF(i) ; i = 1, · · • , c. 
5. Let (aN , bN) be the interval SN, where 

(10.1) Sy. = \x:H( 1 — H ) > v.\0/N}, 

when η, can be chosen independent of FU) and λ< ; i = 1, · · • , c, such that 

(10.2) P{Xn ε Ss. ; i = 1, · · · , c; j = 1, · · · , mt\ è 1 - e. 

lOB. Detailed consideration of the C-terms of Lemma 5.1. First, let us consider 

CiK = λ, f [SÜÍ(x) ~ F u \ x ) ] j ' [ H ( x ) } d[Sm}(x) - Fu\x)]; 
J» <H< 1 

i = 1, · · · , j - + ι, · · · , C 

= U C t ë + Cft']; » = 1 , · · · 

(10.3) 

where 

C& = f [«£?(*) - F l i \ x ) ] j ' [ H ( x ) ) d[Smj(x) - F u \ x ) h 
(10.4) jbk. 

i = 1 , • · • ,c;i j , 

and 

= f lSL\Hx) - F w ( x ) ] j ' [ H ( x ) ] d[S%(x) - FU)(x)]; 
(10.5) J*x. 

i = 1, · · · , c; i ψέ j . 

First note that 

(10.6) E(ClÍÍ) = E[E{C[$ I X f l , · • · , X i m i ) \ = 0;» = 1, · · · ,c ; t * j . 
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Next, 

ICÌÌÌT = 2 f f [Si7(x) - Fli)(x)][S%(y) - Fw(y)]j'[H(x)]j'[H(y)] JJx,yca¡fi,x<y 

•d[Sm-(x) - F("(x)) dlS^(y) - Fa)(y)} 

+ —Í [Sm?(x) - ^»(xWmx)]]* dSm-(x) ; i = 1, · · · , c; i * j. mi Jicsfit 

Therefore, 

E(Ctt)2 = E[E{(Cttf \Xñ, · · · , X,m¡}} 

2 f f F( i)(x)[l - F( i)(y)] 
J Jχ.υε8*τ .i<u TrtiTflj JJx,yeSst 

•j'[H(x)]j'[H(y)] dFu,(x) dFU)(y) 

+ m 

(10.7) 

— [ F(i)(x)[ 1 - F(i\x)]{j'[H(x)}}2dFU)(x)·, ,· rrij J;eSNt 
i = 1, · · · , c; i 9* j 

è §2 f f H(x)[l - H(y)][H(x)( 1 - Η(χ))Γ«ί+< 

•[H(y){ 1 - H(y))Tw+l dH(x) dH(y) 

+ ff(x)l 1 - #(*)][#(*)( 1 - fl(x)r3+w dH(x) 

Γ = 0 ( ΐ ΐ ) ' [ K h i S e n e r Í C ] · 

Hence from (10.6) and (10.7), we obtain, using Markoff inequality, 

(10.8) IC&I = op(JV~(i)). 

We now consider . Let Hy = H{aN), = H(bN). Then from (10.1) 
Hi = 1 — H2 < K/N. With probability greater than 1 — e, there are no ob-
servations in S//. and 

< f F ( i , (x) | j ' [ f f (x) ] | dFu\x) 
h 

+ f (1 - F'-'OfOI/K*)]! dFli\x)· 

< κ r HdH 4- f1 ( i ~ H ) d H 
= k [H( 1 - #)]«>-* L, [H( 1 - //)]<*>-« 

í K ^ H - ^ d H í K ^ . 

'Η, 
(10.9) 
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Hence 

(10.10) ICft'l = ορ(Ν-φ); i = 1, • • • , c; i * j. 

Consequently, 

(10.11) Cm = + = ο,(ΛΠ(*>); i = 1, · · · , c; i * j. 

The proof of C¡χ = op(iV~"<!1) follows by first showing that 

CJN = — 5Λ;[(7ΙΐΛΓ + CL2N — CL3AR] 

where 

(a) C „ „ = / " [SHjix) - F{i\x)fj"[H{x)]dH{x), 
JSN, 

( b ) C 1 2 „ = [ [S^(x) - FU)(x)]2J"[H(x)]dH(x), 

( c ) C , 3 * = — f J'[H(x)]dS(Jj(x) 
rtij J ' 

and then showing that each CIKN is op(N~(i>) ; k = 1, 2, 3. The proofs of the 
above statement are omitted since they are essentially contained in the work of 
Chernoff and Savage [2], 

Next consider 

Cc+ι,ΛΓ = I I H M - H(x)fj"lOHAx) + ( 1 - θ)Η(χ)] ds^ix), 

0 < θ < 1. 

With probability > 1 — «, the interval IN can be replaced by <SW, without chang-
ing Cc+i.jv · Furthermore since 

Sup„w>0| H(x)/HN(x)\ = 0 , ( 1 ) 

and 

SupffJV<1|[l - H(x)]/[1 - H„(x)}\ = 0 , ( 1 ) , 

for each e > 0, there exists an η* > 0 such that with probability greater than 
1 — e, we have for {ζ: 0 < H K { x ) < 1}, 

[ΘΗΜ + (1 - 0 ) f í (x ) ] [ l - {ΘΗΜ + (1 - θ)Η(χ))} > η*Η(χ)[ 1 - //(χ)]. 

Then 

|cc+1JV| ^ K(v*yiì)+icaN 

where 

C„* = f [ H M - H(X)]2{H(X)[ 1 - H(x)))-{i1+s dS(J](x) 
JSN, 
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and 

E(CAN) = E[E(CAN I XJL , ' · ' , -X>M,)] 

= Τ τ ί t x f ( " ( l - F('})[H( 1 - # ) r ( , m dFU)(x) Jy Sfift 1=1 

+ i - f ( 1 _ F ( i ) ) ( 1 - 2 f , 0 ) ) [ t f ( l - # ) Γ ( , , + < 

Λ"2 •'SAT, 

[H(l - H)]-(i)+s dH + ξ - f [H(l - Η)ΓΦ+> dH 
Ν JsK_ Ν2 Ja». 

= ffiiì+s • 

Consequently Cc+\,N = OP 

The negligibility of CC+I,/F and CC+Ì,N follows from Assumptions 2 and 3 of 
Lemma 5.1 and the proof of the negligibility of CC+A.N proceeds in the same 
manner as given by Chernoff and Savage for the term Cm and therefore is not 
given here. 
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ON THE ESTIMATION OF CONTRASTS IN LINEAR 
MODELS 
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1. Summary. In linear models with several observations per cell, a class of 
estimates of all contrasts are defined in terms of rank test statistics such as the 
Wilcoxon or normal scores statistic, which extend the results of Hodges and 
Lehmann (1963) and Lehmann (1963). The asymptotic efficiency of these esti-
mates relative to the standard least squares estimates, as the number of observa-
tions in each cell gets large, is shown to be the same as the Pitman efficiency of 
the rank tests on which they are based to the corresponding ¿-tests. 

2. A Class of Estimates of Contrasts. Let the observable random variables 
be Xia , and suppose they are of the form 

(2.1) Xia = ξί + Uia (a = 1, · · • , mi ; i = 1, · · · , c) 

where the variables [/,·„ are independently distributed with common distribution 
F having density / , and the £'s are unknown constants. Denote by X,· the vector 
( X n , · · · , Ximi) and suppose that the Hodges-Lehmann statistic h [(3.1) of 
[4]] is calculated for every pair of samples, there being c(c — l ) / 2 pairs in all. 
We shall write h i } ( X i , X,) for the value obtained from the ith and j t h samples 
(i, j = 1, · · · , c; i τ̂  j). Thus we have 

(2.2) h i j i X i , X¡) = Σ ϋ ι ^ · ! ^ ] , 

where Si < · • · < Smj denote the ranks of X n , · · · , X j m j in the combined ¿th 
and yth samples, and where F(1) < · · · < F(mi+mj ') denote an ordered sample of 
size (rrii + m¡) from a distribution1^. Let 

Δ,* = s u p { A t j \ h i j ( X i , X j - An) > μ } , 
(2.3) 

Ai i = i n f { A i j i h i j i X i , X j — Δ ϋ ) < μ\, 

where μ is the point of symmetry of the distribution of h i , ( X { , X,·) when An = 0 
i.e. when ξ,· = . I t was shown in [4] that the estimate A»y = (Δ* + Δ** ) /2 of 
ξ» — ij has more robust efficiency than the classical estimate Τ a = Xi. - Xi. , 
where X¿. = X j j m j . 

Since the estimates Δ,·,· are incompatible in the sense that they do not satisfy 
the linear relations satisfied by the differences they estimate [see Lehmann 
[5], [6]], Lehmann proposed the adjusted estimates Ζ a of the type 

(2.4) Ζ a = Δ,·. - Aj. 
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where 

(2.5) Δ,-. = Z i - i Δ,-y/c. 

(For a short cut method of computing Δ,·,·, the reader is referred to [4], p. 602.) 
Then for any contrast Σ c,-£¿ with Σ c< = 0, which can also be written in the 

form 

(2.6) θ = EU Σί-i dijiti - ξ.) 

the estimate 

(2.7) θ = Σ?=ι E U dala = Σ ? - ι Σ ί - α <*«(&· - Δ,·.) 

is proposed. 

3. Asymptotic distribution and efficiency. The asymptotic distribution of 
the adjusted estimates Za is given by the following theorem, where the sample 
sizes TOi are assumed to tend to infinity in such a way that m, = pi-N, Ν —» » 
and i = 1, · · · , c. 

T h e o r e m 3.1. 

(i) The joint distribution of (V ι , · · · , Fc_i) where 

(3.1) Vi = ΛΓ*[Δί0 - (ξ,· - &)] 

is asymptotically normal with zero mean and covariance matrix 

Var (Vi) = (11 Pi + l/Pc)A2/B2, 
( 3 ' 2 ) Cov (Vi, Vj) = A*/(pc>B2) 

where 

(3.3) A2 = SlJ\x) dx - ( J ì / ( x ) d x f , J = Φ"1 

(3.4) Β = $j'[F(x)]f\x)dx. 
Here the density f of F is assumed to satisfy the regularity condition*of Lemma 7.2 
of [8]. 

(ii) For any i and j, 

(3.5) N%j~ N\Aic - Âjc), 

where ~ indicates that the difference of the two sides tend to zero in probability. 
(iii) The difference N*(Za — Δ^·) tends to zero in probability for all i, j. 
The proof of (i) rests on the following lemma. 
Lemma 1. Suppose that the variables Χ,·α have the distribution specified in connec-

tion with (2.1) with fixed F but a sequence of means 

satisfying 

(3.6) - ξ™ = —üí/NK 
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Let hij(Xi, Xj) be defined as in (2.2) with Φ satisfying the assumptions of 
Theorem 1 of [1], then the variables (Wi, · · · , We-1) given by 

(3.7) Wi = N\hic/mc - Mie] i = 1, · · · , c - 1 

have a joint asymptotic normal distribution as Ν —> <χ>, with zero mean and co-
variance matrix 

Var (W{) = A2
Pi/(Pi + Pc)Pc, 

(3.8) 
Cov (Wi, Wj) = A pipj/pc(pi + Pc)(Pi + Pc) 

and 

Pu = f J Γ F(x) + Fix + α,·/ΛΓ*)1 dF(x). 
J L W I + mc mi + mc J 

The proof of this lemma is given in the appendix. 
P R O O F O F T H E O R E M 3 . 1 . ( i ) B y 9 . 1 o f [4] , 

lim - (£< - ξ,)] g o, for all i\ 

= lim PN{N\(\/mc)hic - α] g 0 for all ¿J 

where a ~ ¡ J[F(x)} dF(x) and PN indicates that the probability is computed 
for a sequence of means satisfying (3.6). Furthermore since by Lemma 7.2 of [8] 

flic a) —• —ajipi/(pi + pc) as Ν —> , it follows that 

lim ΡίΛΓ^Δ,, _ (fc _ &)] ^ a, for all i\ 

= lim PN{N\(\/mc)hic - μ1£] á alBpl/(p¡ + Pc) for all i). 

By Lemma 1, this is equal to Q(ax, · · · , ac~i) where Q is the (c — 1 ) dimen-
sional multivariate normal distribution with zero mean and covariance matrix 
(3.2). 

Parts (ii) and (iii) of the theorem follow by Lemma 2 of Lehmann (1963). 
The proof of the following theorem exactly parallels Lehmann's argument, 

see for example Theorem 3 of [6], and is therefore omitted. 
T H E O R E M 3 . 2 . The asymptotic efficiency of the estimate θ — 

of θ = y, Li Σ5=ι dr,(£, — £,·) relative to the estimate Σ$=ι di,{Xt. — Xj.) 
is 

(3.9) e = SB2 /A2 , 

where σ = Var (X,„), and where A2 and B2 are given by (3.3) and (3.4) respec-
tively. 

In particular when J = Φ -1 , where Φ is the standard normal cumulative distri-
bution function having the density φ then (3.9) is the same as the Pitman efficiency 
of the normal scores test relative to the t-test [cf. 1]. 

4. Appendix. 

Proof of Lemma 1. Let Fm¡ (χ) be the cdf (cumulative distribution function) 
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of m, observations Χα , · · · , X, m ¡ of which the population cdf is Fi{x) = 
F(x — £,·). Denote mic = m,; + mc and \ic = mc/mic ; i = 1, · · · , c — 1. 
Define Hmic{x) = \icFmc(x) + ( 1 - \ic)Fmi(x) a n d Hic(x) = \icFc(x) + 
(1 — }^iC)Fi(x). Then [cf. Chernoff-Savage (1958)] we can write 

( 4 . 1 ) Ttc = hic/mc = A ( < c ) + BÌX1 + + Σί_ι 

where 

( 4 . 2 ) AHc) = jj[Hic(x)]dFc(x), 

( 4 . 3 ) B&e) = fJ[Hic(x)]d{Fmc(x) - Fe(x)], 

( 4 . 4 ) B&c) = J [Hmic(x) - Hic{x))j'[Hic(x)) dFc(x) 

and the C-terms are all opN~\ 
T h e difference N\Tic - Aiic) ) - Ν\ΒΫ/' + B¡Í,c) ) tends to zero in probability 

and so, by a well-known theorem ([2], p. 299) the vectors (Wi, · · · , Wc~i) and 
( Z i , • • • , Z c - i ) where Z¡ = N^Bl l ? ' + Bìnc) ) possess the same limiting distribu-
tion. Thus to prove the lemma it suffices to show that for any real δ, ; i = 
1, · · · , € — 1, not all zero, Σ ^ - ΐ has normal distribution in the limit. Now 
proceeding as in [1] or [8], we find 

Σϊ=ίδ<Ζ< = - Σ ' - 1 [ Μ ( 1 - Χ , Ο Μ ί Σ ^ - ι ¡BUXJ - EBUXÒ}] 
(4 δ) 

+ Σ ί ΐ δί(1 - BUXc«) - EBjC(Xc)\, 

where 

( 4 . 6 ) BUx) = fîuJ'lHUvïïdFiiy), 

( 4 . 7 ) Btc(x) = &tJ'[HUv)]dFe(y) 

and Xio is such that Hic(x0) = 
The above summations involve independent samples of identically distributed 

random variables having finite first two moments. Hence Σ » = ί àiZ, when properly 
normalized has normal distribution in the limit. The proof follows. 

The covariance matrix (3 .8) is obtained by taking limits of Ν Var (B{lNcl + 
B&c)) and Ν Cov + B&\ Bgc) + B&c)) as Ν - > ». 
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SOME DISTRIBUTION-FREE ¿-SAMPLE RANK 
TESTS OF HOMOGENEITY AGAINST ORDERED 
ALTERNATIVES* 

MADAN L. PURI 

1. Introduction and Summary 

A problem which occurs frequently in statistical analysis is that of deciding 
whether several samples should be regarded as coming from the same population. 
This problem, usually referred to as the ¿-sample problem, when expressed 
formally is stated as follows: Let Xu , j = I, • * · , mt, i = 1, · · ·, k, be a set of 
independent random variables and let Ft(x) be the probability distribution 
function of . The set of admissible hypotheses designates that each Ft belongs 
to some class of distribution functions Ω. The hypothesis to be tested, say H 0 , 
»[Kcifies that F{ is an element of Ω, for each t, and that furthermore 

(1.1) F^x) = · · · = = Fk(x) for all real * . 

The class of alternatives to H0 is considered to consist of all sets (Fi(x), * * *, 
Ft(x)) which belong to Ω but which violate (1·1)< This is the most general form 
of the alternative and is the basis of most of the existing work in the non-para-
metric theory. Reference to prior work on this problem and some of the recent 
work may be found in Dwass [7], Kruskal-Wallis [12], Mood [15], Terpestra 
120], and the author [16]. 

However, in some problems, it is possible to be more precise in the specifi-
cation of the alternative. When this is the case, it is advantageous to make use 
of this extra information to obtain more powerful tests. Thus instead of the 
unrestricted form of the alternative mentioned above, we shall consider in this 
paper the ordered alternatives 

(1.2) F t(x) * - - £ F k ( x ) 

(at least one inequality being strong). 
For the case k = 2, the situation is met by using the single-tail test but for 

* > 2 the distinction between one- and two-tail tests is lost. The present work 
n«ay therefore be regarded as generalizations of some of the single-tail non-para-
metric tests. 

* This work representa results obtained under Sloan Foundation grant for statistics and under 
L'.S. Navy Contract Nonr-285(38). Reproduction in whole or in part is permitted for any purpose 
of the United Sutes Government. 
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This problem has many applications in social sciences. Jonckheere [11], for 
example, has mentioned an experiment to test the effect of stress on the task of 
manual dexterity. Here data would be obtained from groups of subjects working 
under high, medium, low, and minimal stress; the null hypothesis being that 
stress has no effect on performance, and the alternative that increasing stress 
produces an increasing effect. Armitage [1] discussed a similar problem in 
connection with 2 X i contingency tables and found the applications in the 
medical field. 

A few tests of parametric nature have been developed for this problem by 
Bartholomew [2], Chacko [5], Kudo [13], among others (see Bartholomew [3] 
for references). In non-parametric theory, attempts to meet the jneed for a test 
against ordered alternatives have only been made very recently. Jonckheere [11] 
discussed the one-way analysis of variance and proposed a distribution-free test 
which may be considered the most direct predecessor of the tests presented in 
this paper. Chacko [5] proposed another test similar to the one proposed by 
Kruskal and Wallis [12] for the unrestricted alternatives and studied its asymptotic 
Pitman efficiency against translation alternatives. In the present paper, we 
propose and develop a family V of rank tests for the equality of k probability 
distributions against the ordered alternatives. Limiting distributions of the 
proposed test statistics are derived, following the methods used in Chemoff and 
Savage [6] and the author [4], [16]. These results are used to derive general 
formulas for the asymptotic efficiencies of these tests with respect to one another 
and their parametric competitor, viz. the test based on the Student statistic. 
In some of the cases where the asymptotic efficiency cannot be used to compare 
the tests, the asymptotic power comparisons are made in an attempt to select the 
best test. 

2. The Proposed Family of Tests 

k 

The over-all sample consists of Ν s® mt independent random variables 
»-1 

X{j , i = \, · • ·, k, j = I, • · • , m(, where the first subscript refers to the sub-
sample and the second subscript indexes observations within a sub-sample. 
Under the null hypothesis, all the X's have the same continuous but unknown 
c.d.f. (cumulative distribution function) F(x). 

Denote by Xf the vector (Xit, · · ·, Xim) and consider all the samples in 
pairs, there being k{k — l)/2 pairs in all. Let = 1 if the v-th smallest 
observation from the combined i-th and _/-th samples is an Xf observation and, 
otherwise, let ξ[' ·η = 0. Let = — 1, if the v-th smallest observation from 
the combined i-th and j'-th samples is an X¡ observation and, otherwise, let 
»?<<·» = 0. 

Denote 

(2.1) ^ - r g ' + Tg». 
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where 

(2.2) 

and 

(2.3) 

where the ν = 1, · · · , m, + m¡) ; i <j} are constants satisfying certain 
restrictions to be stated below. Then we propose to consider the test statistics of 
the form 

(2.4) V = Σ «< »A< 
f - l i-i.+ l 

for testing the null hypothesis against the alternative of ordered cumulative 
distribution functions. 

Relationship to other tests. The Κ test presented here is a simple extension 
to several groups, of a class of procedures, which have been frequently recom-
mended for the problem of deciding whether two samples come from the same 
population. For example, when E'v,n = v/(m, + m,), the test described above 
coincides with the Jonckheere test [11] which is a direct generalization of the 
one-sided Wilcoxon test discussed in detail by Mann and Whitney [14]. When 
k = 2 and E[i n is the expected value of the A-th order statistic of a sample of 
size (m¡ + m¡) from the standard normal distribution function, then the V test is 
the same as the one-tail normal scores test (which is asymptotically equivalent 
to the Van der Waerden test) discussed in detail by Hoeffding [10], Terry [19], 
Chernoff and Savage [6], Hodges and Lehmann [9], and the author [16]. When 
k — 2 and ¿sj'" is the expected value of the v-th order statistic of a sample of 
size (m( + m,) from the exponential distribution, then the V test reduces to the 
I. R. Savage test [18]. 

3. Assumptions and Notations 

Let X., , · · · , Xlm be the ordered observations of a random sample from a 
k 

population with continuous c.d.f. F¡(x). Let Ν =* 2 m · a nd suppose that the m, 

tend to infinity in such a way that m, = ρ, · Ν, Ν-*• αο. Write m(J = m, + mi . 
1-et Fm¡(x) be the sample c.d.f. of mi observations X,. Then 

Wlj + Uli 
m.rj;' = 2 

F-l 

Irtf + BI/ 

r - 1 
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is the combined sample c.d.f. of the i-th and j-th samples. The combined popu-
lation c.d.f. of the t'-th and j-th samples is 

" « W - —f<{*) + Z r - m · 
mif mit 

Then the following representation of h(¡ is equivalent to (2.1) : 

( 3 .1 ) hif - j * y i n i l ) [ H n i , ( x ) ] d(Fmi(x) - Fm>(x)) , 

where 

4»„>[Wm « ] - K , J t > * " = 1 . · · · . « « » « <j** ' . · · · > * · 

While the function J (mil ) need be defined only at 1 , · · · , m(J/m(J, we may 
extend its domain of definitions to (0, 1 ] by letting it be constant on (v/m0 , 
(r + 1 )/mw]. Furthermore, we make the following assumptions:1 

ASSUMPTION 1. lim 7 V ( « ) = J(u) exists for 0 < u < 1 and is not a constant. 
s—» 

ASSUMPTION 2. 

/ [4m,„["„,,(*)] - W m J * ) l ] dFmt(x) » . , ( l l V J f ) « 

where 
Imti - { * : 0 < HmJx) < 1} , ( i , j ) - 1, · · · , λ , » < j . 

AMUMPTION 3. 7.v ( l ) - ο(ΛΓ»/»). 

AMUMPTION 4. μ<"(«)| - \d«>Jjdu<'>\ ¿ ff[«(l - u)]*-*'*-', ì - 0, 1, 2, for 
tome Κ and tome d > 0. 

4. Asymptotic Normality 

We shall prove the following theorem. 

THEOREM 4.1. Under Assumptions 1 -4 , 

(«) to '["-"(^f ) 3<] = 
where 

(4.2) /i.v = Σ Σ « ν * Γ f * " . / [ « « ( * ) ] ^ M -
I< ) LJ—« J-00 J 

1 These assumptions are analogous to those of Chernoff and Savage [6], to which paper the 
reader is also referred to for general background. 

1 If {Jf,} is a sequence of random variables and {/, } a sequence of positive numbers, we write 
Xm κ o,(/„) if XJf, - » 0 in probability, or equivalently, if for each t > 0 there is a sequence 
A f . t - 0 s u c h that /><|*.| > A/./. } < I - c. 
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and 

u « - Σ Σ PÌPiao + Σ Σ Σ Σ ρ ^ Ρ τ Ρ , ^ ο . » . 1*·^ i<¿ « i ; r<« 

ff* and aij Tt being given by (4.12) and (4.13), respectively. 

The proof of this theorem rests on the following lemma. 

LEMMA 4 . 1 . Under Assumptions 1 - 4 , the matrix with elements Λ Γ 1 / 2 ( Α Ι ) · — μ0), 
where 

( 4 4 ) μ„ - Γ " . / [ / / „ ( * ) ] dFt(x) - f +
 " j [ / / M ( * ) ] dF,{x) , 

J — OO J — 00 

Aar a limiting normal distribution with zero mean and covariance matrix given by (4.12) 
and (4.13). 

Proof of Lemma 4.1 : We can rewrite htj (cf. [16]) as 

Α « - Γ " * r ^ W ^ W ^ t o J — oo J — oc 
( 4 ·5 ) 

- μα + Bm i l + Σ C*«,, + Σ , 
I - 1 JT-1 

where 

(4.6) μ„ - Ρ " /[//„(*)] d(Ft(x) - F¿x)) , 
J — m 

Bm„ - f+<° J[Hti«] d{Fmi{x) - Fx(x)) 
J — oo 

Γ " [ "„„ (*) - /*«(*)]. / ' ["«(*)] 
J — 00 

J — X 

- P " M . , / * ) - / /„(*)] · / ' [ / /„(*)] . 
J — 00 

and the C-terms are ail ορ(ΛΓ-Ι/2) (cf. [16]). The difference Nl/*(h{¡ - -
Λ'!/2β tends to zero in probability and so the matrices with elements Ni/2(ha — μί}) 
and Nll2Bm.. possess the same limiting distribution if they have one at all. Thus, 
to prove this lemma, it suffices to show that for any real δα , i < j = 1, · · · , k, 
not all zero, N1'* J Σ &ijBm has the normal distribution in the limit. Now 

+ 
(4.7) 
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Bm f t , after omitting straightforward but tedious computations, can be rewritten 
as 

(4.8) 

where 

Bm„ - -¡- Σ I W i . ) - M M ) } 

m, r . l 

ml »-1 
(4 .9) B¿x) » j*J'[H<>(j)] àF*{y) 

and 

(4.10) *·(*) - [ ' J ' i H M dF,<j) 
J** 

with x0 determined somewhat arbitrarily, say by Hti(xc) *» J; E represents the 
expectation and X¡ has the Ft distribution. The rest of the proof follows by 
standard arguments, see for example Bhuchongkul and Puri [4]. 

To compute the variance-covariance matrix of Bmff, we note from (4.8) that 
Bmi¡ can be rewritten as 

Bmil - Γ " β , ( * ) d[Fni(x) - F((x)] - í + m B f ( x ) 4Fm<(x) - *,(*)] 
J — OD J — go 

(4.11) - - J_+V«.W - Ft{x)]J'[H^x)\ dFf(x) 

+ [?*,(*) - FÁWÍHiÁ*)} àFt[x). 

Since the two samples are independent and EBmu • 0, we have 

of, - Vâr (BmJ m * {J_+V*,(*) - F¿x)VlHt¿*)i ^ w ) " 

+ E [ J _ + V m > ) - FMV'lHui*)] ¿ w } ' · 
This gives (after omitting the routine computations) 

^ β
 mt i f F , w t l - d?i(y) 

— 00 <*<»<oo 

1 J J Ff(x)[ι - ^ ( ^ μ ' ^ ^ μ ' ^ ί ^ ] ¿f,(*) ¿ f / j O 

m i 
(4.12) —<«<»<« 

+ 
«i — «o <*<»<« 

Note that the application of Fubini's theorem permits the interchange of integral 
and expectation. 
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Similarly, 

<W. = Gov (Bm¡¡, BmJ 

» 0 if i, j, r, s are distinct, 

= mt í ÍÍ F'W[I ~ dFM 

+ J J F . t . r l t l - F . W l / ^ W l J ' ^ W l á ^ W . / F ^ ) ! 
— ®<ir<*<ix> J if ι = r, j jt s , 

- FiiyWiHuWW^y)] dFM dFr(y) 

(4.13) 

// — 0 O < X < J I < 0 O 

+ J J FiU)[1 - FiWVHiAxmH^y)·] dF,(x) dFT{y) 
— 00 < y < z < oo 

if * Ψ6 r> j = * , 

L — o o < x < i r < o o 

+ J J ^ ( J ' ) t i - F . w j / ^ w j / ^ o i i ^ w ^ w j 
— 0 0 < 1 T < Z < 0 0 J 

m¡ í JJ 
L — <=o < z < 

+ J J 
— oo < j r < z < oo 

if i s, j — r . 

We have now proved that the set of random variables {jV1/2(A,·,· — , ι <_;'} 
is asymptotically normally distributed. Consequently, the matrix with elements 
{N'^^Uij , i < j } , where C/,·, = τη,τη^Λ,, — μ ι7), has a limiting normal distribution. 
The theorem follows. 

if » = s, j jír , 

*·>(*) [1 - dF{(X) dF,(y) 
r < y < a > 

5. Asymptotic Distribution Under Translation 
Alternatives and Efficiency 

In this section, we shall concern ourselves with a sequence of admissible 
alternative hypothesis Hy which specifies that, for each i = 1, · · · , k, F,(x) = 
H * + e j V Ñ ) , with F e Ω but not specified further, and not all the 0's being 
equal. 
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THEOREM 5.1. For each index N, assume that m¡ — Pi ·• N, with p¡ a positive 
integer and that the hypothesis is true. Let hif be defined as in (3.1) with the function J 
satisfying the assumptions of Lemma 7.2 of [ 16]. Then the matrix with elements {Ν~3/2υ^ , 
i </}, where Uit = m.m^A.j — μ{ί), has a joint asymptotic normal distribution with 
zero mean and convariance matrix 

Var (N~*'>Uit) = pipt(pi + ρ JA' , 
= 0 if 

= PiPiP,A* if 

= pipiPA9 if 

= -PiPsPrA* if 

— -piPiP.A2 if 

(5.1) Cov (N~3l2U(i, N-**Ur,) 

,j, r, s are distinct, 

j 9* * , 
J — s , 

=» s> j f^r, 

s, j 
where 

(5.2) A* = J1 J*(x) dx - ^ J* J{x) dxj 

= — if i 

This theorem is an immediate consequence of Theorem 4.1 and the fact that 
under the assumptions of Lemma 7.2 of [16], 

= 0 if i, j, r, s are distinct, 

A* 
Pi 
A* 
Pi 
_ 

Pi 
_ A* 

Pi 

lim Naii<t y—00 

r, J Ψ* s, 

y «' s* r, j « s, 

if i = s, j 96 r, 

if i jt s, j — r, 

and 
lim Noi = Ο/Ρ, + 1/ρ,Μ'· 

ΛΓ-»οο 
Furthermore, since under the regularity assumptions 

ΛΓ"ν„(0) - μα(0)) - (β, - et)j{dJ[F(x)yJx}dF(x) , 
we conclude 

THEOREM 5.2. For each index Ν assume that mt = ρ{· N, with p¡ a positive 
integer, and that the hypothesis is true. Then the statistic N-2ltV has a limiting distri-
bution with mean 

Σ Σ PiPiWi - «<) f \dJ[F{x)Vdx} dF{x) 
i<l J 
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uhere Á* is gwm by (5.2). Here the function J is assumed to satisfy the regularity 
conditions of Lemma 7.2 of [16]. 

We are now in a position to make targe sample comparison between different 
members of the V test and their normal theory competitor based on Student's 
statistic. We shall adopt a method developed by Pitman [15a] who defined the 
relative asymptotic efficiency of two sequences of tests as the limiting inverse 
ratio of sample sizes necessary to achieve the same power against the same 
sequences of alternatives at the same significance level. 

THEOREM 5.3. The asymptotic efficiency of the V test relative tó the normal theory 
test based on the statistic 

Τ ~ Σ Σ mimj(Xi- — X¡·) , ><j m( 
where Xt. = £ X\Jmi> 

χ — 1 

(5.3) er,T(F) = ^JdJ[F(x)]ldx} dF(x)J , 

where <J> «= Var (Xie). 

Proof: Let Tu = X(. - and ΝιΙ*(Τ^ - - £,·)). Then the 
variables {V¡it i <_/} have an asymptotic normal distribution with zero mean 
and covariance matrix 

Var(V'{) = a*(itPi + l/Pi), 

Gov (V'iUn) 

SSS o 

_ σ* 
Ρ* 
a* 
Pi 

Pi 
σ* 
Pi 

if i,j, r> J are distinct, 

if «' « r, j s , 

if i j í f , j = s , 

iî i = s, j yé r, 

if i s, j = τ. 

Hence Ν 3 l i Τ has a limiting normal distribution with zero mean and variance 
•»fter omitting the details of computation) equal to 
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Now proceeding-by the standard arguments, see for example Puri [17] and 
Chernoff-Savage [6], the result follows. 

The relative efficiency of the V test relative to the Τ test is the same as found 
by Chernoff-Savage [6] for the corresponding procedures in the two-sample 
problem, and shown by the author [16] to be valid also for the multi-sample 
problem (unrestricted alternatives). 

Special cases, (i) let J be the inverse of the rectangular distribution on 
(0, 1), then the V test reduces to the rank-sum V(R) test, better known as the 
Jonckheere test [11]. The efficiency (5.3) then is equal to 12σ2(//2(*) dx)2. 

3 
This is known to satisfy ey(R) T(F) g 0.864 for all F; ev(RK1,{F) = - ~ 0.955 

ν 
when F is nopnal, and i F ( ß ) r ( F ) > 1 for many non-normal distributions. (For 
the Gamma distribution with parameter p — 1, ep{R) T(F) = 3.) 

(ii) Let J = Φ - 1 , where Φ is the standard normal distribution function. 
The V test reduces to the normal scores Κ(Φ) test. The efficiency then is 
known to satisfy ty^)tj>{F) ^ 1 for all F and ί Κ ( φ ì t T ( F ) = 1 if and only if F is 
normal. 

Thus from the asymptotic efficiency point of view both the V(R) and Κ(Φ) 
tests can appear to be advantageous compared with Τ test unless one can be 
reasonably sure of the absence of gross errors and other departures from normality. 
(For the asymptotic efficiency comparison of the rank-sum to the normal scot rs 
procedure, see Hodges and Lehmann [9].) 

In [2], under the assumptions of normality, Bartholomew derived the likelihood 
ratio statistic Ez relevant to the problem treated in this paper. Chacko [51 
extended thç work of Bartholomew and showed that the £ 2 statistic has the 
limiting non-central chi-square distribution as Ν o o . Asymptotic relative 
efficiency cannot líe used to compare the V and Ei tests because of the fact that 
the forms of their limiting distributions are different. For the same reason, it is 
hot possible to find the asymptotic relative efficiency of the Fand IF tests. However, 
sortie light can be thrown on the question of the choice between the V, Ez and & 
tests by making large sample power comparisons. Some numerical results for 
Κ(Φ), V(R), & and & are given in Table 1. Some of the figures for £ 2 and if 
have already been giv^n by Bartholomew [2] but they are reproduced here foT 
ease of comparison. It must be borne in mind that they are asymptotic results 
and that they involve the assumotions of normality. Furthermore, it is a y s u r w d 

that the sample sizes m( are all equal. Two configurations of ô's are considered and 
the power in each case is expressed as a function of 

k 
where 0 j r BJk. 
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TABLE 1.' The asymptotic power comparisons of Κ(Φ), V(R), E2 and / 
when θ ι £ ea > · · · > ek. 

Δ 

Q 1 2 3 4 
Κ(Φ) .050 .258 .637 .911 .991 

.050 .218 .532 .829 .965 
V(R) .050 .252 .622 .901 .988 

.050 .212 .519 .814 .959 
E* .050 .239 .594 .885 .980 

.050 .221 .569 .872 .983 
& .050 0.130 0.402 0.776 .959 
V(<t>) .050 .258 .637 .911 .991 

.050 .192 .460 .749 .926 
V{R) i 050 0.252 0.622 0.901 0.988 

.050 .187 .448 .734 .917 
& .050 .239 .594 .885 .980 

.050 .202 .531 .849 .978 
Ρ 0.050 0.115 0.350 0.710 0.945 
VW .050 .258 .637 .911 .991 VW 

.050 .142 .311 .532 .744 
V(R) .050 .252 .622 .901 .988 V(R) 

.050 .140 .303 .519 .730 
& .050 — — — — 

.050 .191 .456 .800 .973 
f .050 0.090 0.249 0.535 0.853 
Κ(Φ) .050 .258 .637 .911 .991 Κ(Φ) 

.050 .121 .258 .417 .606 
V{R) .050 .252 .622 .901 .988 V{R) 

.050 .120 .240 .406 .592 
E> .050 — — — — — 

.050 .0178 .423 .766 .963 
* 0.050 0.080 0.205 0.466 0.776 

(1) B'm equally spaced. Let θ<_1 - 0, = A*, i = 2, · • ·, k, then 0, - 0, = 
. » < j. The asymptotic power of the V(R) test (cf. Theorem 5.2) 

;» then 

- 4) ß(V(R)) - 1 - Φ[λβ - Δ λ / 3 Η , 

•»nd the asymptotic power of the Γ(Φ) test is given by (cf. Theorem 5.2) 

'••5) - 1 - Φ [λ . - Δ ] . 

Here 

«nd A. is the upper 100a ·/· point of Φ(* ) . 

' The upper figure of each pair corresponds to equal spacing of the 0's and the lower figure to 
cue when all but one of the 0's are equal. 
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(II) Θ, > 0, = · · · = 0 t . The asymptotic powers of the F(Ä) and F(<J>) testi 
in this case are given by 

(5.6) Λ κ ( Λ ) ) - 1 - φ [ λ . - δ 7 | 7 Ϊ Τ Ϊ . 

and 

(5.7) ß ( v m - 1 - φ[λΛ - Δ ^ / Ι Ι Ι ] . 

It is clear that, unless A = 2, both the V(R) and Ι/(Φ) tests are more powerful 
in detecting a given Δ when the means are equally spaced than when all but 
one are equal. Furthermore, in the latter case the power of the V(R) test as well 
as that of the Κ(Φ) test decreases as k increases. 

The following conclusions may be drawn from these results. 
(i) The Κ(Φ), F(Ä) and ¿T2 tests are always to be preferred to the classical 

& test which assumes no prior information regarding the 0's. 
(ii) The powers of the Κ(Φ), V(R) and £" tests for the case when all but one 

of the Ö's are equal, are lower than the powers of the corresponding tests for the 
case when the 0's are equally spaced. 

(iii) The Γ(Φ) test is superior to the V(R) and E* tests when the 0's are 
equally spaced; it is also superior to the V{R) test but inferior to the £* test 
when all but one of the 0's are equal. 
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Preface. The results of Part I and Part I I I were obtained by the second author 
(cf. Puri (1962)) and those of Part I and Part I I by the first author by following 
different methods (cf. Mehra (1963)). The authors wish to express their sincere 
thanks to Professors Erich L. Lehmann, Jaroslav Häjek and Edward Paulson 
for very helpful suggestions and criticisms. 

PART I 
1.1. Introduction and summary. Consider Κ treatments in an experiment 

which yields paired observations, namely { Χ α , Χ μ ) , I = 1, · · · , N^ ; 

1 á i < j á Κ, obtained by Να independent paired comparisons for each pair 
( i , j) of treatments and assume that Ν a difference scores Zi*'fí = Xu — Χ μ , 

1 = 1 , · · · , Nij , have a common continuous cdf (cumulative distribution func-
tion) Π,·;·(ζ). This is the situation, for example, if in the analysis of an incomplete 
blocks experiment with each block of size two, one makes the assumption of 
additivity in the usual analysis of variance model. Then for testing the 
hypothesis 

Ho : Π<y(z) + Π«( - ζ ) = 1 and Π«(«) = Π^ ' (β) 

for any two pairs (i, j) and (i', j') [which states that each of the distributions 
Π χ of the differences Ζ m = Xu — Χμ , 1 = 1 , · · · , Να , is symmetric with respect 
to the origin, and furthermore all distributions are identical] some rank tests 
based on the generalizations of the one-sample Chernoff-Savage-Hájek type tests 
(cf. [9] and [3]) are proposed, their limiting distributions are derived, and their 
efficiency properties with respect to one another and some of their competitors, 
viz. the Bradley-Terry test [1], the Durbin test [6] and the classical F test are 
studied. (For alternative formulations of the null hypothesis, and the study of 
the special case of the generalization of the one-sample Wilcoxon test, the reader 
is referred to [16].) 

Let {JN.ÌC ; K = 1, · · · , Ν], be a double sequence of numbers satisfying certain 
conditions to be stated below (Section 2) and let be the rank of |Ζι*'Λ\, 
when the Ν = Σ Ϊ = ι Σ ί χ ^ « absolute values of the observed differences 
\Zi(*'3)\, I = 1 , 2 , · · · , N i j , 1 5Ξ i < j ^ K , are arranged in the ascending order of 
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magnitude in a combined ranking. Define 

(1.1) TN
(I'FÍ = + Ό)-Sign ζ ," ·* , 

where JN(u) is a step function defined over (0, 1) taking constant values JN,k 
over the interval ((k — 1 )/N, k/N], i.e., JN(u) = JN,k = J(k/N + 1) for 
k - L/N < u g k / N . (Note that TN

(ÍJ> = -Tn
u,í)); τΝ

(ι·'} is also expressible as 

( 1 . 2 ) TN
(i,j) — r t j + η , 

where 
+ τ * - _ ν 1 * τ „** Tij — «/N,kßij,k , Tij — ¿^k=lJN,kd<ij,k, 

with a*j,k = 1 ( a * * k = —1) if the kth smallest absolute Ζ in the combined rank-
ing corresponds to a positive (negative) Zi(t,i), I = 1, 2, · · · , Ν a, otherwise 
a*i,k = 0 ( a * * k = 0). Consider now, for testing the hypothesis Η0, the statistics 
of the form 

(1.3) l n = Σ?=ι { Σ * « Í T ^ / N l j ) ¡ ' / ( Ν - 1 ΣΓ-1 J l k ) K , 

with the test consisting in rejecting Ho at level a if LN exceeds a predetermined 
number cN<a where PBa[LN è = a· The limit distributions of these statistics 
as Ν —* » , under H0 and "contiguous" translation alternatives, are derived in 
Part I under two sets of sufficient conditions—under (a) the assumptions of 
Hájek [9] and (b) under those of Chernoff and Savage [3] (Section 2). This enables 
us to determine (Section 3) the asymptotic (Pitman) efficiency of any two sta-
tistics belonging to this class relative to each other and, for that matter, relative 
to any other competing statistic for which the limit distribution is of the same 
form e.g., Bradley-Terry statistic, the classical ^-statistic and the class of statis-
tics Ln* described by (1.4). 

I t turns out, however, that given any statistic belonging to this family, the 
statistic constructed in exactly the same manner but with ταγ(,'λ now based on 
separate-rankings of the absolute Z's for each pair ( i, j ) (1 ^ i < j ^ K ) is, in the 
Pitman sense, as efficient as the given statistic. This latter family of statistics is 
represented by 

(1.4) L„* = ¿ u 

where d2
Nii = , and 

r P i J i = Z U i J ^ ^ R t ^ / ' / i N ^ + 1)) -sign Zi (< , ' \ 

being the rank of |Ζ/*'Λ | when the Nti absolute values \Zt
(iJ)\, 

I = 1, 2, · · · , Nij, are ranked separately for each pair (i, j) (1 ^ i < j ^ K). 
The form of the hypothesis H0 suggests that it is the "joint-ranking" procedure 
which is more appropriate. However, if we apply the Pitman criterion, the 
question as to which of the two procedures—the joint-ranking or the separate-
rankings—is preferable remains unresolved. This question is partially investi-
gated in Part I I by considering the local "asymptotic" efficiency as the number of 
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treatments tends to infinity. The results obtained suggest, that for testing against 
shift in location, a "joint-ranking" statistic LN is preferable to its counterpart 
LN* based on "separate rankings" except for alternatives for which the Durbin-
statistic is relatively Pitman-efficient than the given statistic LN. It is also shown 
that for testing against a specified alternative, the "best" rank-order statistic (in 
the sense of local power) is the one based on the joint ranking procedure. 

Part I I I contains the proof of the asymptotic joint-normality, as Ν °o, of 
the variables (1 ^ i < j ¿ Κ) under fixed alternatives from which then 
one can easily derive the limit distribution of L for "contiguous" translation 
alternatives. 

1.2. Limit distributions. Consider the problem of testing H0 against the alterna-
tives of shift in location. To investigate the asymptotic efficiency of any LN or 
Ln* (or ^-statistic), we obtain in this section their limit distributions, assuming a 
sequence KN (defined below) of translation alternatives which approach Η0, as 
Ν oo, viz., 

(2.1) KN : Π „(ζ) = Π (ζ + μ„ΛΓ-*) for each pair (i,j), (1 g i < j £ K ) , 

where Π(χ) is a continuous cdf satisfying the symmetry condition Π(ζ) 
+ Π( —ζ) = 1 and μ,y are certain constants, not all zero and satisfying 
μι, = —μα . Consider now the following two sets of sufficient conditions: 

Hâjek conditions: 
Ωι : Assume the existence of a function J(u) defined over (0, 1) such that 

(i) j\J2{u)du < oo, (ii) limjy-.oo Jo {</*(•«) — J(u)\2du = 0. 

Ω2 : Π(2) possesses a differentiable density π(ζ) such that the function 

* ( « ) = - / ^ - ' ( ( l + ω)/2)]/π[Π-1((1 + u)/2)], 0 < u < 1, 

satisfies Jo^2(w) du < 00. 
Chernoff-Savage type conditions: We introduce some notation. Let 

c = K(K — l)/2 denote the number of all possible pairs and label them 
a = 1,2, · · · , c. Let ma , na be the number of positive and negative Z(a)'s (then 
ma , na are random but ma + na = Na is non-random). Let F+{a>(x)(F~{a){x)) 
stand for the conditional distributions of the \Z(a)\ given Z(a> > 0 (Z(a> < 0) and 
Ft,a(x)(F~Jx) ) the sample cdf's of the absolute values of the positive (nega-
tive) Z(a)'s. Further let λα = ma/N, μα = nJN. 

( 2 . 2 ) Hn(x) = Σ,'α-ι \KFt.(x) + ßaFna(x)] 

and 

(2.2a) H(x) = E U [KF+M(x) + μα^ (α ,(ο;)] 

and denote by Ω3 and Ω4 the conditions 
Ω3 : (i) J(u) = limAT-oo Jx(u) exists for 0 < u < 1 and is not constant; 

(ii) J i j v [ΜΗ„(Ζ)) - J(Hn(x))] dFÍa(x) = oP(N^), 
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$IN[J»(Hn{X)) - J(HN{x))]dF~a{x) = oP{N^), 

where IN = { x : 0 < HN{x) < 1}. 
(iii) Jy( 1) = o(N*) 

(iv) |J(«)| ^ <[«(1 -

μ ( 0(Μ)| = YÎJ/du^ ^ f[u(l - w ) p + s , 
for i = 1 ,2, for some t and δ > 0. 

Ω4 : (i) The distribution Π(ζ) admits a unimodal density π(ζ) which is 
bounded in the neighbourhood of the origin, 

(ii) J'[YL{X)]TT(X) is bounded. 
Let Χί2(δ2) stand for the non-central x2-variable with t degrees of freedom and 

the non-centrality parameter δ2; and let %t stand for the corresponding central 
%2-variable. We now state 

T H E O R E M 2.1. Assume for each Ν the truth of KN and that either (a) the conditions 
(Ωι, Ω2) or (b) the conditions (Ω3, Ω4) are satisfied. Assume further thai 
Pi, = lim^oo {Να/Ν} exists and is positive for each pair (i, j ) (1 | i < j ^ i f ) . 
Then the statistic LN is distributed in the limit, as Ν —» oo, as α χ*_ι(δ2) variable 
with 

(2.3) 52 = (B/K) ZU { Σ Α « (p\ißn)ì2 

where 

(2.4) Β = ( J J j ( w ) ^ ( w ) duf/(¡\j\u) du) 

under (Ωι, Ω2) and 

(2.4a) Β = 16( /?7 ' (2Π(«) - \){τ{χ)}2 dxf/{¡\j\u) du) 

under (Ω3, Ω4). 
It is easily verified that when both the conditions (Ωι, Ω2) and (Ω», Ω4) are 

satisfied, the two expressions for Β above coincide. This holds for most situations 
of applicational interest (Section 3). 

For the special case when μα = 0, — 0y where not all 0's are equal and Ν a = η 
for each pair (i, j), the non-centrality parameter (2.3) takes the form 

(2.5) 52 = ( 2 B / ( K - 1)) Σ?=ι (θ* - θ)2 

where θ = Σ?=ι Θτ/Κ. 
The proof of part (a) is based on the following two lemmas, the first of which 

is an extension of the main theorem of Hájek, based on the notion of "contiguity." 
This lemma, which enables us to conclude the joint-normality of the variables 
Tryr(,,3) (1 S i < j is K) under (Ωι, Ω2), is also needed for the results of Part II . 
The proof of part (b) is based on the more general Theorem 3.1 of Part I I I . 

The statement of Lemma 2.1 concerns a slightly more general model described 
below: Let (ΖΛ · · · ZvNy), 1 ^ D < w, be a sequence of random vectors, where 
N, —> oo as ν —> » and Z's are independent, and denote by R,k the rank of \Zyk\ as 
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the totality of \Z\'s are ranked in ascending order of magnitude. Further, let 

(2.6) S, = Z f - i dykJy(Ryk/(Ny + 1) ) -sign Zyk 

where dyk , 1 ^ k ^ N,, are certain constants satisfying 

(2.7) lim^oo {(maxiS*gAr„ d\k)/( Σ?=ι d\k)) = 0, 

and assume that 

(2.8) P[Z,t g ζ/β, σ] = Π ( ( ζ - /SCrt)A), 

where Π ( ζ ) is as defined in (2.1), — oo < β < oo, σ > 0, are unknown param-
eters and cyk are again certain constants satisfying the condition (2.7) with d's 
replaced by c's and 

(2.8a) sup, ( Σ & ά ) < «>. 

Let £(Y„/Py) —• N(a„, by) denote that the distribution of b„~l( Yv — a„) con-
verges, as ν —» oo, to iV(0, 1) distribution. 

LEMMA 2.1. Suppose that the conditions (ΩΧ, Ω2) are satisfied. Then under the 
model (2.8), the statistic (2.6) satisfies £(Sy) —> N(IJ„, ty) where 

(2.9) ι/, = (0/σ)( Jo1 J(uW(u) du) · Σ & ι dykcyk , 

I? = (J5 J2(w) du) 

PHOOF. Consider a particular distribution Π and let Q, and Py stand for the 
probability distributions under β = βο, σ = σ0 and β = 0, σ = σο respectively. 
The proof below is simply a reconstruction of certain essential steps in Hájek's 
proof. Let T, denote 

Τ, = Σ^ι dyaJ[T(\Yyk\)] sign 

where Yyk = (Zyk - 0O)/σο and T(x) = 2Π(χ) - 1, if χ > 0, and T(x) = 0 
otherwise. Then, as in [9], one obtains that if after proper normalization, one 
of the limit exists, 

(2.10) l i n w i W Q ) = l i n w „ £ ( 7 V Q ) . 

To apply Lemma 4.2 of [9] we have to show now that £ ( T„, L„/P,) converges 
to some bivariate normal distribution. The equation (2.10) and part ( i i i ) of 
Lemma 4.2 [9] would then give the result forthwith. For this it suffices, on account 
of the arguments of Section 7 of Wald-Wolfowitz [24], to prove the asymptotic 
normality of an arbitrary linear combination of Τ„ and Ly, where L, is as defined 
by (4.16) of [9], viz., 

(2.11) μ,Γ, + Μ ^ ν 

From equation (5.21) of [9] we know that P„ — lim,-«, {Lv + (y2dy2/2) 

- 7<S„*} = 0, where y = (βο/σο), d, is defined by (7.6) of [9], and S* = 
— Y^k-i Cyic{v (Yyk)/ir(Y,h)}, so that (2.11) is asymptotically equivalent in dis-
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tribution, after proper normalization, to the statistic 

(2 .12 ) Σ & ι ( r u + r2k) - W d* 

where rlk = μχ dvkJ{ T{ |F„*|)}-sign Zyk and r2k = — n-iCrky· {π'( Y„k)/ir( F„*)|. It 
is easy to see that the variance σ„2 of (2.12) is given (since the summands rik and 
r2k have zero expectations under Pv) by 

σ„2 = mi \ j U \ u ) du) d l + μ ^ , ί Ι Α η ) du) Σ £ ι ώ 

+ 2μιμ2τ(/ο J(u)i¡/(u) du) Σ"=ι c,k d,k . 

We may assume that σ„2 is bounded away from zero (for otherwise the result 
trivially holds). 

Letting now IA denote the indicator function of the set A, we have for every 
e > 0 

<r„~2 Σ*=ι E{I[iTllc+T2k)^r](rlk + r2kf J ^ σ„-2 Σ)Γ=ι 

(2.13) + σ„ 2 + σν 2 Σ * ^ ^{^tlrui gi«»,]r2*} 

+ σ„ 2 Σ ^ ι E{Iurìk\^tc,ìr\k\ 

where each summation on the right of (2.13) converges to zero on account of 
conditions Ωι(1), Ω2, (2.7) and (2.8). Thus the Lindeberg-Feller condition is 
satisfied, which establishes the asymptotic normality of (2.11) ; and the proof is 
complete. 

L E M M A 2 . 2 . Under the conditions of Theorem 2 . 1 with either ( a ) ( Ω Ι , Ω 2 ) or 

( b ) ( Ω 3 , Ω 4 ) , the c = K(K - l ) / 2 random variables \τΝ
(ι·" / Ν \ } \ , { 1 G i < j G Κ ) , 

are distributed in the limit, as Ν —» <χ> ,as independent N{ij(,",>, A2) variables, where 

A = [JJ J \ u ) du]h and 

(2.14) v
( i J ) = pij μ i j ( f 1

0 J ( u ) ψ ( u ) du) under (ΩΧ , Ω 2 ) , 

= á p t ^ i j i f t J'[21l(x) - l]ir(x) d U ( x ) ) under ( Ω 3 , Ω 4 ) . 

P R O O F . The proof of part (a) of this lemma is based on Lemma 2.1, and that 
of part (b) is given in Part III. Under a labelling a = 1, 2, · · · , c of the 
c = K(K - l ) / 2 pairs (i, j ) (1 ^ i < j ^ K), the statistic (2.6) can be ex-
pressed in the present context as 

(2.15) S s = E u ΣΓ=1 dXXr K (Bi ï \ / {N + 1) ) -sign Z , M 

= Σ ? - 1 Σ , » · I Σ ? ϋ d i ï P J v i R ^ P / i N + 1) ) -sign Z i i J ) \ . 

For a given pair (i, j), the statistic Τν
(ι,3)/Ν* is obtained from (2.15) by setting 

d^'i1 = N~\ I = 1, 2, · · · , Να , and all other d's equal to zero. The condition 
(2.7) for this choice of d's is satisfied, so that by Lemma 2.1 £ ( r K

( l , l i / N i j ) 
—*N(iA2) under KN . Furthermore, a similar argument shows that any arbi-
trary linear combination of {Tn

{',3)/N\¡, 1 ^ i < j ^ K\ has normal distribution 
in the limit. The proof follows. 
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PR O O F OF TH E O R E M 2 .1. It follows from Lemma 2 . 1 that the variables 

i = 1, 2, · · · , Κ, have in the limit a multivariate normal distribution N( 0, Λ) 
where Λ = || δα> — l/K ||. Now making the analysis of variance transformation 

Uo = 
Vi = Σ ? ' = ι AÌVWK.V , i = 1 , 2 , · · · , Κ - 1, 

where A's are chosen to make the transformation orthogonal and proceeding 
exactly as in [18], the proof follows. 

The following theorem concerns the limiting distribution of the separate-
rankings statistic LN* defined by (1.4). 

THEOREM 2.2. Under the assumptions of Theorem 2 .1 , the statistic LN* is dis-
tributed in the limit, as Ν —»• <», as α χ£_ι(δ2) variable with δ2 given by (2.3). 

PROOF . Similar to that of Theorem 2.1. 

From Theorems 2.1 and 2.2 it follows by letting μ,-y = 0 for all pairs (i, j) 
that Ζ/λr and LN* are asymptotically distributed, under H0 as χ^-ι variables. 
This provides a large sample approximation to the critical points cN,a and 

1.3. Asymptotic efficiency. In this section we consider some interesting special 
cases of the statistics LN and LN* and discuss their asymptotic efficiencies rela-
tive to each other and the 5-test. If we now let 

(i) J(u) = u, 0 < u < 1, then LN reduces to the rank-sum 
version of LN discussed in [16]. 

(ii) J(u) = x~l(u), where χ is the cdf of the chi-distribution 
(3.1) with one degree of freedom, we get the multi-sample ana-

logues of the Fisher-Yates-Fraser and Van der Waerden 
tests of symmetry respectively. 

(iii) If we let J(u) = constant, LN(LN*) reduces to the Durbin-
statistic. 

Let these statistics be denoted by WN , LN, ι , LN, 2 and DK respectively. Simi-
larly one obtains the counterparts of the above statistics from LN*. Let these be 
denoted by the corresponding starred letters. 

Now it is well known [10] that in the situations we are considering the asymp-
totic efficiency of one test relative to the other is equal to the ratio of their non-
centrality parameters. Hence we have (e.g. when μ^ = 0, — θ¡ and Ν α — η) 
the efficiencies of LN,\, LNI-¿ , WN , DN and íF-statistics as follows: 

ELì,5 = E^s = an\Slx-\u)t(u) du]2 

( 3 . 2 ) = σ π 2 [ / " „ τ ( χ ) dx/φΐΦ-'(Π(Χ))]]2; 

ELlîW = ELÌ,W = [ J - M T 2 ( : r ) ώ / ψ [ φ - 1 ( Π ( χ ) ] ] 2 / 1 2 [ / - „ τ Γ 2 ( χ ) dxf 

ELi,d = ELI,D = [ / ϋ « π 2 ( χ ) ώ Μ φ - 1 ( Π ( χ ) ) ] ] 2 / 4 χ 2 ( 0 ) . 
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TABLE 1 

Distribution ELl EW.LI Eli.D 

Normal 1 3/π ~ .955 χ/2 ~ 1.571 
Uniform 00 0 00 
Double exponential 4/x ~ 1.273 3π/8 ~ 1.18 2/π ~ .637 

Table 1 gives the efficiency comparisons for different densities of the Li test, the 
W test, the D test and the ΰ test. 

For distributions Π(χ) which are not covered under the conditions Ω2, one 
may define 

£ * , β 2 ( Π ) = l i m ^ o - E ^ C n , ) , 

if it exists, to be the asymptotic efficiency of Si relative to S2, where Π„ denotes 
the convolution of Π(ζ) with N(0, σ2). For Π»(ζ) the condition Ω2 is satisfied. 
This covers the case, for example, of uniform distribution over [—θ, Θ}. It is 
also interesting to observe that if the form of Π(ζ) is specified, one can be letting 
J(u) = ιp(u) obtain from the family hN (or LN*) a statistic which is most 
(Pitman) efficient for the given distribution Π(ζ)—for example, by letting 

J(u) = X_1(w) if Π(ζ) is normal; 

(3.3) J{u) = u if Π(2) is logistic; 

J(u) = constant if Π(2) is double exponential. 

Finally, we observe on account of Theorems 2.1 and 2.2 that EL,¿. = 1. 
D I S C U S S I O N . On account of the last remark above, the question ofpreference 

between the joint-ranking and separate-ranking procedures remains unresolved. 
It is worth observing that the Pitman efficiency, although satisfactory in most 
situations, is a rather narrow criterion for comparing the expected performance 
of two tests, being just a limiting number which compares only their local asymp-
totic powers as the number of observations tends to infinity. A more compre-
hensive definition of asymptotic efficiency is discussed by Hodges and Lehmann 
[11]; but such a comprehensive comparison is often too difficult to carry out in 
more complex situations. The considerations of Part II, however, based on a 
comparison of the "asymptotic" efficiencies of the statistics LN and LN* as the 
number of treatments is allowed to increase, do throw some light on this question. 

PART II 
I H . Local "asymptotic" efficiency. In view of the result that the joint-ranking 

statistic Ljf and the separate-ranking statistic LN* are equally efficient in the 
Pitman sense (1.3), the question of the relative merits of these two statistics 
remains undecided. This part is devoted to an investigation of this question. 
For reasons stated in the last paragraph of Part I, however, we shall attemDt to 
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throw some light on this question by a comparison only of their local "asymp-
totic" powers, as K, the number of treatments, is allowed to increase indefi-
nitely. 

I t is shown below that if the number of comparisons JV<y( = n) is kept fixed for 
each pair (i, j), but instead Κ tends to infinity, both the statistic LN and the 
statistic LN*, after proper normalization, converge in distribution to the N{0, 1) 
variable. This enables us to compare their local "asymptotic" powers for each 
fixed N. We observe that (since Ν = n ( f ) ) as Κ —» » , {Ä^} again provides a 
sequence of translation alternatives approaching H0. Let E{ • ) and σ2( · ) stand 
in the sequel for the expectation and the variance, respectively, with any sub-
scripts indicating the conditions under which these quantities are obtained. 
We need the following : 

Lemma 1.1. Let χ2 = χ2(ΑΓ) denote the non-central chi-square variable with 

r d f and the non-centrality parameter AT, and assume that Ar = o(r), as r —> » . 

Then, asr » , £([Xr
2 - Ε(χ2)]Αr(Xr

2)) N(0, 1). ^ 

P r o o f . The density of X r 2 is given by ΡΑγ{Χ) = Σ"-οΡ*(ΔΓ)/,·+2*(ζ)) where 
Pk(Ar) = (Ar/2)k exp { — ( Δ Γ / 2 } / k \ and /r+2jt(x) is the probability density of 
the central xT+2k variable, so that the characteristic function of [Xr2 — Ε ( χ 2 ) ] / 

σ(χΓ2) is given by 

f ( t ) = exp { - i t i r + Ar)(2r + 4Δ,)" 1) Σ * % Ρ*(Δ,)(1 ~2it(2r + 4ΔΓΠΤ<Γ/2+*> 

~ { ( 1 — it{2/r)*)~Tl2 e x p ( —it(r/2)i)} 

•exp ( - ¿ ( Δ , ( 2 γ Γ * ) Σ ? = Θ Ρ * ( Δ , ) ( 1 - it(2/r){)~k 

= {(1 - t i ( 2 / r ) i ) - " , e x p ( - t ì ( r / 2 ) i ) } 

• exp { — 1 + ä ( 2 / r y ) + |ΔΓ(1 - i 'i(2/r)5)"1} 

where the first term converges to exp { — ¿2/2} and the second to unity, as r —> » , 
on account of the condition ΔΓ = o(r) ; the proof is complete. 

Remark . In the statement of Lemma 1.1 above we may replace E( X r 2 ) and 
σ(χ2) by r + Δ, and (2r + Ar)1 respectively. 

Theorem 1.1. Assume, for each index N, the truth of KN with μα = 0¿ — θ, 

(where not all θ's are equal) and Ν a = η for all pairs ( i , j ) ( l ύ ι < j ύ K ) . 

Further, assume that 

(1.1) sup* / Τ 2 Σ > < ; (OÍ - e¡)2 < » . 

Then under the conditions Ωι and Ω2 of Part I , £ ( L N ) —» JV(η , 2(K — 1 ) ) as 

Κ — » , where 

(1.2) η = (Κ — 1) + δκ2, 

with δκ given by (2.5) of Part I . 
P r o o f . Let the C = K(K - l ) / 2 pairs (i, j ) (1 á i < j á Κ) be labelled 

a = 1, 2, · • • , C (as in the proof of Lemma 2.2 of Part I ) in some convenient 
manner, where if a corresponds to the pair ( i, j), μα = μ,y = 0¿ — 0,· . Then, the 
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Ν = n K ( K — 1)/2 Cjv's defined for each Ν and a by 

c„,a.l = μ*/Ν* = (θi - θ/)/Ν\ 

I = 1, 2, •·• , η, satisfy the condition (2.7) I , as Κ —* oo (and consequently 
Ν oo ). This is easily seen by observing that, for the above cw's, the left hand 
side of (2.7)1 reduces to 

(1.3) lim^oo {maxi¿i<yáJr (θ,· - θ ^ 2 / η Σ « i (θί — θ i f ) 

g {A/n) l im i - « , {πΐΆΧι^κ (θ{ - θ)2/ΚΣΐ= ι (θ> ~ Ö)2} = 0, 

where θ = Σ ? - ι Θί/Κ. The last inequality follows since (0¿ — θ/)2 = 
Κ Σ f = i ( 0 ¿ - θ)2. On account of (1.1)11 and (1.3)11, the conditions (2.7)1 
and (2.8a) I are satisfied, so that by applying Lemma 2.1 of Part I one obtains 
the asymptotic normality, after proper normalization, of any statistic of the 
type (2.15)1 (or (2.6)1) for which (2.7)1 is satisfied. Consider now any arbitrary 
linear combination of the variables νΝ(τ) = V , i = 1 ,2 , · · • , Κ; 

viz., 

Su = Σ ?= ι λ ί^ν ' ' ' = Σ£= ι ( 

= Σ ί - ι Σι>ί ( λ · — 

(using Viν1''''1 = — y.v° ' l ) ) , where not all X's are equal and zero values are per-
missible. The statistic Su is obtainable from (2.15)1 by letting for each 
i = 1, 2, · · · , Κ, ds.'f = \i — \j for j > i and I = 1, 2, · · · , n. With the above 
choice of d's the left hand side of (2.7)1 takes the form 

limK_,co {maxigicyg* (Xi — λ,·)2/« Σ « ; (λ,· — X,)2¡ 

which equals zero by the same arguments as used in (1.3)11. Accordingly, by 
applying Lemma 2.1 of Part I and using, for any K , however large, the same 
arguments as in Section 7 of Wald and Wolfowitz [24], it follows that, for suf-
ficiently large K, the variables (nK)~^{ V N ( l ) — m ( , ) j, i = 1, 2, · • • , Κ, where 
m ( , ) = { — (2 ι ι γ (θ ί — θγ{ JJ J(u)t(u) du)}, are approximately jointly normally 
distributed with mean vector zero and the covariance matrix $ = || δα> — (1 /K || 
·( Jo«/2(w) du). Arguments similar to those used in the proof of Theorem 2.1 of 
Part I , coupled with an application of Lemma 1.1 above and Theorem 5 of Mann 
and Wald [24] gives the result forthwith ; and the proof is complete. 

A similar result also holds for the statistic LN* defined by ( 1.4)1: 
T H E O R E M 1.2. Assume, for each index N, the truth of KN with Μ Ν = 0¿ — θ, 

and Να = η for all pairs (i, j ) ( 1 ^ i < j tè Κ ) . Then, under the conditions of 

Theorem 1.1, £(LN*) ~*N( η, 2 (Κ - 1 )),asK^> oo, where 

(1.4) η = ( Κ - 1) + (δ**2/η<42) 

with δκ*2 and dn2 are given by ( 1 . 8 ) 1 1 and ( 1 . 9 ) 1 1 respectively. 

PROOF. The proof of this theorem can be accomplished by using the central 
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limit theorem for random vectors, Lemma 1.1 and arguments similar to those 
used in the proof of Theorem 1.1 above. 

Theorems 1.1 and 1.2 can be used to compare the local powers of the two sta-
tistics LN and LN*, as Κ —» °o. Let θ = (0i, 02 , • • · , θκ) and let {IN*} and {l$a\ 
be two sequences of numbers determined such that lim^«, iVJZw > ¿y«] = 
limjv-,οο Pn0[Lff* > ¿ία] = OÍ- The local powers of the statistics LN and LN* under 
KN at level a, are given respectively by 

ßdn, α, Θ) = PkN[Ln > lyJi ~ 1 - Φ { ( l H a - , ) / ( 2 ( Κ - 1 ) ) * } , 

β»(η,α,θ) = PKN\LK* > & J ~ 1 - Φ{{l%* - , ' ) / ( 2 ( Κ - l ) ) 1 } , 

for sufficiently large K, on account of Theorems 1.1 and 1.2 above, where Φ(ζ) 
represents the standard normal cdf, φ(χ) the corresponding density and the 
symbol ~ denotes that the ratio of the two sides tends to one, as Κ —* <χ>. 
Accordingly, from Theorem 1.1 above it follows that 

( 1 . 5 ) ßL(n, α; θ) ~ α + 2*{ ( / J J{u)t{u) du)2/( ¡\j\u) du) } 

·1Τ»Σ?-Ι(Β< - Θ)2·Φ(ΙΑ) 

for sufficiently large K, where ta is the upper a point of N{ 0, 1 ) distribution. To 
obtain a similar expression for ßL.(η, α, θ), set 

(1.6) α."·Λ = limbec N1EKn{ ; 

then following the above reasoning again we obtain 

( 1 . 7 ) β An, oc, θ) ~ α + (δκ*2/η ά2)φ(Ια) 

where 

(1 .8) δ / 2 = ( 2 V * 1 ) Σ ί - α { (AJIJ)/K)}\ 

and 

(1.9) d j = σΙ,(νη*{<·3)) = Z U A * , 

Jn.k = Jn(k/(n + 1)) , k = 1, 2, · · · , n, being the scores on which the definition 
of the function ξη(ω), 0 < u < 1, is based. From (1.5) and (1.7), it follows that 
for large Κ the local power for shift alternatives ßL(n, α, Θ) will tend to be larger 
than ßf{N, α, Θ) if and only if 

eL?l· = lime-^KfaCn, α, θ) - a)(ßL*(n, α, θ) - a)"1} 

(1.10) = lim*-.« {( Jo J (u)if>(u) du)2/{$U\u) du)} Σ ? ι (*.· ~ ~ΘΫ 

•[Σ?-ι Œ * i ( a n ( i J ) / K ) \ 2 / n d n 2 r 

is larger than unity. The expression e ¿"i,· may be called the local ("asymptotic") 
efficiency of LN and LN*, as Κ ° o , and may be used to throw some light on the 
question of comparison of LN and LN*. It may be pointed out, however, that for 
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the ratio e ï % a meaningful interpretation as in the case of Pitman's formula 
cannot be given. 

II.2. The explicit evaluation of e^X*. We shall derive in this section an 
explicit expression for the local "asymptotic" efficiency ein)

L. by evaluating 

α*(ί'Λ = l im^M N*EK„{ ./„(Ä^/VC» + 1)) sign Z ^ ] 

= l i m ^ JV»EiU(nl/(fc - 1 ) ! ( » - k) \)Jn, J J [Ty^ix)}^1 

• [1 - T„iiJ)(x)}n~k d[Tl(x - (θ< - Θ;)Ν~*) - U(x + {di - θι)Ν~*)\ 

where T y ( i J \ x ) = Π(χ - (0< - 0;)i\T*) - Π ( - χ - (0< - 0ί)ΛΓ*), if a; è 0 
and Τ ^ · 3 \ χ ) = 0 if χ < 0. In evaluating the above limit, it is permissible to 
interchange the operations of limit and integration as is shown by the following: 

L e m m a 2 . 1 . If the distribution Π ( χ ) possesses a differentiable density π ( χ ) 
and the condition Ω2 is satisfied, then the expression aj''1* is given by 

(2.1) an
iiJ) = (θ< - Bj) Σ*-ι W i k - 1 ) I (n - fc) 1) 

• </»,* JUU)M f c - 1( 1 - u)n~kdu. 

P r o o f . Since Π ( χ ) possesses a differentiable density αΛ
(ι'1> can be written 

as 

l i m ^ t o - β,·)Σ»"-ι (n\/(k - l ) ! ( n - k)\)Jn,k{Ak,N + Bk,y) 

where, setting ty = 

max,<y ( t.v) —• 0, as Κ —• °o ). 

Ak.» = J " [Tw(®)]i_I[l - TN{x)]n~\v(x - t y ) - ιτ(χ))(2^·π(χ))-1 dT(x) 

and Bk,y = J " [Τ^χ)γ-\1 - T N ( x ) r k ( i r ( x ) - τ(χ + tN))(2tN-T(x)r1 dT(x); 

( in Ak ,N and Bh N we have suppressed the index ( i, j) for convenience ). The proof 
of the lemma will be complete if we show that 

liniiv-oo Ak,y = lim*-.« Bk,y 

= è J " [Tix)]"-1^ - Τ ( χ ) Γ \ - τ \ χ ) Μ χ ) ) dT(x) = Dk ( s a y ) 

where Dk = JJ t{u)uk~\l - u)"~k du, and T(x) = 2Π(χ) - 1, if χ è 0 and 
T(x) = 0 if χ < 0. To see this, note that 

\Ak,y - DkI g i | J ? [ I V a O f - 1 ! ! - Ty{x)rk 

•{(X(S - t y ) - T i x M y w i x ) ) - 1 - ( - π ' ( χ ) / π ( χ ) } dT(x) 

+ èli? - T y ( x ) r k - [ T ^ r ' t i - Τ(χ)]η-"} 

• π ' ( χ ) / τ ( χ ) dT{x)I 
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where the second term on the right —• 0, as Ν —> °o, using the dominated con-
vergence theorem and the condition Ω2. Consider now the first term, which cannot 
exceed 

I | J ? [ ( » ( * - tir))* - ( Τ Γ ( Ζ ) 2 ) 4 ] ( t x - i r i x ) ) - 1 dT(x)\ 

+ | / ό { ( π ( χ - 1Κ)Ϋ - ( » ( « ) ) * ] ( — r C x ) ) ^ - 1 - τ'(®)/2τ(®)} dT(s ) | 

^ M f / o U « * - t*))' - (ir(x))%-'}2dx] 

+ 2*[/?{[(τ(® - tN))* - ( π ( χ ) γ } ( - tN~l) - i r ' (x) /(2(x(x)) i))2dx] i . 
The last inequality follows by applying Schwartz inequality to the second term. 
Both terms on the right tend to zero, as Ν —* °°, on account of Lemma 4.3 of 
Hájek [9], since the condition Ω2 implies the quadratic integrability of the deriva-
tive of (π(χ))Κ This establishes that limw_M AkiN = Dk . The same argument 
shows that lim^«, BkfK = Dk . The proof is complete. 

Now substituting (2.1)11 and the expression for d„ in (1.10)11, we obtain 

(2.2) ¿¿i» = ( J J . / ( « M « ) d u ) \ i l J \ u ) duΓ1 

[( Σ * = 1 JnÁk-i) J ì 4 > ( u ) u k - \ 1 - uY~k du)2(η"1 Σ ? = ι · / ' » . * ) " Τ 1 · 

One naturally expects the local efficiency ei"i< to converge to the asymptotic 
efficiency ELtL> = 1, as τι —* <χ>. However, despite the plausibility of the above 
statement, we are able to prove it only for the case when £(w) is monotone. 

THEOREM 2 . 1 . Suppose that the conditions Ωι and Ω2 of Part I are satisfied. 
Then under the assumption of monotonicity of J(u), l i nw„ = 1. 

PROOF. Clearly we need to prove the theorem for non-constant J(u), for other-
wise Zw and LN* are identical and the result is trivially true. First we observe 
that, on account of the conditions Ωχ, 

(2.3) η - 1 Σ μ Jl* = J í Jn(u) du JJ J \ u ) du < «>, 

as η » . Further, if we let pk(u) = (H-i)uk~\l - u)n~\ 

( Ji Jn.kPk(u)] du - jlWu)J(u) du)' 

( 2 . 4 ) ^ ( J J t\u)du) (Po Σ ζ - ι Vn.k - J(u)fpk(u)du) 

^ 2 ( Ï U \ u ) du)(Po C ¡ L ! [Jn(k/(n + 1 ) ) - Jn(u)]2pk(u) du 

+ JJ[Jn(u) - J ( u ) f d u , 

by substituting Jn,k = J„(k/(n + 1 )) . The proof of the theorem will be complete 
if we show that the right hand side of (2.4)11 tends to zero as η —> <χ>, and use 
(2.3)11 and (2.4)11 in (2.2)11. For this it suffices, on account of Ωι and Ω2, 
to prove that 

(2.5) limB-oo / Ι Σ Η [Jn(k/(n + 1)) - Jn(u)]2pk(u) du = 0. 

In order to prove (2.5)11 we observe that on account of monotonicity of J(u) 
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and Ωι, there is no loss of generality in assuming that Λ , ι ^ Λ , ι á · · · Ss Jn,n • 
Thus, using Lemma 2.1 of Hájek [9] it follows that left hand side of (2.5)11 
does not exceed 

(2.6) 2 - t f n * maxig*g„ | Jn,k - Λ|[Σ*=ι (Λ,* - Λ )7»1* 

where «7„ = Jn,k/n. Now the expression (2.6)11 tends to zero as η —* <», 
since 

» " ' Σ ΐ - 1 (Λ . * - J n f â η-1 Σ ? - ι -Λ.*- J ì Λ « ) du < <*> 

on account of (2 .3) and 

η 1 m a x i g f c g » \Jn,k\2 = m a x i S i g n /[(*-»/»,t/»i J n ( u ) du 0 

as η —» oo, on account of uniform integrability of the functions J n 2 ( u ) , a con-
sequence of the conditions Ωι ; and the proof is complete. 

For distribution functions Π(ζ) not satisfying the differentiability conditions 
of Theorem 2.1 of Part I, one may define the local efficiency of L s relative to 
Lff* (as Κ —» oo) in the same manner as the asymptotic relative efficiency 
-ß*,.s2(ir) was defined in Part I, viz., 

(2.7) e t í . ( i r ) = lim^o e ^ U » , ) , 

provided the limit exists. It is interesting to note that limn-»« e t ^ l ' M may or 
may not be equal to 1, as is illustrated by the case when π ( ζ ) is the cdf of the 
uniform distribution over (— t, t) (see II.3) . 

II.3. Special cases. In this section, we shall evaluate the local efficiency 
for some well known distributions and the special choices of the functions Jn(u) 
and J(u) considered in Section 1.3: 

Wilcoxon-siatistics. By substituting £(it) = u, 0 < u < 1, and Jn,k = 
(k/(n + 1 ) ) , k = 1, 2, · · · , n, in (2.2)11 we obtain 

(3.1) Ä - ( i r ) = \{n + l ) ( 2 n + 1)( Jo du)2 

• ( Jo * ( « ) [ ( » - 1)m + 1) d u ) ' 2 , 

so that from (3.3)1 it follows that 

ERT"V»(Normal) = ( η + l ) ( 2 n + l ) / 2 ( n - 1 + 2 1 ) 2 > 1, 

(3.2) e^V»(Logist ic) = (2η + 2)/(2η + 1) > 1, 

ew.w'iDouble exponential) = (2η + l ) / ( 2 η + 2) < 1, 

e^, ir»(Cauchy) = (2η + l ) / ( 2 n + 2) < 1. 

For evaluating ew\w· (uniform), defined by (2.7)11, we note that the density 
ir„(z) of the distribution Π»(ζ), the convolution of R(— j , and N(0, 1) dis-
tributions, is given by 

(3.3) τ u { z ) = Φ((2? + 1)/2σ) - Φ((2ζ - \)/2σ), 
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w h e r e Φ i s t h e s t a n d a r d n o r m a l c d f , s o t h a t f r o m ( 3 . 1 ) 1 1 
et\ w* ( u n i f o r m ) = l i m „ _ , o e ^ K O 

= l i n w o h(n + 1 ) ( 2 η + 1 ) ( J J u\p„(u) du)2 

( 3 . 4 ) . [ ( / i \ φ . ( η ) [ ( η - 1 )u + 1 ] rfw)2]"1 

= l i r a d o Un + 1 ) ( 2 » + 1 ) ( J - » ψ σ ( χ ) dxf 

•(»,(0) + (η - 1) Jü.t.1(®) dx)~2 

= (η + 1 ) ( 2 η + l ) ( 2 n ) _ 1 > 1 ; 

t h e l a s t e q u a l i t y f o l l o w s b y i n t e r c h a n g i n g t h e l i m i t a n d i n t e g r a t i o n , w h i c h i s 
p e r m i s s i b l e s i n c e \τσ(χ)| < 2 f o r — § á ζ á è a n d \π„(χ)\ i s b o u n d e d b y a 
L e b e s g u e i n t e g r a b l e f u n c t i o n f o r χ < — \ a n d χ > W e n o t e t h a t t h e l o c a l 
e f f i c i e n c y e x p r e s s i o n s ( 3 . 2 ) 1 1 a n d ( 3 . 4 ) 1 1 c o n v e r g e t o 1 , a s η — • 

Absolute-normal-score statistics. B y l e t t i n g J{u) = x _ 1 ( w ) , 0 < u < 1 , i n 
( 2 . 2 ) 1 1 w e o b t a i n t h e l o c a l e f f i c i e n c i e s e[."'¿j. a n d f o r t h e a b s o l u t e - n o r m a l -
s c o r e s t a t i s t i c s d e f i n e d i n S e c t i o n 3 1 , n a m e l y , 
( 3 . 5 ) ¿ ? U n ) = n-'Z^iJlAjl x~\u)t(u) du)2 

•lŒU Jn,k(k-i) SU(u)uk~\ 1 - u r ^ d u ) 2 ] " 1 

w h i c h y i e l d s β Ι ' , ι Χ Π ) i f t h e s c o r e s Jn,k = Jn(k/(n + 1 ) ) , k = 1 , · · · , n, c o r -
r e s p o n d t o t h e F i s h e r - Y a t e s t y p e a n d i f t h e s e s c o r e s c o r r e s p o n d t o t h e 
V a n d e r W a e r d e n t y p e . F r o m ( 3 . 3 ) 1 1 a n d ( 3 . 5 ) 1 1 w e o b t a i n 

e / . " L * ( N o r m a l ) = ( ( E í U - / - . * ) / » ) ( Σ ? - . Λ , ^ " ' ) 
/ ΪΦ _ 1 ( (1 + u)/2)uk-\l - u)n~k du)"2, 

e ì n M L o g i s t i c ) = n ( n + 
( 3 . 6 ) • ( τ ( Σ ? - ι ^ » . * ) Τ ,

> 

ez,?¿»(Double Exponential) = 2n( Σ * - ι ·/».*)(*•( Λ . * ) 2 Γ \ 

e & . ( C a u c h y ) = ( Σ * = ι J\*/n){ J Í Φ _ 1 ( ( 1 + u)/2) 

• (sin vu) du)2( Σ"= ι JnAk-\) 

J J (sin Ttu)uk~l( 1 — u)n~k du)"2. 

For evaluating e î ^ · (Uniform), we note from (3.5)11 that 

e t í"'(Uniform) = lirado β^%(ΤΙσ) 

( 3 . 7 ) â l i m , _ o ( J"o Φ _ 1 ( ( 1 + u)/2)t,{u) du)2 

•(n\ ¡I Mu) du)2)'1 

w h e r e , o n a c c o u n t o f F a t o u ' s l e m m a , 
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TABLE 2 

eL l.¿! η = 1 η = 2 η = 3 »i = 4 η = 5 7¡. = uu 

Normal 1.571 1.34 1.24 1.20 1.14 1 
Logistic 1.273 1.152 1.102 1.075 1.058 1 
Double exponential .637 .746 .803 .839 .862 1 

«Lî.Li 
Normal 1.571 1.34 1.24 1.20 1.14 1 
Logistic 1.273 1.148 1.096 1.068 1.051 1 
Double exponential .637 .730 .781 .814 .835 1 

linwo (/οΦ - 1((1 + u)/2)t,{u) du) 

(3.8) = lim inf^o J J ( ^ ( « J J / ^ i « ) ) du 

è J J lim inf^o ( T r ^ n r V ) ] / ^ " 1 ^ ) ] ) d u 

= / ^ { ¿ [ Φ ^ ω + hW'du = » . 
Also, from (3.3)11 we have 

J J l M » du = 2[Φ(1/2σ) - Φ( — 1/2σ)] 2 

as σ —» » . From (3.7), (3.8), and (3.9) of this section, it follows that e l ^ U n i -
form) = » for both version LN ¿ and LN ,2 of the absolute-normal-score statistics. 

The approximate numerical values of the local efficiency expressions (3.6)11 
are tabled in Table 2 for both versions of the absolute-normal-score statistics. 

We observe that for the cases considered in Table 2, the numerical values of 
ei:l< n ) seem to converge monotonically to 1, as η —> oo. 

Π.4. Conclusion. The local efficiency expressions and their numerical values 
obtained in the preceding section indicate the superiority of the "joint-ranking" 
procedure against shift alternatives with normal, uniform or logistic as the under-
lying distribution; whereas against a double exponential or Cauchy distribution 
the "separate-ranking" statistic LN* seems to have better local power. These 
observations however seem merely incidental to a presumably more basic pattern 
suggested by the following: (a) First, we note that for η = 1 the local efficiency 
ei?L· reduces to EL,D , the asymptotic efficiency of LN relative to the Durbin 
statistic, and (b) secondly, that for the special cases considered above the local 
efficiency seems to converge monotonically to 1, as η —> <χ>. Thus if we consider, 
for a given choice of function JK(u) and J(u), the class of all distributions satis-
fying (b), it follows that e(L"¡l* > 1 or < for all n, according as EL¡D(JL) > 1 
or <1 . These considerations suggest the following heuristic conclusion (for the 
class of distributions satisfying the condition ( b ) ) : For a given functions J{u) 
and JN(U), the "joint-ranking statistic" LN(J, JN) is preferable to its counterpart 
LN*( J, Js) based on "separate-rankings", except for alternative distributions for 
which the Durbin-statistic is relatively Pitman-efficient than the statistic Ly(J, J.y) 
i.e., for which ELij,JN)iD(Tl) > 1. It would be of interest to characterize for a 
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given function J(u) the class of distributions satisfying the condition (b). For 
example, for the Wilcoxon-statistics W and W*, a simple characterization of 
such a class would be: The class of all cdf's Π(ζ) for which 

ί(π) = *(0 

is either <(12/7) or > ( 7 / 4 ) . In fact, decreases monotonically to 1 if 
i(ir) < (12/7) (e.g., normal, logistic, uniform distributions) and increases 
monotonically to 1 if ¿(ir) > (7/4) (e.g. Cauchy and double exponential). 
Accordingly, since Ew,d = ejp.V· , for this class of distributions the above heuristic 
conclusion clearly holds for the Wilcoxon-statistics. 

A strong argument in favour of the "joint-ranking" procedure, however, is the 

folloiving: Consider the problem of testing Η0 against the alternatives of shift in 
location and assume that the underlying distribution Π(ζ) is specified. Then, 
one can select a most Pitman-efficient rank-order statistic by letting J(u) = ψ(η) 
in Ln or Lf/*. However, since ELiL* = 1, the choice is still to be made between 
the "joint-ranking" and the "separate-ranking" procedures. Now one can easily 
show that, for the above choice of the function J(u), 

e i : U * ) = ( f W ( u ) d u X n ^ E S - ι ψ \ . * ) 

• ( Z w *..*(£?) Jo *(«)«*"'( 1 - u)"~k du)'2 

è (( Σ*=! *)/«)( JS [ Σ * - i W ñ ^ í l - u ) n ' k f d u ) - 1 è 1, 

with equality sign only if J(u) = ip(u) = const., 0 < u < 1, in which case ob-
viously the statistics LN , LN* are identical. This leads us to the conclusion that, 
against a specified alternative distribution Π(ζ), the "best" rank-order statistic 
(in the sense of local-power) is the one based on the "joint-ranking" procedure. 

Finally, it seems worth mentioning that the form of the hypotheses Ht> favours 
the "joint-ranking" procedure. The "separate-ranking" statistic is essentially a 
test of symmetry about zero for each of the distributions ILa(z) i.e., n¿y(z) + 
Πί,( —ζ) — 1 , (1 è i < j = Κ). It does not take into consideration the second 
part of the hypothesis Η 0 , namely, that Π <,·(ζ) = TL i· y (ζ) for any two pairs 
(i, j) and (i, / ) , whereas the "joint-ranking" statistic LN does take this into 
consideration. 

PART III 
III.l . Summary. Let (£¿i, ημ), I = 1, · · , Να ; 1 á i < j ú Κ be inde-

pendent samples from populations with absolutely continuous cdf's Da(u, v). 
Denote a* ,r = +1 , if the rth smallest observation from the ordered absolute 
values \Ζίμ\ where Ζ m = — ηα, in the combined sample of size 
Ν = Ε Σ . < ; Ν i,· is from a positive Za , and otherwise let a* > - 0. Denote 
α**τ = —1, if the rth smallest observation from the ordered absolute values 
[Zini i n the combined sample of size Ν is from a negative Ζ i} and otherwise 
l e t a**r = 0 . 
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Denote 

+ 

* * 
•i3,τ · 

The Ε ν tT are given numbers satisfying certain restrictions to be stated below; 
and ma and nlj are the number of positive and negative Z's among Ζ m , · · • , 
Zana • The purpose of this part is to find a set of sufficient conditions for the 
joint asymptotic normality of the statistics τΝ ' ι ' ' ). Various applications of these 
statistics are given in Part I where the problem of testing the hypothesis of no 
difference among several different treatments is considered for the case when the 
comparison between the treatment is possible only in pairs. (However, in Part 
I, the joint asymptotic normality of the statistics 7><,,J)'s which can be obtained 
as a special case of the more general theorem (Theorem 3.1 below), is obtained by 
following the methods of Hájek [9] so as to present a different approach to the 
reader). 

ΠΙ.2. Assumptions and notations. Let c = (?) denote the number of all 
possible pairs and label them a = 1, · · · , c. Let ma and na be the number of 
positive and negative Z's respectively for the ath pair. ma and na are random 
but ma + na = Ν a is non-random. For given m* , let X t i , · · · , Xlm<z denote the 
positive Z's and Χαι , • · • , X<ma denote the absolute values of negative Z's 

among Z a l , · • • , ZaNa ; a = 1, • · · , c. Let F+ia)(x) and F~(a\x) denote the 
cdf's of Xa

+'s and Xa~'s respectively. Let Ft„(x) and F~a(x) denote the sample 
cdf's of Xa

+'s and Xa~'s respectively. Define 

(2.3) Pa = N a / N , va = m J N a , Aa(x) = F + ( a \ x ) - F - (Œ)(x). 

(2.1) H N ( x ) = Σ«=1 PaF-na(x) + Σα=1 Ρ*να(Κ.(χ) ~ Í7 . (x) ) 

and 

( 2 . 2 ) H ( x ) = Σ - - ι PaF~'a\x) + Σ,*·* P«"<A,(z) 

where 

Denote 

H*(X) = Σ°*=1 PaF-(a\x) + Σά=1 ΡαΡαΔα(χ) 

(2.5) ρ« = E(va) and E denotes the expectation. 

Let 
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(2.6) μι,a = E(va — Pa)2; Sa = (va ~ Pa) ! μ2,α · 

Define 

£ ( · ) = £ [ ( · ) | k l g «], α = ι , ··· ,C, 

where ω is a fixed positive constant, and similarly var ( · ) and cov ( · ) . Note that 
( ) I [ ] stands for ( ) given [ ]. Denote 

(2.7) at,r = + 1 , 

if the rth smallest observation from the ordered absolute values \Zaj\, 
j = 1, · · · , Ν a ; a = 1, · · · , c, is an Xa+ observation and otherwise denote 
a*,r = 0. Denote a* * = —1, if the rth smallest observation from the ordered 
absolute values \Zaj\, j = 1, · • · , Na ; a = 1, · · · , c, is an Xa~ observation and 
otherwise denote a* * = 0. Then [cf. (1.1) , (1.2), (1.3)], we can rewrite 

( o r ) + — ψ + rp — „„ 
Τ Κ t Τα , Τα , 1 a , a aS 

( 2 . 8 ) τ Λ ( α ) = r Œ + + Τα" 

where 

( 2 . 9 ) τ α + = maTa+ = Σ?=ιΕκ>τα*α,τ = ma J JÁH»{x)\ dF+a(x), 

(2.10) τα~ = naTa~ = Σ?=ι Es.ral* = -ηα J JK[HK(x)] dF~a(x), 

and where 

(2.11) Eif,r = JN{r/N), r = l , - - - , N . 

While JN need be defined only at 1 /Ν, · • · , Ν /Ν, it will be convenient to extend 
its domain of definition to (0, 1] by letting it have constant value on 
(r/N, (r + 1)/JV]. Let 

J(H(x)) = l i m ^ M JN(H(x)). 

Denote 

(2.12) a„+ = f J[H(x)]dF+(a)(x), a~ = - f J[H(x)]dF^(a\x); 

(2.13) = E(maaa+), Ra~ = É(naaa~); 

(2.14) Lo+(0) = j J[H*(x)}dF+ia\x); L0" ( a ) = J J[H*(x)] dF~(a\x) ; 

(2.15) Ltlia) = J Ai(x) J'[H*(x)] dF+(a\x) ; 

J'[H*(x)] = dJ[H*(x)]/dH*(x); 

(2.16) LÜa) = J Ai(x)J'[H*(x)} dF~ia\x) ; 

(2.17) da+ = NaPaL0+(a\ d~ = -NaqaW{a\ qa = 1 - pa ; 

(2.18) d ¿ a ) = da+ + da'; 

(2.19) /<+«;+<.+*>(*, y) = F + ( < " (z) [ l - F+(a\y))j'íH(x)]J'my)]·, 
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I*+a;+i,+k)(x, y) = t h e e x p r e s s i o n f o r I(+a-+l,+k)(x, y) w i t h H c h a n g e d 

t o H * ; 

( 2 . 2 0 ) [/<+„;+ i f -M<I<I/<00 I(+a; + i,+k) ( χ , y) d ^ \ x ) dF+ik){y)· 

Vi+a,+i,+k) = J / -»<„<*<»/(+« ;+ , , + J k ) (y , χ) dF+(i)(x) dF+m(y); 

U*+a-,+i,+k) = t h e e x p r e s s i o n of U(+a-+i,+k) w i t h / c h a n g e d t o / * , a n d 7*+«;+,,+*) 

= t h e e x p r e s s i o n f o r F <+<,;+»,+*) w i t h I c h a n g e d t o I*. 

Nb1+ = 2 \iU(+ii+a,+a) + 2 Σ ί - l PiU(-i-,+a,+a) 

( 2 . 2 1 ) + ( 2 / X a ) Σ « , Α λ . ! ί / ( + . ; + , + 1 ) + ( 2 / λ „ ) Σ ϊ = 1 

+ ( 1 / λ α ) Σ ( 3 > XiXjJF( + „; + ¿ , + *) + ( 1 / Χ α ) Σ < 2 ) a;—t.—Α) 

+ ( 2 / λ α ) Σ σ > (+«;+;,-*) ; X¿ = i m / N , μ , = η,/ΛΓ, 

w h e r e ( 1 ) i n d i c a t e s t h e s u m m a t i o n o v e r a l l ( i , k) w i t h i ^ a , t h e ( 2 ) o v e r a l l 

( i , k) w i t h i ^ k, a n d ( 3 ) o v e r a l l ( i , k) w i t h i k,i a , k a , a n d w h e r e 

W = U + V w i t h U a n d V h a v i n g t h e s a m e s u b s c r i p t s a s W. 

( 2 . 2 2 ) Nb2a- = t h e e x p r e s s i o n o f Nb„+ w i t h X's a n d μ 'β i n t e r c h a n g e d , a n d t h e 

s u b s c r i p t s of U's a n d F ' s w r i t t e n w i t h o p p o s i t e s igns . 

( 2 . 2 3 ) Nbf!a> = - Σ < - ι λ . [ ^ ( + α ; + ί , + α . ) + W(+a,;+i,+a) -

— Σ < - 1 (+«;+»,+o') + !F(+a';+i,+a) — +„,+„')] 

and a similar expression fo r Nba-,a>-. 

( 2 . 2 4 ) Nba+,a·- = — ( t h e r i g h t h a n d s i d e of ( 2 . 2 3 ) w i t h + « ' c h a n g e d t o —a), 

a n d s i m i l a r e x p r e s s i o n s f o r Nba+,a- a n d Nba'+,a- • 

( 2 . 2 5 ) aN(a) = maaa+ + naaa~ 

( 2 . 2 6 ) b ¿ a ) * = m „ V + n j b j + 2 m a n a 6 « + , e -

(2.27) btt(a'a 1 = mam,a'ba++ + mana>ba+,«- -f- ma>nab<x'++ nana>ba-· 

β2α+ — ZNaPapJ Σ - Ι , ^ α PiPiU*+ri+a:+a) 

+ 2 N a p a p J Σ ί - l PiqiUt-i-.+a.+a·, 

(2 .28 ) + 2 N a P a Σ ΐ - ι . ^ · P?piUt+a;+i,+o + 2 N a p a Σ ί - ι P<Vtf*+-;-<.-o 

+ NaPa Σ<3) PiPkPiPkW*+a-+i,+k) + Napa Σ(2) PiPkqiqkW*+a-,-i,-k) 

+ 2Napa Σα) PiPkPiqkW*+a¡+i,-k) 

+ Na2[(Lo+(a))W°+P« Z U plßULtia)f + 2 W 2 . a L o + ( a , Z £ e ) ] 

w h e r e W = U + V* w i t h IT a n d F * h a v i n g t h e s a m e s u b s c r i p t s a s W . 
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(2.29) β«- = the expression for β\+ with p's and q's interchanged; sub-
scripts of U* and V* written with opposite signs; L0+(a) 

changed to — L<T(a); L\¿a) changed to Lñ¿a). 

(2.30) dXa,a' = NaPaPaPa' (the expression for bXa,a> with X¿, ßi, U and V 

changed to ρ,φ,, ptqi, U* and V* respectively), where 
Pa = pa o r qa a s χ i s + o r — , a n d pya> = pa- o r qa> a s y i s 

+ or —. 

(2.31) da+,a- = Napapaqa (the expression for ba+,a- with X¿, ßi , U and V 

changed as in (2.30)) 

(2.32) da'+,a- — NaPaPa'Ça (the expression for δα<+,α- with λ<, ßi and U and V 

changed as in (2.30)). 

(2.33) ßa+,a- = da+,α- + NaWaL0+(a)L0-(a) + Ν a'ß^.aPaPaÜ^ U ' ^ 

•FJ 2 R-(A>7· +(») ΛΓ >„ V E 2 R + ( « ) R - ( « ) 

— ¡S a ßi,aqaPaL-i,a L0 ~ Μ a Pa <?a Z j » = l Pi M.iLl.i ¿1,.· · 

ßa+,a- = da+,a NaNa • ßi ,aqa • poLT^^ L0+(°" 

(2.34) + NaNa'ß^a 'PaPa 'W^Lty 

- NaNa.paqa. pl2ß2.iLt,ia>Li,ia')• 

ßa' + ,a- = + ΝαΝα>βΐ,α' QaPu'Li,^Lo+<" ' 
(2.35) + NaNa-ßl.aPa'PaLt^W™ - NJfa-Pa'Qa 

Σ ο 2 r+(«')/•-(«) 
t=l Pi /i2,Φί,ί L'I,i • 

ßa-,a'~ = da-,,,· ΝaNa'ßl,aqa>PaL\^t ) La ( 0° 

(2.36) - NaNa^a'qaPa'LX^Lo"'"' ' 

+ NaNa'qaqa' Pißi.iL^Li^" \ 

βα+,α· + = da+,a-+ + ΝaNα'βΐ,αΡα' PaL^a"* Lo+<<" 

(2.37) + N a N a ^ a ' P a P a ' L t ^ L ^ 

+ NaNa'PaPa' Σ°=1 Pi ß ^ i Ü ^ . 

The methods used in the proofs for the asymptotic normality of Tya)'s are 
mainly adaptations of the methods of [18] and [7]. It is assumed that the sample 
sizes Ν a tend to infinity in such a way that N a = ρα·Ν, Ν —» °o. 

M.3. Joint asymptotic normality. 
THEOREM 3.1. If 

( i ) E ( v a ) = Pa—* Pa 0 SUCk that 0 < Pa„ < 1 , 

( i i ) βΐ,α = E{Va - ΡαΫ = 0 ( 1 / N ) , 

( i i i ) for ma such that |s0| ^ ω for some fixed ω > 0 , 

Pr (m« = ma) = p ( m a ) = (Να^ΐ,αΫΓ'φ^α) + o(l/tf*) 
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where φ is the standard normal density Junction, and sa = (va — ρα)/μΙ,α and, if for 
given F+(a)(x), F~ia) (x) ; λ „ , μα bounded away from zero and one, 

( i v ) the conditions Ω3 of Section 2, Part I , are satisfied then the random vector 
(ΤΛΓ(1) — dí¡m, · · • , rNic) — dN(c) ) has a limiting normal distribution with zero mean 
vector and covariance matrix. 

v a r {rN{a) - dN(a)) 

( 3 . 1 ) = βΝ("μ = ßl+ + ßl- + 2 da+,a- + 2Njß.2,aLa+(a)Lo-la) 

— 2N aqaßl.aPaL-ί^ ~ 2 N^PaÇa Σ < = 1 Pißi.ilA^Ij^"' 

where ß\+ , ß\- , da+,a- , βί,ι, L0+(a) and L0~{a), Ln¿a) and Lñ¿a) are given by ( 2 . 2 8 ) , 

( 2 . 2 9 ) , ( 2 . 3 3 ) , ( 2 . 6 ) , ( 2 . 1 4 ) , ( 2 . 1 5 ) and ( 2 . 1 6 ) respectively. 

«>ν(τ»(α) - ds {a\rNia, ) - d/e,>) = ft/"·"'* 

— da+,a'+ "t" da+,a'- + da' + ¡a \- da~,a'~ 

+ NaNa'Pa'PaU-i,aLo+{a)L^a) + NaNa'PaPa'ß2,a'L0+'a 'L^a"1' 

+ NaNa.VaVa. Σί=ι pißiMy'L^"" - NaNa,qa.paß2,aL0+(aiLZia,) 

( 3 . 2 ) + Ν a'N acpapa^2¡a'Ló~{0i') L i ^ - NaNa.Va.qa. Σ Li 

— NaNa'qaPa'LlX^Lo^" ^ 2 , « ' + Ν aN αφ a ' ßaß2 .aLf^ LÌ^a ' 

— NaNa>pa>qa y , U P . V . L U " )Li,i") 

— NaNa.qa,PaLo <a)Lya )ß2,a ~ ΝaqaN„'pa'ß2,a'L(i ''* '¿ι,!"' 

+ N*Na'qaqa' Σ Χ ι Pißi.iLT^Li^'K 

REMARKS, (a) The Theorem 3.1 remains valid if the assumption (iii) is re-
placed by the assumption 

(iii)' p{ma) = (1/ΛΓ„μί,«)[Φ(ββ) + Α(φ(β«))] + o(l/N), where φ is the 
standard normal, density, φ) is a polynomial in φ whose coefficients involve 
inverse powers of Na , and sa = ( va — ρα)/μ\,α . 

(b) The assumptions (ii) and (iii) of Theorem 3.1 are satisfied if the random 
variable ma has a binomial distribution with parameters Na and pa such that 
Pa —> Pao J 0 < Pa0 < 1. 

(c) The assumptions (ii) and (iii) of Theorem 6.1 are also satisfied if ma has a 
hypergeometric distribution, and the size of the population Na* and the size of 
the sample Na , are such that N* = 0(Nk+i) for k ^ 2 and some <5> 0, for then 
(cf. [7]), 

p ( m „ ) = (i:)p^qNa'~m' + o( \/Na~2). 

To prove this theorem, we first consider the case when the sample sizes ma , na ; 
a = 1, ·•·, c, are non-random instead of random. In such a case the random 
variables ( X t i , • • • , Xtma) and ( X I i , · · · , -XT»,) can be regarded as consti-
tuting 2c independent samples from the distribution functions F+(a\x) and 
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F~m(X) respectively, A = 1, ••·, c; and we have the following specializations 
of the conditional analogues of Theorem 3.1, the proofs of which follow by pro-
ceeding exactly as in Theorem 6.1 of Puri (1964), and are therefore omitted. 

( 3 A ) NON-RANDOM CASE. 

LEMMA 3A.1. If assumption (iv) of Theorem 3.1 is satisfied, then the random 
vector N*(Ti+ — ai+, · · · , Te+ — ac+) where T+'s and a+,s are defined by (2.9) 
and (2.12) respectively, has a limiting normal distribution with zero mean vector 
and variance-covariances given by Nbì+ and Nba+ ,α·+ where b2a+ and όα+,α·+ are de-
fined in (2.21) and (2.23) respectively. 

LEMMA 3A.2. If assumption (iv) of Theorem 3.1 is satisfied, then the random 
vector Ν^(Τι~ — a{~, • • · , Tc~ — ac~) where T~'s and cT's are defined by (2.10) 
and (2.12) respectively, has a limiting normal distribution with zero mean vector 
and variance-covariances given by Nba- and Nba-,a-- where b\- and όα-,„<- are de-
fined in (2.22) and (2 .23) respectively. 

THEOREM 3A.2. Under the assumptions of Lemma 3A.1, the random vector 
W = (tF(1), · · • , W(c)) where 

(3.3) W(a) = N~\maTa+ + naT~ - maaa+ - naaa~) 

has a limiting normal distribution with zero mean vector and variance-covariances 
given by iV~V a ) 2 and A n W ' " ' ' where ό„("μ and bN(a'a"> are defined in (2.26) 
and (2.27) respectively. 

We have thus established the joint asymptotic normality of the random vari-
ables Tj/e>'s when the sample sizes ma , na (a = 1, · · · , c) are non-random. We 
now drop the assumption that ma and na are non-random. We assume that ma , n„ 
are random variables which satisfy the assumptions (i) to (iii) of Theorem 3.1. 

( 3 B ) RANDOM CASE . We shall need the following lemmas: 
LEMMA 3B.1. Under the assumptions (ii) and (iii) of Theorem 3.1 

(3.4) = E{(v* - Pa)I ISa| ^ ω} = ο(ΛΓ*) 

(3.5) Im,.« - M2.a| = 0(ωβ~ aVì/N) + o(N~l), 

where μ2,α = Ε{(να — ρα)2 | |sa| ^ coj. 
The proof of this lemma is the same as in ([7], p. 37) and is therefore omitted 
LEMMA 3B.2. Let ¡ X y ¡ be a sequence of random variables and ( rN\ a sequence of 

numbers. If XN = rN + Op(tK) where for —̂• 0 and rN —> r as Ν —* », and h(x) is a 
function admitting continuous (j + l)st derivative in some interval containing r, 
then 

(3.6) h(XN) = h{rN) + E L i Ä ( V » ) ( - X * · - rKy/i\ 

+ [(X* - rN)i+1/(j + 1)!] hu+1)(eXn + (1 - e)rN), 0 < e < 1, 

(3.7) h(Xn) = h(rN) + ELi h(i)(rN)(XN - rNY/i\ + o¿tK¡). 

PROOF. (3.6) is just the Taylor expansion of h{XN) and (3.7) follows as a 
special case of the Corollary 3 of Mann and Wald [15]. 
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LEMMA 3B.3. Under the assumption ( i i ) of Theorem 3.1 

( 3 .8 ) J(H) = J(H*) + J'(H*) Σ ϊ - i pMxXvì - Pi) + »„(Ν-*), 

(3.9) j\H(x))J'(H(y)) = j'(H*(x)J'(H*(y)) + o, ( l ) . 

PROOF. The proof follows by noting that H(x ) = H*(x) + 0Ρ(Ν~*), and 
applying Lemma 3B.2. 

LEMMA 3B.4. If the assumptions ( i i ) , ( i i i ) and ( i v ) of Theorem 3.1 are satisfied, 

then for large Ν 

(3.10) aa*X = Na daUx{a) + Na{va - pa)Lx(a) 

+ Naea Σ ΐ - ι Pi(vi - Pi)Lf}a) + 0(N*), 

(3.11) ba*X = βα2Χ - NA(L»x(a))Wa + da2 EU P;W£ua))2 

+ 2PM,aLox(a)Lfja)] + O(N) 

where 

aa*X - maßa+, ba*X = ma2ba+ , da = ea = pa if X is + ; 

aa*X = naaa , ba*X = nt-bt- , da — ea = qa if X is —. 

(3.12) mama<ba+,a'+ = Napa>papa> [the expression for Nba+,a'+ (cf. (2.23) with 

λ » , Μ» , U and V changed to ρφί, piQi, U* and V* 

respectively] + o(N)·, 

(3.13) nana'ba-,a'- = Napa'qaqa' [the expression for Nba~,a— (cf. (2.23)) with 

λ» , μί, U and V changed as in (3.12)] + o(N) ; 

(3.14) ma-naba'+,a- = NaPa'Pa'qa [the expression for Nba'+,a- with\i, μ<, U 

and V changed as in (3.12)] + o(N); 

(3.15) mttna>ba+,a'- = Napa>paqa· [the expression for Nba+ia>- withXi, μι, U 

and V changed as in (3.12)] + o(N); 

( 3 .16 ) manj>a+,a- = Napapaqa [the expression for Nba+,a- with X¿, μ,, U 

and V changed as in (3.12)] + o(N). 

PROOF. Apply Lemma 3B.3 and make use of the facts that vjvi = Pa Pi + O(l); 
v«( 1 — Vi) = pa2q% + o ( l ) and similar expressions for vaν2, va( 1 — v¿)2, 
VaViVk, Va(l ~ Vi) ( 1 — Vk) and VaVi( 1 — Vi). 

LEMMA 3B.5. If the hypothesis of Lemma 3B.4 hold, then for large Na , 

a = 1, •• • ,c, 

(3 .17 ) ( d a — maaa+)/maba+ = - Σ ΐ - i stVi/h + o ( l ) ; 

(3 .18 ) ßa+/maba+ = h/h + o ( l ) ; 
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where 

Ναμ 2,a = paqaca
2, ca = 0 ( 1 ) ; 

Vi = pa(pipapiqi)iCiLt,ïa)), i = 1, · • · , c; i ^ «; 

*>« = (paÇa)i(c„Lû
+(0') + papacaLt,i"K, 

I* = 2p a Pa P¿P»f7(+»;+a,+a) + 2 p a p J Σ < = 1 P«3»£^Í-¿;+a,+a) 

+ 2 ρ α Ρ>Ρ· ! ^(+«;+ ί ,+>) + Σ ί - l Piqi2Uf+a;-i,-i) 

+ Pa Σ ( 3 ) PtPJfeP¿P*W?+a; + i,-¡fc) + Pa Σ ( 2 ) P>P*<Z«?*WÎ+a;-t,-i) 

+ 2 ρ α Σ ( 1 ) PiPkPtQkW*+a¡+i,-k) 

where W* is defined in ( 2 . 2 8 ) . and 72
2 = 12 + Σ * = ι 

T h e p r o o f of t h i s l e m m a i n v o l v e s s t r a i g h t f o r w a r d a l g e b r a i c c o m p u t a t i o n s a n d 
i s t h e r e f o r e o m i t t e d . 

L e m m a 3 B . 6 . I f 

( i ) 0 < λ 0 ^ Χ ι , • · · , λο è 1 - λ 0 < 1 for some λ 0 ^ 1 / 2 c , 
0 < ßo á Μι , · • · , f e ^ 1 — μο < 1 for some μο ^ 1 / 2 c , 

( i i ) the assumptions ( i i ) , ( i i i ) , and ( i v ) of Theorem 3 . 1 hold, 
( i i i ) E ( T a + I λ ι , · · · , λ . ) , E { T a - I λ ι , · · · , λ . ) , v a r ( r « + | X i , · · • , λ . ) , 

v a r (Τα- I λχ , · · · , X c) exist, then for large Na such that ω ( μ 2 , α ) } < paqa , 

( 3 . 1 9 ) Ë(T.*) = DA* + 

( 3 . 2 0 ) Ë(T„m) = d„Ca) + O(N*); 

( 3 . 2 1 ) v a r (ταψ) = B\* + 0{Nwe~ wV2) + o(N); 

( 3 . 2 2 ) co ν ( r e + , T « - ) = j8«+. + 0 ( M o e - " 2 ' 2 ) + o(N); 

( 3 . 2 3 ) v a r ( τ > ( α ) ) = ßl+ + ßl- + 2 / 3 α + , α - + 0(Νωβ~ ω*12) + ο(Ν)·, 

( 3 . 2 4 ) COV ( ΐ > ( α \ Τ ^ ( α , ) ) = βα+,α>+ + βα+,α- + βα,+ ,α~ + βα~ ,α-

+ 0(Νωβ~ωΐ'2) + ο(Ν). 

N o t e . T h e q u a n t i t i e s da+ , da~ , dx(a\ β2
α+ , β2

α- , βα+,α- , βα+,α'+ , βα+,α'-, 
βα'+,α- , βα-,α— η r e a l l d e f i n e d i n S e c t i o n 2 . 

T h e p r o o f of t h e l e m m a f o l l o w s b y s t r a i g h t f o r w a r d c o m p u t a t i o n s . 
L e m m a 3 B . 7 . Under the assumptions of Theorem 3 .1 , the random vector 

(tì+ — di+, · · · , r c
+ — dc

+) has a limiting normal distribution with zero mean vec-
tor and covariance matrix 

( 3 . 2 5 ) v a r ( τ α + — d„+) = β2
α+ , c o v ( r a + — da+ , ra>+ — d„<+) = βα+,α'+ 

where β\+ and ßa+,a>+ are given by ( 2 . 2 8 ) a n d ( 2 . 3 9 ) respectively. 

T h e p r o o f of t h i s l e m m a f o l l o w s f r o m T h e o r e m 3 . 1 of [7] a s d o e s L e m m a 
3 A . 1 ( o r T h e o r e m 6 . 1 of [18]) f r o m T h e o r e m 1 of [3]. 


