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Preface

Fractional Calculus (FC) originated in 1695, nearly at the same time as conventional
calculus. However, FC attracted a limited attention and remained a puremathematical
exercise in spite of the contributions of importantmathematicians, physicists, and en-
gineers. FC had a rapid development during the last fewdecades, both inmathematics
and applied sciences, being nowadays recognized as an excellent tool for describing
complex systems, phenomena involving long range memory effects and nonlocality.
A huge number of research papers and books devoted to this subject have been pub-
lished, and presently several specialized conferences and workshops are organized
each year. The FC popularity in all fields of science is due to its successful application
in mathematical models, namely in the form of FC operators and fractional integral
and differential equations. Presently, we are witnessing considerable progress both
on theoretical aspects and applications of FC in areas such as physics, engineering,
biology, medicine, economy, or finance.

The popularity of FC has attracted many researchers from all over the world and
there is a demand for works covering all areas of science in a systematic and rigorous
form. In fact, the literature devoted to FC and its applications is huge, but readers are
confronted with a high heterogeneity and, in some cases, with misleading and inac-
curate information. The Handbook of Fractional Calculus with Applications (HFCA)
intends to fill that gap and provides the readers with a solid and systematic treatment
of the main aspects and applications of FC. Motivated by these ideas, the editors of
the volumes involved a team of internationally recognized experts for a joint publish-
ing project offering a survey of their own and other important results in their fields of
research. As a result of these joint efforts, a modern encyclopedia of FC and its appli-
cations, reflecting present day scientific knowledge, is now available with the HFCA.
This work is distributed by several distinct volumes, each one developed under the
supervision of its editors.

The fourth and fifth volumes of HFCA are devoted to the application of fractional
calculus (FC) and fractional differential equations in different areas of physics. These
volumes describe the fundamental physical effects and, first of all, those that belong
to fractional relaxation-oscillation or diffusion-wave phenomena. The FC allows de-
scribe spatial nonlocality and fadingmemoryof power-law type, the openness of phys-
ical systems and dissipation, long-range interactions, and other physical phenom-
ena. The most well-known physical phenomena and processes, which are described
by fractional differential equations, include fractional viscoelasticity, spatial and fre-
quency dispersion of power type, nonexponential relaxation, anomalous diffusion,
and many others.

The fifth volume of HFCA focuses on the application of FC in various sections of
electrodynamics, statistical physics and physical kinetics, quantum mechanics, and
quantum field theory. In the 12 chapters, the most important models with nonlocal-

https://doi.org/10.1515/9783110571721-201



VI | Preface

ity, memory of the power type, and openness and dissipation are described in such
phenomena as the diffusion-wave, fractional and anomalous diffusion, advection-
dispersion, nonexponential relaxation, the spatial and frequencydispersionof power-
law type in electrodynamics and quantum mechanics, the openness of quantum
systems and dissipation.

My special thanks go to the authors of individual chapters that are excellent sur-
veys of selected classical and new results in several important fields of FC. The edi-
tors believe that the HFCAwill represent a valuable and reliable reference work for all
scholars and professionals willing to develop research in the challenging and timely
scientific area.

Vasily E. Tarasov
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J. A. Tenreiro Machado and António M. Lopes
Fractional electromagnetics
Abstract: This chapter addresses the application of fractional calculus (FC) in the area
of electromagnetics, and studies four cases, namely the modeling of the electric po-
tential generated by arbitrary charges, electric transmission lines, the skin effect in an
electric conductor, and the behavior of a nonlinear electric inductor. The first general-
izes the concept of integer to fractional electrostatic multipoles. The second interprets
the telegraph equation in the light of FC. The third generalizes the skin effect to in-
ductive effects of any fractional order. The fourth, focuses the modeling of inductors,
including phenomena usually overlooked with classical approaches.

Keywords: Fractional calculus, electromagnetics, electric potential, transmission
line, skin effect, electric inductor

PACS: 02.30.Jr, 02.60.Cb, 02.70.Bf

1 Introduction
Fractional calculus (FC) generalizes the concepts of classic differential calculus to
noninteger orders [36]. During the last decades, FC was adopted for modeling natural
and artificial signals and systems characterized by power-law behavior, long range
memory effects, nonlocality, and fractal properties [49, 29]. In fact, FC opened new
perspectives toward the generalization of classic laws and systemsmodels [34, 41, 28,
7, 25, 6]. In the field of electromagnetics, the tools of FC were applied successfully to
describe the behavior of electric machines, transformers, inductors, capacitors, and
electronic devices [45, 8, 22, 38, 34, 47, 48].

This chapter addresses the application of FC formodeling several electromagnetic
phenomena.

Having these ideas inmind, this chapter is organized as follows. Section 2models
the potential generated by electric charges. Section 3 studies the electric transmission
lines. Section 4 addresses the skin effect (SE) in an electric conductor. Section 5models
a nonlinear electric inductor. Finally, Section 6 draws the main conclusions.

J. A. Tenreiro Machado, Institute of Engineering, Polytechnic of Porto, Dept. of Electrical Engineering,
Rua Dr. António Bernardino de Almeida, 431, 4249-015 Porto, Portugal, e-mail: jtm@isep.ipp.pt
António M. Lopes, UISPA–LAETA/INEGI, Faculty of Engineering, University of Porto, Rua Dr. Roberto
Frias, 4200-465 Porto, Portugal, e-mail: aml@fe.up.pt
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2 | J.A. T. Machado and A.M. Lopes

2 Fractional order potential

Several well-known expressions for the electric potential are related through integer-
order integrals and derivatives. Some researchers proposed their generalization based
on the concept of fractional-order (FO) poles [23, 15, 42]. This section focuses on the
analysis and synthesis of FO multipoles.

For homogeneous, linear, and isotropic media, the electric potential φ at a point
P generated by different punctual charge configurations, namely a single charge,
a dipole, and a quadrupole, is given by [3]:

φ = q
4πε0

1
r
+ φ0, (1a)

φ = ql cos θ
4πε0

1
r2
+ φ0, r ≫ l, (1b)

φ = ql
2(3 cos2 θ − 1)

4πε0
1
r3
+ φ0, r ≫ l, (1c)

where φ0 ∈ ℝ is a constant, ε0 represents the permittivity, q is the electric charge, r
and θ denote the radial distance and the corresponding angle with the axis, and l is
the distance between the charges. Therefore, the relationshipφ ∼ {r−1, r−2, r−3} results.

For one long straight filament, two filaments with opposite charges and three fil-
aments, carrying the charge λ per unit length, the potential is given by

φ = − λ
2πε0

ln r + φ0, (2a)

φ = λl cos θ
2πε0

1
r
+ φ0, r ≫ l, (2b)

φ = λl
2(cos2 θ − 1)

2πε0
1
r2
+ φ0, r ≫ l, (2c)

and the relationship φ ∼ {ln r, r−1, r−2} applies.
From (1)–(2), we conclude that the expressions for φ are related by integer-order

derivatives and integrals.
A FO multipole produces at point P a fractional potential φ ∼ rα, α ∈ ℝ, meaning

that the relationship between φ and r is not restricted to the integer-order integro-
differential operator.

Let us consider the potential produced at a point P = (x, y) by a straight filament
with finite length l and charge q:

φ = 1
4πε0

q
l
ln [

y + 1
2 l +√x

2 + (y + 1
2 l)

2

y − 1
2 l +√x

2 + (y − 1
2 l)

2
] + φ0. (3)
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Figure 1: The potential φ of formula (3) versus x, for y = 0, and the two limits given by (1a) and (2a),
for q = 1, l = 1, and φ0 = 0.

For y = 0 and x → ∞, the asymptotic expansion of the potential is φ → q
4πε0

1
x + φ0,

while for y = 0 and x → 0 yields φ → 1
2πε0

q
l ln(

1
x ) + φ0. These limits correspond

to (1a) and (2a), that is, to the electric potentials produced by a single charge and by
an infinite filament, respectively. Figure 1 depicts the potential (3) versus x and, for
comparison, the two limits given by (1a) and (2a), for q = 1, l = 1 and φ0 = 0.

We verify that expression (3) represents a potential changing smoothly between
the two limit cases, leading to the conclusion that an intermediate FO relationship
is possible, at least within a limited working range. Figure 2 shows the approxima-
tions φA ≈ 1.385x−0.532, within the interval x ∈ [0.1,0.3], and φA ≈ 1.031x−0.747, within
x ∈ [0.3,0.8], for y = 0, q = 1, l = 1, and φ0 = 0. We conclude that the standard
integer-order potential relationships have a “global” nature, while FO potentials have
a “local” nature, possible to capture only in a restricted interval of space.

In the follow-up, a numerical algorithm for generating a given FO potential is pre-
sented [38, 23].

The method fits the nth order approximation, φn
A(x), based on single charges, to a

reference model, φR(x), while minimizing the optimization index, J [9]:

φn
A(x) =

n
∑
i=1

1
4πε0

qi
|x − xi|
, qi, xi ∈ ℝ, (4)

φR(x) = mr
α, m, α ∈ ℝ, (5)

J = 1
K

K
∑
k=1

|φn
A(xk) − φR(xk)|
|φn

A(xk)| + |φR(xk)|
, xk ∈ [xa, xb], (6)
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Figure 2: Approximations of the potential φ of formula (3), for y = 0, q = 1, l = 1, and φ0 = 0,
with φA ≈ 1.385x−0.532 and φA ≈ 1.031x−0.747, within the intervals x ∈ [0.1,0.3] and x ∈ [0.3,0.8],
respectively.

where K represents the number of points in xk ∈ [xa, xb], qi denotes electrical charges,
xi represents the ith charge position,m is a constant, and α is the FO. This means that
the algorithm places n charges qi, i = 1, 2, . . . , n, at the positions xi, so that φn

A ≈ mr
α,

within the interval x ∈ [xa, xb].
For example, Figure 3 shows the n = 4 charge approximations to the refer-

ence potentials of φR = 1.5x−0.6 and φR = 1.5x−1.3 for K = 400 points linearly
spaced within the interval x ∈ [1, 3]. The charges and positions are qi = {3.09 ×
10−5,−6.59, 8.22,−0.99} and xi = {3.39,0.21,0.19,−1.79}, and qi = {6.05,0.01, 1.22,0.94}
and xi = {−23.75,0.50,−1.95,−0.13}, respectively.

The results show a good fit between φn
A (n = 4) and φR. Nevertheless, for a given

application, a superior precisionmay be required and, in that case, a larger number of
charges must be used. Table 1 shows the values of J obtained for the n-charge approx-
imations, n = 1, . . . , 10, of φR = 1.5x−1.6, φR = 1.5x−1.4, φR = 1.5x−0.6, and φR = 1.5x−0.4,
with K = 400 points linearly spaced within the interval x ∈ [1, 3]. Figure 4 depicts the
{n, J} locus.We verify that J diminishes as n increases, yielding a better approximation
of φn

A to φR.

3 Fractional-order modeling of transmission lines

During the twentieth century, electric power transmission, telecommunications, and
microwave engineering made popular the theory of transmission lines [10, 2]. In this
section, the transmission lines are reviewed at light of FC [35].
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Table 1: Values of J for the n-charge approximations, n = 1, . . . , 10, of φR = 1.5x−1.6, φR = 1.5x−1.4,
φR = 1.5x−0.6, and φR = 1.5x−0.4, within the interval x ∈ [1, 3].

n 1 2 3 4 5 6 7 8 9 10

φR = 1.5x−1.6

J (×10−7) 224934.4 500.5 343.7 297.1 272.9 268.5 234.7 127.0 83.9 54.3
φR = 1.5x−1.4

J (×10−7) 127162.8 703.7 550.3 387.4 269.1 262.1 150.0 136.1 54.1 36.6
φR = 1.5x−0.6

J (×10−7) 47473.3 225.4 21.5 5.8 4.5 3.7 2.1 1.2 1.1 0.6
φR = 1.5x−0.4

J (×10−7) 46010.6 219.9 26.7 13.3 4.1 1.6 1.0 0.8 0.2 0.2

Figure 3: The n = 4
charge approximations
of φR = 1.5x−0.6 and
φR = 1.5x−1.3 for K = 400
points linearly spaced within
the interval x ∈ [1, 3].
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Figure 4: The relationship between J and n for φR = 1.5x−1.6, φR = 1.5x−1.4, φR = 1.5x−0.6, and
φR = 1.5x−0.4, within the interval x ∈ [1, 3].

The model of a uniform transmission line is derived by considering an infinitesimal
length dx located at coordinate x. The model is also called telegrapher’s equations
and the values of the components are specified per unit length. Therefore, we have
four parameters:
– distributed resistance R of the conductors, represented in series (with units Ohm

per unit length).
– distributed self-inductance L, represented in series (expressed in Henry per unit

length).
– distributed capacitance C between the two conductors, modeled by a shunt ca-

pacitor (in Farad per unit length).
– distributed conductance G of the dielectric material separating the two conduc-

tors, described by a shunt resistor (in Siemens per unit length).

The line segment has series resistance and inductance Rdx and Ldx, and shunt con-
ductance and capacitance Gdx and Cdx, respectively (see the diagram of Figure 5,
where t represents time, and v and i denote the electrical voltage and current).

The application of the Kirchoff’s laws to the circuit leads to the set of partial dif-
ferential equations:

𝜕v(x, t)
𝜕x
= −L𝜕i(x, t)
𝜕t
− Ri(x, t), (7a)

𝜕i(x, t)
𝜕x
= −C 𝜕v(x, t)

𝜕t
− Gv(x, t). (7b)

Some additional calculations allow the elimination of one variable and to write
the differential equation either with respect to v or to i, yielding
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Figure 5: Electrical circuit of an infinitesimal portion of a uniform transmission line.

𝜕2v(x, t)
𝜕x2
= LC 𝜕

2v(x, t)
𝜕t2
+ (LG + RC)𝜕v(x, t)

𝜕t
+ RGv(x, t), (8)

or

𝜕2i(x, t)
𝜕x2
= LC 𝜕

2i(x, t)
𝜕t2
+ (LG + RC)𝜕i(x, t)

𝜕t
+ RGi(x, t). (9)

When L = 0 and G = 0, equations (8)–(9) reduce to the equivalent of the heat
diffusion equation, where v and i are the analogs of the temperature and the heat flux,
respectively.

To analyze the transmission line in the frequency domain, the Fourier transform
operator ℱ is applied to equation (7), yielding

dV(x, jω)
dx
= −Z(jω)I(x, jω), (10a)

dI(x, jω)
dx
= −Y(jω)V(x, jω), (10b)

where ω is the angular frequency, j = √−1, I(x, jω) = ℱ{i(x, t)}, V(x, jω) = ℱ{v(x, t)},
Z(jω) = R + jωL, and Y(jω) = G + jωC. In the same line of thought, equation (8) is
transformed to

d2V(x, jω)
dx2

= −Z(jω)Y(jω)V(x, jω). (11)

Equation (11) has solution in the frequency domain given by

V(x, jω) = A1e
γx + A2e

−γx , (12a)

I(x, jω) = Z−1c (A2e
−γx − A1e

γx), (12b)

where

Zc(jω) = √Z(jω)Y−1(jω) = √(R + jωL)/(G + jωC), (13)

is called characteristic impedance, and

γ(jω) = √Z(jω)Y(jω) = α(ω) + jβ(ω). (14)
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These expressions have two terms corresponding to waves traveling in opposite
directions: the term proportional to e−γx is due to the signal applied at the line input,
while the term eγx represents the reflected wave.

For a transmission line of length l, it is usual to adopt for variable the distance up
to the end given by

x = l − x. (15)

If V2 and I2 represent the voltage and current at the end of the transmission line,
then the Fourier transforms of equation (7) at coordinate x are given by

V(x, jω) = V2 cosh(γx
) + I2Zc sinh(γx

), (16a)

I(x, jω) = V2Z
−1
c sinh(γx) + I2 cosh(γx

). (16b)

For a loading impedance Z2(jω), it results in V2(jω) = Z2(jω)I2(jω) and the input
impedance Zi(jω) of the transmission line is given by

Zi(x, jω) = [Z2 cosh(γx
) + Zc sinh(γx

)] ⋅ [Z2Z
−1
c sinh(γx) + cosh(γx)]−1. (17)

Typically, at the end of the line three cases are considered: namely, short circuit,
open circuit, and adapted line. These conditions simplify equation (17), yielding

short circuit: V2 = 0, Z2(jω) = 0⇒ Zi(jω) = Zc(jω) tanh(γl), (18a)
open circuit: I2 = 0, Z2(jω) =∞⇒ Zi(jω) = Zc(jω) coth(γl), (18b)
adapted line: Z2(jω) = Zc(jω)⇒ Zi(jω) = Zc(jω). (18c)

The classic perspective is to study lossless lines (i. e., R = 0 and G = 0). This
approach is reasonable in real-world power systems, andmodels in the frequency do-
main lead to two-port networks usually analyzed under the light of integer order ele-
ments. Nevertheless, the transcendental equations (17) and (18) yield both to integer
and FO expressions. For example, in the case of an adapted line (with R,C, L,G ∈ ℝ+),
we can have half-order FO capacitances and half-order FO inductances, accordingly
with the expressions:

L = 0,G = 0⇒ Zc(jω) = √(jω)−1RC−1, (19a)

R = kL,G = kC ⇒ Zc(jω) = √RL−1, (19b)

R = 0,C = 0⇒ Zc(jω) = √jωLG−1, (19c)

where k ∈ ℝ+.
Since conditions (18a) and (18b) are easier to implement in practice than (18c),

we follow the asymptotic expansions of tanh(γl) and coth(γl). Knowing that for low
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frequencies we have ω → 0, tanh(γl) → γl, coth(γl) → (γl)−1, and that for high fre-
quencies ω →∞, tanh(γl) → 1, coth(γl) → 1, we obtain approximations for the short
and open circuit cases, given by

Zi(jω) = {
Z(jω)l, ω→ 0,
Zc(jω), ω→∞,

(20a)

Zi(jω) = {
[Y(jω)l]−1, ω→ 0,
Zc(jω), ω→∞.

(20b)

We conclude that both cases approximate the condition (18c) when ω→∞.
These results are overlooked in the textbooks and suggest possible strategies for

implementing FO impedances. Hardware strategies for implementing FO derivatives
have been pointed out in order to avoid computational approximation schemes [51].
Therefore, it is relevant to explore fractal geometries and dielectric properties [46, 5]
to achieve FO capacitors and inductors.

4 Fractional-order skin effect
The effect of a high-frequency electric current to distribute itself in a conductor so that
the current density near the surface is higher than that at its core is called SE. This phe-
nomenon reveals characteristics well modeled by the FC tools, exhibiting a dynamics
of half-order. Moreover, the model development based on the Maxwell’s equations
suggests the implementation of inductive devices of FO [39, 4, 8, 44, 37].

Let us denote by ∇ the nabla operator. In the differential form, the Maxwell equa-
tions are given by [27]:

∇ × E = −𝜕B
𝜕t
, (21)

∇ ×H = J + 𝜕D
𝜕t
, (22)

∇ ⋅ D = ρ, (23)
∇ ⋅ B = 0, (24)

where E, D, H, B, J represent the vectors of electric field intensity, electric flux den-
sity (or electric displacement), magnetic field intensity, magnetic flux density and the
current density, respectively, and ρ is the charge density.

For homogeneous, linear, and isotropic media, we write

D = εE, (25)
B = μH, (26)
J = γE, (27)
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where ε, μ, and γ are the electrical permittivity, the magnetic permeability, and the
conductivity, respectively.

We consider a cylindrical conductor with radius r0 conducting a current I along
its longitudinal axis. In a conductor, even for high frequencies, the term 𝜕D𝜕t is negli-
gible in comparison with the conduction term J, that is, the displacement current is
much lower than the conduction current, and equation (22) simplifies to ∇ × H = J.
Therefore, for a radial distance r < r0 the application of the Maxwell’s equations with
the simplification of (22) leads to the expression [26, 3]:

∇ × (∇ × J) = −γμ𝜕J
𝜕t
. (28)

Knowing that∇×(∇×J) = ∇(∇⋅J)−∇2J, where∇2 is the Laplacian, and that∇⋅J = 0,
it results in

∇2J = γμ𝜕J
𝜕t
. (29)

For cylindrical coordinates and for J pointing in the direction of the z axis, the
Laplacian can be expressed as ∇2J = 1

r
𝜕
𝜕r (r
𝜕J
𝜕t ). Therefore, rewriting (29) in terms of the

electric field intensity E, it comes as

𝜕2E
𝜕r2
+
1
r
𝜕E
𝜕r
= γμ𝜕E
𝜕t
. (30)

For a sinusoidal field E sin(ωt), we adopt the complex notation Eejωt, yielding

d2E
dr2
+
1
r
dE
dr
+ q2E = 0, (31)

with ν2 = −jωγμ.
Equation (31) is a particular case of the Bessel equation that has a solution:

E(r) = ν
2πr0γ

J0(νr)
J1(νr0)

I , 0 ≤ r ≤ r0, (32)

where J0(⋅) and J1(⋅) are complex valued Bessel functions of the first kind of orders 0
and 1, respectively.

Equation (32) characterizes the SE phenomenon consisting of a nonuniform cur-
rent density, namely a low density near the conductor axis and a high density on sur-
face, the higher the frequency ω. Therefore, for a conductor of length l0 the total volt-
age drop is ZI = E(r = r0)l0 and the equivalent electrical complex impedance Z is
given by

Z = ql0
2πr0γ

J0(νr)
J1(νr0)
. (33)
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For small values of x, the Taylor series [43] leads to

J0(x) = 1 −
x2

22
+ ⋅ ⋅ ⋅ , (34)

J1(x) =
x
2
−

x3

224
+ ⋅ ⋅ ⋅ , (35)

while for large values of x the asymptotic expansion yields

Jn(x) = √
2
πx

cos(x − nπ
2
−
π
4
), n = 0, 1, . . . . (36)

Knowing the expansions (34), (35), and (36), the low and high frequency approx-
imations of Z can be written as

ω→ 0⇒ Z → l0
πr20γ
, (37)

ω→∞⇒ Z → l0
2πr0
√
ωμ
2γ
(1 + j). (38)

The standard approach to avoid handling the transcendental equation (33) is to
approximate Z by means of a resistance Ra and an inductance La given by Z = Ra +
jωLa. Nevertheless, this method is inadequate because the model parameters {Ra, La}
must vary with the frequency (see Figure 6).

Expression (38) reveals the half-order nature of the dynamic phenomenon, at high
frequencies (i. e., Z ∼ ω

1
2 ) which is not captured by the classic integer-ordermodeling.

Figure 6: Variation of Ra and La for the integer order model Z = Ra + jωLa with γ = 107 Ω−1m, l0 = 1m,
r0 = 3.02 ⋅ 10−3m, μ0 = 1.257 ⋅ 10−6 Hm−1, and μr = 103.
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Figure 7: Amplitude and phase Bode diagrams of the electrical field at r = r0, E(r0), for the the-
oretical and the approximate expression (39) with γ = 107 Ω−1m, l0 = 1m, r0 = 3.02 ⋅ 10−3m,
μ0 = 1.257 ⋅ 10−6 Hm−1, and μr = 103.

The FC eliminates that limitation [35, 39]. A simple method is to join the two asymp-
totic expressions (37)–(38) by means of the FO reference (approximation) model:

ZR = Z0(1 +
jω
z
)
α
, (39)

where Z0 =
l0

πr20γ
, z = 4

r20γμ
, and α = 1

2 .
Figure 7 compares the Bode diagrams of amplitude and phase of E(r0) based on

expressions (33) and (39) in the case of a conductor with γ = 107 Ω−1m, l0 = 1m,
r0 = 3.02 ⋅ 10−3m, μ0 = 1.257 ⋅ 10−6 Hm−1, and μr = 103. We verify that (39) leads to a
very good curve fitting.

Other values ofα canbedesigned, either byvarying thegeometry of the conductor,
or by modifying its electromagnetic properties.

Equation (31) is now integrated numerically adopting the Euler forward approxi-
mation for the first- and second-order derivatives of the sinusoidal electric field, E. We
get the approximate

E(k + 2) + (−2 + Δr
r
)E(k + 1) + (1 − Δr

r
)E(k) − jωμΔr2γ(r)E(k) = 0, (40)

where k and k + 1 represent two consecutive sampling points in space and Δr is the
integration step along the conductor radius.
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The numerical initialization must be obtained from the boundary conditions:

H = 1
jωμ

dE
dr
, (41)

H0 = H(r = r0) =
I

2πr0
. (42)

The calculation of (40) requires initial conditions compatible with (41)–(42). The
initial conditions are estimated by means of a Genetic Algorithm (GA) [40], with pop-
ulation {ℜ{E(1)}, ℜ{E(0)}, ℑ{E(1)}, ℑ{E(0)}}, and fitness function

Jinit = [
1
ωμ
ℑ{E(k + 1)} − ℑ{E(k)}

Δr
]
2
+ [ℜ{E(k + 1)} −ℜ{E(k)}]2, (43)

H0 =
1
ωμ
ℑ{E(k0)} − ℑ{E(k0 − 1)}

Δr
, (44)

where k0Δr = r0. It adopted aGApopulation of 2000 elements, crossover andmutation
probabilities of pc = 0.5 and pm = 0.1, respectively, and elitism. Furthermore, the
GA was executed during nGA = 2000 iterations for a total of K testing frequencies,
logarithmically spaced in the interval ωmin < ω < ωmax, of the sinusoidal electric
field E. In the numerical experiments a set of frequencies Ω was considered such that
ωmin = 10−2, ωmax = 103 and K = 30.

Expressions (43)–(44) pose a considerable computational load, for the initializa-
tion GA. In order to reduce the burden the integration step Δrwas adjusted, from gross
to fine, during three phases in the GA evolution, namely

Δr(n) =
{{{
{{{
{

r0
66 n ≤ 1

3nGA,
r0
133

1
3nGA < n ≤

2
3nGA,

r0
200

2
3nGA < n ≤ nGA,

(45)

where the index n represents the GA iterations.
This algorithm guarantees the convergence of the numerical integration of (40)

and leads to a reduction of 50% in the computational burden of the fitness evaluation.
In fact, several experiments, comparing the results of the variable and the fixed step
sizes, demonstrated the feasibility of the proposed scheme.

The first approach for modifying the properties of the SE consists of adopting a
conductor with a different geometry. One simple possibility is, for example, to have a
annular conductor with inner and outer radius r1 and r0, respectively. Figure 8 shows
the amplitude and phase Bode diagrams of the electrical field at r = r0, E(k0), for
r1 = {0,0.3,0.5,0.7} ⋅ r0. We verify that by eliminating the flow of current in the inner
part of the conductor we can shift the frequency response.

The second approach for a different SE consists of varying the electrical conduc-
tivity with the conductor radial distance, that is, to have γ = γ(r), r1 ≤ r ≤ r0. For the
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Figure 8: Amplitude and phase Bode diagrams of the electrical field at r = r0, E(r0), for a annular
conductor with inner and outer radius r1 and r0, such that r1 = {0,0.3,0.5,0.7} ⋅ r0, with γ = 107 Ω−1m,
l0 = 1m, r0 = 3.02 ⋅ 10−3m, μ0 = 1.257 ⋅ 10−6 Hm−1, and μr = 103.

electrical conductivity, the following expression was considered:

γ(r) = γ0(1 −
r − r1
r0
)
β
, −∞ < β < +∞, (46)

Obviously, β = 0 yields the case of constant electrical conductivity that was ana-
lyzed above.

During the experiments the numerical values γ = 107 Ω−1m, r0 = 3.02 ⋅ 10−3m,
μ0 = 1.257 ⋅ 10−6 Hm−1, μr = 103, ωmin = 10−2 s−1, and ωmax = 103 s−1 were adopted.

Figure 9 depicts the Bode diagrams of amplitude and phase of E(k0) for β =
{−1,− 12 ,0,

1
2 , 1}.

It was observed that when moving far away from the central case of β = 0 the
results becamemore andmore “unstable,” that is, with considerable variations in the
plots. Therefore, in the study were considered only those cases that depicted a sound
numerical response.

The Bode plots reveal that at low frequencies we get the usual resistive behav-
ior, but at high frequencies we have inductive effects of different FO. Therefore, it was
decided to approximate the numerical results by a reference expression:

ER = E0(1 +
jω
z
)
α
, E0 > 0, z > 0, α > 0, (47)
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Figure 9: Amplitude and phase Bode diagrams of the electrical field at r = r0, E(r0), for
γ = 107 Ω−1m, r0 = 3.02 ⋅ 10−3m, μ0 = 1.257 ⋅ 10−6 Hm−1, μr = 103, and β = {−1,−

1
2 ,0,

1
2 , 1}.

For the estimation of the three parameters {E0, z, α}, an identification GA with fitness
function:

Jident =∑[ℜ(ER) −ℜ{E(k0)}]
2
+ [ℑ(ER) − ℑ{E(k0)}]

2
, (48)

was implemented, where Ω represents the set of K sampling frequencies such that
ωmin < ω < ωmax. The parameters of the identification GA are: population of nGA =
5000 elements, crossover and mutation probabilities of pc = 0.5 and pm = 0.1, re-
spectively, and elitism. The GA was executed during 1000 iterations, for ωmin = 10−2,
ωmax = 103 and K = 30.

Figure 10 depicts the parameters {E0, z, α} of expression (47) versus β. We verify
clearly that by varying the electrical conductivity in (46)we candesigndifferent values
of α.

5 Fractional-model of an inductor

An ideal inductor is characterized by the impedance Z(jω) = jωL, where the parame-
ter L denotes the inductance. However, such device has no physical correspondence,
since themodel ignores the ohmic resistance of thewinding, the parasitic capacitance
between neighbor turns, the hysteresis and eddy-current losses in the magnetic core,
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Figure 10: Variation of the parameters {E0, z, α} versus β.

and the SE in the wire. Additionally, the nonlinearities are dependent on the ampli-
tude and frequency, ω, being more critical when ω is high [47].

Classic models represent a real inductor by means of equivalent electric circuits,
where the inductor is associated in series/parallel with resistances and capacitors.
Nevertheless, these models reveal difficulties in describing the nonlinear and the SE
that characterize many inductors, and their accurate modeling is a challenging ex-
ercise [48]. In this section, the FC perspective is adopted for describing an inductor
[31]. The electrical impedance spectroscopy (EIS) technique is used for measuring the
equivalent impedance of the device, and the experimental data is approximated by
means of FO empirical transfer functions [11, 12, 20, 21].

The EIS technique measures the electrical impedance of a specimen object [29,
30]. The EIS is straightforward to implement, avoiding complicated procedures and
time consumingmeasurements. The EIS has been used in the description of vegetable
[14, 24] and animal [18] tissues, food liquids [32, 33], materials [50, 16], and electrical
devices [17, 1].

The EIS starts by applying to the sample electric sinusoidal input signals, and reg-
istering the amplitude and phase shift of the output steady-state sinusoidal voltage,
v(t), and current, i(t):

v(t) = V cos(ωt + θV ), (49a)
i(t) = I cos(ωt + θI ), (49b)

where {V , I} and {θV , θI } are the amplitudes andphase shifts of the voltage and current,
respectively.



Fractional electromagnetics | 17

The signals v(t) and i(t) can be represented in the Fourier domain:

V(jω) = V ⋅ ejθV , (50a)

I(jω) = I ⋅ ejθI , (50b)

where the impedance Z(jω) is given by

Z(jω) = V(jω)
I(jω)
=
V
I
⋅ ej(θV−θI ) = |Z(jω)| ⋅ ej arg [Z(jω)]. (51)

The diagram of Figure 11 shows the experimental set-up [29, 30] using general
purpose equipment. The inductor is connected in series with an adaptation metal
film resistance, Rs = 27Ω, for achieving good signal/noise ratio, while avoiding in-
terference at high frequencies [19]. A Hewlett Packard/Agilent 33220A function gen-
erator applies a sinusoidal AC voltage with amplitude Vab to the circuit (i. e., the volt-
age divider) and a Tektronix TDS 2002C two channel oscilloscope measures the volt-
ages Vab and Vcb. The oscilloscope bandwidth is 70MHz, with DC vertical accuracy of
±(3%×reading+0.1 div+1mV), and delta time accuracy equal to ±(1 sample interval+
100 ppm × reading + 0.6 ns).

Figure 11: Experimental set-up EIS
for measuring Z(jω).

The tested inductor has a closed iron core, a resistance R = 0.6Ω, measured by a
Keithley 2000 digital multimeter by means of the 4-wire method, and an inductance
L = 11.5mH, measured with a Escort ELC-131D LCR bridge at the frequency of 120Hz.
The experiments consist ofmeasurementswith linearly spaced exciting voltagesVab =
{1, . . . , 10}V. For each fixed-amplitude Vab, the impedance Z(jω) is obtained for the
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frequency range 2π ⋅ 10 ≤ ω ≤ 2π ⋅ 104 rad/s, at K = 27 logarithmically spaced points
using the expression:

Z(jω) = Rs ⋅ (
Vab(jω)
Vcb(jω)

− 1), (52)

where the signals vab(t) = Vab cos(ωt) and vcb(t) = Vcb cos(ωt + θ) are measured di-
rectly by the oscilloscope, and θ denotes the phase shift between vcb(t) and vab(t).

In the follow-up we shall denote by ZA and ZR the impedances corresponding to
the measured values and the reference (approximation) model, respectively.

The FO description is fitted into the data by minimizing the Canberra distance, J,
between ZA and ZR, according with the expression:

J = 1
K

K
∑
k=1
(
|ℜ[ZA(jωk)] −ℜ[ZR(jωk)]|
|ℜ[ZA(jωk)]| + |ℜ[ZR(jωk)]|

+
|ℑ[ZA(jωk)] − ℑ[ZR(jωk)]|
|ℑ[ZA(jωk)]| + |ℑ[ZR(jωk)]|

), (53)

where K is the total number of measuring points, as defined previously.
Expression (53) captures the relative error of the curve fitting. This avoids satura-

tion effects that occur when using the standard Euclidean norm due to the simultane-
ous presence of large and small values.

A good fit occurs for the 5-parameter reference model:

ZR(jω) = Z0 ⋅
(1 + jω

z )
β

(1 + jω
p )

α
, (54)

where Z0 = 0.6 is the inductor resistance measured in DC. Expression (54) represents
a compromise betweenmodel complexity and quality of fitting between experimental
and analytical results.

The polar, Nichols and Bode diagrams of ZA(jω) and ZR(jω) are depicted in Fig-
ure 12 for the excitation voltageVab = 5V. The charts reveal the adequacy of expression
(54) whenmodeling the inductor. For the other values of Vab, the results are identical.

Table 2 summarizes the values of the parameters and the fitness function obtained
for the 10 excitation voltages Vab = {1, . . . , 10}V. We observe that the parameters z
and p diminish for increasing values of the excitation voltage. On the other hand, α
and β have a very small variation, revealing average and standard deviation values
of {μα, σα} = {0.536,0.028} and {μβ, σβ} = {0.905,0.025}, respectively. The fitness func-
tion, J, is minimal for intermediate values ofVab, corresponding to a closer fit between
ZA(jω) and ZR(jω).

Figure 13 depicts the Nichols diagrams of the inductor obtained with the experi-
mental impedances, for Vab = {1, . . . , 10}V. The points corresponding to the same fre-
quency are also connected [13], so thatwe have the locus of constant frequency/ampli-
tude versus variable amplitude/frequency.Weobserve that the impedanceZA depends
on Vab, reflecting the nonlinear nature of the device. At low frequencies, ZA is more
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Figure 12: Diagrams of the experimental
and model impedances, ZA(jω) and ZR(jω),
of the inductor for Vab = 5 V: (a) Polar;
(b) Nichols; (c) Bode.
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Table 2: Values of the parameters of the model and the fitness function for Vab = {1, . . . , 10}V.

Vab z β p α J

1 38.96 0.92 8400 0.60 0.22
2 33.93 0.93 6200 0.55 0.16
3 32.67 0.92 6600 0.54 0.13
4 28.90 0.92 5100 0.54 0.11
5 28.90 0.92 5500 0.54 0.13
6 26.39 0.92 4800 0.54 0.10
7 22.62 0.90 4000 0.52 0.10
8 21.36 0.90 4000 0.52 0.14
9 16.34 0.86 4200 0.51 0.15

10 15.71 0.86 3900 0.50 0.20

sensitive to the excitation voltage, meaning that the nonlinear component represents
a larger part of the total value.

The results demonstrate thatmodel (54) yields a quantitative description and reli-
able characterization of the inductor. Nevertheless, the number of model parameters
necessary is high and the adherence between the heuristic model and the experimen-
tal data in Figure 12 is limited.

Figure 13: The Nichols diagrams of the inductor obtained with the experimental impedances, for
Vab = {1, . . . , 10}V.
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6 Conclusion

This chapter presented four applications of FC in the area of electromagnetics, namely
for modeling the electric potential generated by arbitrary charges, the electric trans-
mission lines, the SE in an electric conductor, and the behavior of a nonlinear electric
inductor. The phenomena and devices are well known and described by classic mod-
els. However, a closer look reveals that the FC formalism leads to a news perspective
for evaluating more deeply all details. It was verified that the FO models characterize
more accurately effects overlooked by standard approaches.
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Vasily E. Tarasov
Fractional electrodynamics with spatial
dispersion
Abstract: Nonlocal electrodynamics of media with power-law spatial dispersion
(PLSD) are described. Spatial dispersion is a phenomenon in which the absolute
permittivity of the media depends on the wave vector. Power-law spatial dispersion
is described by derivatives and integrals of noninteger orders. Fractional differential
equations for the electric fields in these media are suggested. The generalizations of
Coulomb’s law and Debye’s screening for power-law nonlocal media are proposed.
Simple models of anomalous behavior of media with PLSD are described as nonlo-
cal properties of power-law type. As examples, we consider electric fields of point
charge and dipole in media with PLSD, infinite charged wire, uniformly charged disk,
capacitance of spherical capacitor, and multipole expansion for media with PLSD.
A microscopic model, which is based on fractional kinetics, is proposed to describe
spatial dispersion of power-law type. The fractional Liouville equation is used to ob-
tain the power-law dependence of the absolute permittivity on the wave vector. The
proposed fractional nonlocal electrodynamics is characterized by universal spatial
behavior of electromagnetic fields in media with PLSD by analogy with the universal
temporal behavior of low-loss dielectrics.

Keywords: Spatial dispersion, electrodynamics, fractional calculus, fractional Lapla-
cian, Riesz potential

PACS: 03.50.De, 45.10.Hj, 41.20.-q, 05.20.-y, 51.10.+y

1 Introduction

Spatial dispersion is a phenomenon of the dependence of the absolute permittivity
tensor of the medium on the wave vector [28, 7, 5]. This dependence leads to different
effects, including the rotation of the plane of polarization, anisotropy of cubic crystals
and others [4, 3, 2, 6, 17, 18, 12, 26, 10, 11, 8, 1]. The spatial dispersion is caused by
nonlocal connection between the electric induction D and the electric field E. Vector
D at any point r of the medium is not uniquely defined by the values of E at this point.
It also depends on the values of E at neighboring points r.

Media with high spatial dispersion are called plasma-like media. The term “plas-
ma-like media” was proposed by Viktor P. Silin and Henri A. Rukhadze in 1961 in book
[28]. Plasma-like medium is medium, in which the motion of free charge carriers cre-
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