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PREFACE 
 

Dear Distinguished Delegates and Guests, 
 
2nd International Conference on Mechanical Engineering and Green Manufacturing 2012 
(MEGM 2012) was held in Hunan Institution of Engineering in Chongqing, China, from 
March 16-18 , 2012, serving as a platform for expertise exchange. MEGM 2012 had drawn 
the attention of researchers from various disciplines: Mechanical Engineering Design, 
Green Manufacturing Technology, Applied Mechanics, Sustainable Materials, etc. 
 
Persons who attended the conference were engineers, scientists, managers of various 
companies and professors of the universities abroad and home. We have had record 
number of submission 967 this year. From which 244 papers have been accepted for 
presentation at the conference and will be published by TTP, in Applied Mechanics and 
Materials (AMM) Journal (ISSN: 1660-9336), which is online available in full text via the 
platform www.scientific.net. AMM should be indexed by EI according the previous TTP 
index results. 
 
We express our special gratitude to all the members of the General Committee Chairs, 
Program Committee Chairs, Technical Program Committee and Steering Committee who 
worked so hard to prepare the conference and who supported the conference so 
professionally. 
 
Our deep thanks also go to the sponsors: National Natural Science Foundation of China, 
Chongqing University, Hunan Institute of Engineering，Chongqing Normal University, 
Shanghai Jiao Tong University, National University of Defense Technology, and Xiangtan 
University, for their kind support in making MEGM 2012 possible. 
 
Finally, we would like to thanks all the authors, speakers and participants of this 
conference for taking part in and contributing to the International Conference on 
Mechanical Engineering and Green Manufacturing 2012. 
 
We hope you have a unique, rewarding and enjoyable week at MEGM 2012 in Chongqing. 
 
With our warmest regards, 
 
MEGM2012 Organizing Committees 
January 16, 2012 
Chongqing, China 
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Abstract. This paper introduces how the simulator's credibility, which mainly includes the 

fidelity and accuracy, influences the practical application effects. Based on analyzing the factors 

that influence the physical fidelity and the mathematical model accuracy, an approach is put forward 

to improve the simulation precision. Furthermore, the paper summarized the practical values of 

the simulator and its function on scientific research. 

Introduction 

Thermal power unit simulator has already been applied to pre-job training for centralized control 

personnel, proficient operation training and evaluation of the workers, etc. Because impelled 

simulation technology based on virtual DCS has come up during past 10 years [1], the application 

field was enlarged to training and evaluation on thermal control personnel. Nowadays, a number of 

users are coming up with the ideas that simulator could be applied to the accident reconstruction 

and analysis, the revision of the operation rules, the test and evaluation of the control system of 

power plant configuration and so on. In order to implement these functions, we should improve the 

precision of the simulator firstly. As a matter of fact, the above functions can be realized in the early 

simulators [2]. However, due to the technical and economic reasons, most of the users do not put 

forward these requests before. 
 The credibility of the simulator mainly includes the fidelity and precision. The fidelity of the 

simulators denotes the level of similarity between simulator and actual power station in the 
equipments (such as meters, switches, press-buttons, pilot lamps, CRT displayers and keyboards, 
etc.) and control room environment on appearance, shape, size, color and location. We can call this 
fidelity as physical fidelity. The higher the level of similarity is, the higher physical fidelity is. 

There are many factors which only want to get ideal training effect 
[2]
. The precision of the 

simulator is referring to the simulator precision in the simulation proceeding of static and 
dynamic response. The precision of the simulator could be called as the physical fidelity or 
function fidelity. It can be categorized simulator software and mathematical model. The precision 
of the simulator includes transient and steady precision accuracy. This paper discusses the 
credibility's influence on the effects of the various applications. 

The effects on operators in the power plant caused by physical fidelity 

The effects caused by the operator station 

Stimulated simulator based on virtual DCS has completely copied all of the functions of the 

actual DCS and the logic structure of the system is same to the practical process logic. It is easier to 

be understood, to be used and to be completely imitated from appearances, computers used by 

operator's station to displayers. Hence, stimulated simulator based on virtual DCS will not reduce 

the application effect either applied to training or study. 
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The effects caused by the surroundings in the simulation room 
The surroundings in the simulation room refer to the indoor decoration, brightness, sounds 

(environmental noises), etc. except the operator station. These facilities which are seemingly have 

nothing to do with the simulator precision will impact greatly on operator training result. This is 

mainly caused by human psychological factors. If the size of the simulation room, the color of the 

wall, the shape, power(brightness) and position  of  lights  are  same  to  the  simulated  power  

plant's  are  also  same  to  the simulated power plant's, and then produce same environmental 

noise through the sound system (these are easily to be realize), all of which could make the 

trainers feel to be personally on the scene. All of that are especially important factors for beginners, 

they can identify different accidents though the brightness of the lights. But as for experienced 

people, they will forget wither they are in the simulation room or at the actual scene, it will 

significantly improve trainees' attention, so as to enhance the training effect. 

The effects caused by the furnace flame monitor 
Trainees can watch the position and shape of flame, monitor the combustion status from flame 

monitor and then analyze wither the combustion is normal or not. At present, we realize this 

function by use of large capacity images stored laser flay back equipment. The video equipment 

stores all kinds of combustion information in the laser video disc. It will plays according to different 

working condition under the control of computer. The monitor's fidelity will be influenced by 

response speed and switching speed of the flame images. The monitor's fidelity can also influence 

trainees' operating experience. If we make high flame monitor fidelity, trainees can get 

combustion optimizing experience. When they use these experiences to the actual operation,  it  will  

achieve  the  objective  of saving energy  and  reducing  emission. 

Main  factors  that  affect  the  accuracy  of  the  simulation  mathematical model 

The main factor that affects the precision of the simulator is the simulation power station of heating 

equipment mathematical model. In recent years, the development of mathematical model 

technology is rapid. The description of the mathematical model of local power station process is 

more and more accurate, but that is not to say the whole mathematical model is accurate. That's 

because when we set up mathematical models of equipment, we usually do some simplication and 

neglect. So once each subsystem models are put together, the overall precision of the model will be 

worse. In order to get enough simulation precision, we must modify local model of simulator 

constantly during the simulator producing process [3]. Main factors that would affect the accuracy 

of the mathematical model simulator are as follows: 
 

Effects caused by the mathematical model simplification 
All of the boilers, turbines and generators in thermal power plants have complicated structure 

and huge shape. Generally, we divide them into several typical subsystems and then establish the 

mathematical model of each subsystem respectively. Finally, we combine them into the whole 

system's model. In addition, we always regard the distributed parameters that along the three 

dimensional space as lumped parameters; in other words, we always take time parameter items 

into account and ignore the space distribution of parameters. For example, boiler furnace 

temperature is different everywhere, however, we take it equivalent to a particular furnace, and the 

temperature is the same everywhere. Single-phase media heat exchanger such as super-heater, 

re-heater and economizer are simplified as the equivalent heat pipe. We regard the metal 

temperature of the whole pipe are same everywhere; the heat only transfer along radial 

direction.  Because it is very difficult to get a distributed parameter models, we usually use lumped 

parameter system model of the thermal power station. This is a kind of inevitably hypothesis and 

that will inevitably affect to the accuracy of the mathematical models. 
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The impact of coefficient selection on mathematical modeling 
From reference [2] we can know that the parameters in formula whose parameters are 

simplified and lumped are gotten from mass-conservation equation and energy conservation 
equation calculation. In engineering practice, the model parameters in these formulas are set by way 
of trial and error, so errors necessarily exist in the system. 

Effects of digital simulation algorithm choice on the accuracy of the mathematical 

model 
Digital simulation algorithm includes Euler formula, trapezoidal formula, fourth order Longe-

Kutta formula. Reference [2] indicates that Euler formula's computing speed is fast, but the 
calculation accuracy inferior to the trapezoidal formula and fourth orders Longe-Kutta formula. The 
popular algorithm in thermal power plant simulator is Euler's formula. By simulation, we find that 
in the condition of small simulation step (display instrument don't show up the phenomenon of 
jumping), the accuracy of the Euler's formula is close to the fourth order Longe-Kutta formula's. 
Furthermore, the calculation speed of fourth order Longe-Kutta formula is slower than Euler's 
formula. As we all know, calculation speed of the computer itself is fast enough nowadays. We 
needn't to use fourth order Longe-Kutta formula which only superiority is of high accuracy of 
calculating. One more reason for not using fourth order Longe-Kutta formula  is  that  errors  
through  3.1, 3.2  cannot  be  improved  by  fourth  order  Lo Longe-Kutta formula. 

The effects of the simulator precision on training and scientific research 

With the expansion of the scale of the power plants, the unit plant is developing towards the 
direction of large capacity, high parameter and high automatization. In order to make sure that the 
power plant units run safely and economically, the personnel in power plant should be trained and 
educated constantly, so they can analyze the systems in the power plant, and make researching and 
designing. In this process, the simulator plays and important role. In different application aspects, it 
puts different requirements on the simulator's precision. 

At present, stimulated simulator based on virtual DCS has been widely used. Its simulating 
environment has been realized to the same to the actual environment. Hence, the simulator 
precision mainly refers to the simulator's mathematical fidelity. That is the precision of its 
mathematical model. 
The simulator applied to training thermal control personnel 
In power plants, we use simulators to train thermal control personnel to master the operation of 

starting up and stopping the equipments of the units, and train them to master  the  technical  
knowledge  such  as  process  contro lling  and  functional configuration of the DCS systems of 
the units. As for this application, we should first make the parameters' changing trend of the 
simulator are corresponding to the changing trend of the actual power plants. In the process of 
transient operating, all parameters' trends should not damage the authenticity of the simulation, 
we don't need to put forward excessive demands on the simulator's precision. 
The simulator applied to training centralized control personnel 
The centralized control personnel in power plants should make sure that the unit operates 

safely and economically, when malfunctions occur, they should discern them and deal with them in 
time. In the power plants, we use simulators not only to train centralized control personnel to 
master the operation of the units in formal condition, but also train their ability to analyze and solve 
the problems when different kinds of malfunctions occur. Because centralized control personnel 
are the monitoring personnel who directly control the operating of the power plants, they should 
have clear cognition of the operation in every working condition and the changing of every 
parameter in the power plant, so it sets forth stricter requirements for the simulators in the power 
plants. 

 According to the ‘Industrial Standard of the Power Plant Simulator' in our country, when the 
load is higher than 25%, for example, 50%, 75% and 100% load, the static error of the 
calculated value of the key parameters should be less than 2% when compared  to  the  
designed  value  of  the  reference  power  plant.  The  err or  of  the calculated  value  of  the  non-
critical  parameters  should  be  less  than  10%  when compared to the designed value of the 
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reference power plant. As for the error of the transient state, it calls for a lower requirement, it 
is because that the mathematical model we set up is hard to make high-precision in the whole 
dynamic process, the mathematical model only can calculate accurately in certain working 
conditions. We need the simulator's precision at the transient state to meet the following 
requirement: when compared to the actual power plant, the error of the key parameters of the 
simulator's transient response should be less than 10%. 

In order to get a more accurate mathematical model, we should modify the parameters of the 

model using experts' experience or other test methods in the debugging process
[4] 

until it needs the 
simulator's requirement. 
The simulator applied to scientific research 
The simulator of the thermal power plant not only provides a good trainning platform for the 

thermal control operators , but also creates a real-time and on-line environment for experts to 
analyze the operating technology and researching the control system. Experts can use it conduct 
research in all kinds of operation ways of the thermal units. They can make computational analysis 
for the technological and economic indicators of the units based on the information in different 
working conditions, then optimize the units' operating mode and strategy under effective ways to 
make the units operate safely, economically and efficiently. In addition, simulators can recur actual 
power plant's malfunctions. Experts use this useful information to analyze and diagnose the 
malfunctions, to test and verify the cause and effect of the malfunctions, then find out the 
countermeasures of eliminating these malfunctions. To realize these functions, we should 
improve the precision of the simulator models. 

In order to make the simulators' precision to meet the need of scientific research, during the 
simulator being debugged, the parameters of the models should be modified constantly; even the 
mathematical model should be rebuilt until the simulator's precision meet the requirement. We 
should use distributed parameter models when a more precision model is needed. 

Summary 

The power plant simulator can be widely used in variety of fields. For different applications, 
different demands on the accuracy of the simulators will be needed. If the simulator just used for 
training power plant students, the simulator should have high fidelity in physical appearance. The 
students will be familiar with the operation of the power plant process and the surroundings in the 
short time and master all kinds of actual operations. If the simulator is used for scientific 
research, we should mainly focus on improving simulator mathematical model of the fidelity to 
make the operation parameters be close to actual parameters in power plant. So expert could get 
more effective information from the simulator and then they can use this information to 
analysis and optimize the thermal power unit. 
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Abstract. Focusing on the disadvantages of recent researches for roll planning that seldom consider 

the warm-up part and solution efficiency is low, in this paper, a parallel planning model and an 

improved ant colony algorithm were proposed to solve the problem. Firstly, the model considering 

constraints of both warm-up part and staple one was designed; Secondly, the improved ant colony 

algorithm was proposed where the slab cluster was used to decrease the searching scope and the local 

optimization to improve the efficiency of pheromone accumulation. Finally, with production data 

from hot strip mill, we proof the method can get the best results by comparing with other two ant 

colony algorithms.  

Introduction 

Planning and scheduling is the critical issues of hot rolling production in steel industries which has be 

widely studied [1-8]. Up to date, further researches on the planning of hot strip mills are needed as 

follows: 1) most researches are focus on the serial solving of rolling problem. The algorithm is simple 

and easy to implement, but the problem is the plan made first is good while the last become worse. 2) 

Constraints of warm-up parts of the rolling plans haven't been considered expect reference [3] whose 

rolling model was simplified. As the warm-up parts have special requirements to materials, it should 

not be ignored. 3) As there are lots of candidate slabs in the yards, the scale of the problem becomes 

even larger when it comes to parallel planning. Considering the disadvantages of recently researches, 

a parallel multiple-benefits planning model for planning of hot rolling mills is proposed. The model 

considers both the warm-up part and staple part, and the slab cluster method is designed according to 

the characteristics of slabs. Further, an ant colony algorithm based on slab cluster is proposed for 

problem solving. Finally, simulation with production data is used for model validation. 

Description of the problem 

The problem of rolling planning is to schedule the rolling batches according to the process restraint 

and optimization goals of hot rolling. Usually, the width of the rolling coils in a rolling unit has a 

coffin structure as Fig. 1 shown.  

The constraints are as follows: 1) the constraints of warm-up materials: (a) restrictions on the 

length; (b) restrictions on the range as the 

width increase; (c) the hardness of coiled sheet 

should not be too large and the range of 

hardness change should be small; (d) the 

change range of thickness should be small; (e) 

contract of the high surface quality can not be 

assigned; 2) the restrict of staple materials: (a) 

restrictions on the length; (b) changes in the 

width should be non-growth direction; (c) 

changes of thickness, hardness should be 
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smooth; (d) continuous rolling of the same width (or 50mm width) slab can not exceed a certain 

length; (e) contract of the most high surface quality can only be rolled within a certain number of 

rolling kilometers. The goals are as follows: 1) Maximize the total rolling length of the sequence; 2) 

Minimized the total punishment which is caused by the width, thickness, hardness and temperature 

jump. 

Mathematical models 

This paper introduces virtual slab 0 as the starting and ending of the slab and converts the problem of 

the parallel constraints of roll planning to the Multi-price VRP model. The variables and parameters 

in the model are defined as follows: 
k

ijx ,
kt

iy are decision variables: 





=
0

1
k

ijx

  else                                                           ,     



=
0

1
kt

iy

            else 

tpi is used to define whether slab i can be used as warm-up material; pi represents the value of slab 

i. It is a function related to the rolling length, priority and delivery. 

bij represents the costs if slab i produced afer slab j. it is a function related to the costs of the rolling 

width, thickness and hardness respectively of adjacent slabs.                              
tLmax,

tLmin  are the maximum, minimum of the total length of the strip rolling of the t-th rolling area 

t, t=1,2; 

z ij, fz ij reflect whether slab i and slab j have the same width or continuous rolled within the range 

of 50mm; 

Slmax, Flmax represent the maximum length of continuous rolling under the same width or within 

the range of 50mm in the rolling unit.  

The mathematical model of this problem is defined as follows: 
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in the k-th rolling unit, slabj is followed by slab i,  

i,j=0,1,2…N,and i≠j;k=1,2…K 

slabi is in the t-th areaof the k-th rolling unit 

i=0,1,2…N; t=1,2; k=1,2…K 
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Whereas, the objective function (1) maximize the total revenue, W is a large number; Constraints 

(2) ensures that slab i can only be planed for one time; Constraints (3) defines that each unit contains 

a virtual rolling slab 0; Constraints (4), (5) ensure that there is only one slab j rolled after slab i; 

Constraints (6) is the total rolling length constraint of warm-up materials and staple ones; Constraints 

(7), (8) are the length constraint of the width of the staples and 50mm width-rolling. 

Model Solutions 

In this paper, an ant colony system base on slab cluster method is designed. The entire ant colony is 

divided into M groups each with K ants. Ants are united into groups when parading, and start from the 

K virtual nodes.  

Algorithm design 

Definition of slab cluster 

In the actual production, many rolling materials have similar dimensions and physical properties, 

such as: rolling specifications, quality requirements of surface, and slabs with similar feature 

mentioned above can be replaced during the production process. Considering the above features, in 

this paper, we defines the slab cluster according to which slabs with the same steel, rolled 

specifications, surface quality requirements and similar heating temperature, delivery time, order 

priority are classified into one cluster. Such slab cluster is used as the virtual slabs during the node 

selection and the updating of the pheromone, so to reduce the solving scale. 

Sequence selection strategy 

 "From the inside out" strategy is used when choosing the next node of the warm-up parts. That 

means start from the staple initial slab of the rolling unit, warm-up materials are be chosen first to 

build up the inverted confined shape of the plans. After all warm-up constraints are satisfied, arrange 

the nodes of the staple parts forwardly. 

Before selecting the next node, the slab cluster should be chosen firstly. Ants will choose the slab 

which has the maximum transition probability as the next node by probability Q1 as the Eq. 9 shows, 

and choose by the probability of 1-Q1 at random,. After the slab cluster is decided, choose one slab 

randomly in the corresponding slab cluster as the next node.  

]][)]([[arg βα ητ ijij tMaxj ∗=                                                                                                         (9) 

Whereas, i, j are the present and the next slab cluster respectively.τij(t) is the pheromone 
concentration which is connected to arc(i,j) in the tth generation; ηij =pj /(0.1+bij) represents the 

expectation of the ant to convert from cluster i to cluster j, αrepresents the relative importance of the 

arc; β represents the relative importance of η ij; q1 is a decimal generated randomly; Q1 is the 

pre-set threshold; Z is set of the candidate slab clusters which satisfied the constraint.  

Local optimization strategy 
In this paper, local optimization strategy is designed to optimize the path of the ant colony so to 

accumulate the pheromone more efficiently. Considering the solutions may not become better if only 
adjustment of single slab is applied because constraints to adjacent slabs are similar in one unit. 
Therefore, in this paper adjustment strategy is designed not only for single slab, but also for 
continuous slab segment including: insert a single slab (or slab zone), exchange of a single slab (or 
slab zone), delete a single slab (or slab zone), and adjust the sequence. Whereas, the first three 
strategies is the optimization operators between rolling units while the fourth is within one unit. Once 
the income of the adjacent slab in a rolling unit is less than the threshold, run the optimize operation. 
Repeat until the number of consecutive non-improving solutions of the optimal solution is greater 
than the local non-threshold Q2 , and then jump out of the local optimization process. 

Pheromone update  
The strategy integration of global path update and local path update are applied in this paper, 

which is as shown in Eq. 10. Compare the contemporary optimal solution Lib and the optimal 
solution of all the iterations Lgb firstly after each iteration. Update the pheromone whose visibility 
weight is large enough between the slabs in the contemporary optimal circuit, otherwise, don't 
execute the update. 

q1≤Q 1 ;j∈Z  
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Whereas, Tib, Lib are the optimal circuit of contemporary generation and its target; Lgb is the 

optimal value for all cycles; ρ is the evaporation coefficient; ηij is the visibility of adjacent nodes 

which is corresponding to the cluster (i,j) in the path; di is the pre-set visibility threshold value; Q3 is 

the pheromone update threshold value. 

Process Description 

Step1: Input slabs data; Initialize the parameters; g=1; 

Step2: Ants in each group execute the gth generation cruise; 

Step3: Compare the travel costs of ants in each group; get the optimum circuit Tib of the g-th 

generation; 

Step4: Optimize Tib according to the local optimization strategy; 

Step5: Update the pheromone according to the Pheromone update strategy; 

Step6: If g<G, update g=g+1, go to Step2; else, output the optimal solution. 

Model validations 

To validate the algorithm mentioned above, production data with 1300 slabs from one hot strip mill 

are used. Firstly, 205 slab clusters are defined. Running 10 times independent operations and the 

average results are shown in Table 1. 

Table1 The simulation results 
Algo- 

rithm 

average length of 

warm-up parts (km) 

average length of 

staple parts (km) 

Average penalty 

costs 

Computation time 

 (s) 

1* 6.41 82.35 3607 2992 

2* 6.48 89.61 3158 3213 

3* 6.34 89.93 3135 449 

* 1: standard ant colony algorithm; 2: ant colony algorithm with local optimization; 3: ant colony 

algorithm with local optimization based on slab cluster 

As is shown in table1, the solution speed of the standard ant colony algorithm is slow because 

pheromones are too scattered and the efficiency is the worst; The solution result of the ant colony 

algorithm with local optimization is better, but the speed is slow; The best results can be received by 

the method we proposed, as the search scale of the ant colony algorithm is 15.7% of the original 

problem thanks to the slab cluster; What's more, the local optimization greatly improves the  

accumulation speed of pheromone.  

Change of with and thickness in a rolling unit is shown in figure2. We can see the solving result is 

feasible. In addition, calculate the usage times of the four partial optimization strategies we proposed 

when running the algorithm. From figure3 we can see the four partial optimization strategies are all 

used when optimizing, especially, inserts and exchange strategies are used much more frequently. 

Comparing the adjustment of the single slab to the slab section, adjustment of the slab section plays 

an important role in the optimization process. 
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Fig.2. Change of with and thickness in a unit       Fig.3. Usage times of partial optimization strategies   
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Conclusions 

This paper proposes a parallel multiple-benefits model for the roll planning, and use the method of the 

ant colony algorithm with local optimization based on slab cluster to solve the problem. Conclusions 

are as follows: 

This model not only considers the conventional constraints of the staple material but also consider 

the planning of the warm-up materials, so to make the model more comprehensive; 

To increase the solution efficiency, this paper proposes a hybrid ant colony algorithm base on the 

slab cluster method and the local optimization strategies which can adjust both the single slab and 

continuous slab segment; 

Production data are used for validation. Comparing with other two algorithms, the method we 

proposed is best as it reduces the candidate slabs to 15.7% of the original problem and the solution 

speed improves significantly thanks to the slab cluster and local optimization strategies. 
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Abstract. To research the performance optimization of high speed car diesel engine， firstly 
according to the characteristic of car diesel engine with Variable Nozzle Turbocharger (VNT)，  
one-dimensional cycle model of the engine was established by using simulation software BOOST and 
validated by experimental data in this paper. The turbine blades’ opening corresponding to different 
speed was determined. Therefore the problem that the VNT surges at low engine speed and the inlet 
air flow is insufficient at high speed was solved. Based on the above model, this paper improved the 
efficiency of the engine by optimizing the compression ratio and the distribution phase of camshaft 
and then used the experimental data to check the simulation results. Meanwhile the fuel consumption 
and the possibility of the engine operation roughness decreased. 

Introduction 

With continuous development of Vehicle industry, diesel power of car has become an inevitable trend. 
In recent years the ratio of diesel cars increased to more than 50% in Europe and the ratio is increasing 
greatly year by year in America and Japan. Domestic automobile manufacturers still have not given 
up the development of diesel cars as DI diesel engine has tremendous development potential on 
power, economy and low emissions indicators. The variable swallowing capacity turbocharger 
becomes essential technology to cope with emission regulations and to decrease fuel consumption, 
while meeting the demand for increasing engine power output. A turbocharger with new structure has 
been developed for car diesel engines, the Variable Nozzle Turbocharger (VNT). The object of VNT 
is to improve engine performance, over a broad engine speed range, by changing the swallowing 
capacity of turbine with variable nozzles blades. In this  paper, we the set up a VNT car diesel engine 
model by using AVL BOOST one-dimensional simulation software, and optimized the performance 
of the engine by comparing the simulation computed results and bench experimental results.   

Building and Validating One-dimensional Simulation Model 

Description of Test Prototype Parameters 
 

Table 1. The Parameter of Experimental Prototype 
Item Specification Instruction  

Number of cylinders 4  

Cylinder diameter×stroke 78X138 Unit[mm] 

Displacement 1.796 Unit[ L]  

Rated power / speed 80.9[kW ]/4000[rpm]  

The maximum torque /speed 239.6[N·m]/2200-2600[rpm]  

Aspirated mode VNT Air Cooling 
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Test prototype is a four-cylinder high speed DI diesel engine with VNT which meets Europe Ⅳ 
emission standard. The technologies of variable nozzle turbocharger and exhaust gas recirculation are 
adopted. Specific parameters are given by the above Table 1. 

The Overall Constitution of The Model 
 The established model consists of a VNT and intercooler， EGR valve and EGR intercooler  and 

so on. Based on the actual configurations of the engine and related parameters contain structure, 
environment, combustion, heat transfer parameters and so on, we set up the one-dimensional 
simulation model (Figure 1). The combustion model is single Vibe model and combustion parameters 
(start angle of combustion, combustion duration angle， combustion shape m and heat release rate) 
are calculated by BURN Function according to the measured parameters such as cylinder pressure , 
environment conditions, distribution phase and injection quantity. The introduction of model 
constitutes is given in Table 2. 

 
Table 2. Model components 
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Fig.1. One-dimensional model  

 
 
 

 
It is noteworthy that the calculate model of the turbocharger turbine is full model. Therefore 

compressor full characteristic map need to be input into the simulation model. To the actual 
compressor rotate speed and flow can be reflected exactly in different external environments 
(pressure and temperature), the corrected rotate speed and flow are used to the map. The VNT 
compressor map is shown in Figure 2. About the turbine map, there are totally seven maps 
distinguished by turbine blades opening as follow: 0.083，0.17，0.33，0.5，0.67，0.83,1. Because 
of limited space, this paper only shows the map about the turbine blades opening completely (Figure3 
and 4).  

 

 
Fig.2. The VNT compressor full characteristic map 
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Fig.3 and 4. The VNT turbine characteristic map 

 
The opening of the turbine blades corresponding to different speed is determined on the basis of the 

VNT map. The problem that the VNT surges at low engine speed and the inlet air flow is insufficient 
under the condition of high speed is solved. 

Model Verification 
When simulation software is used to study engine characteristic the key is the reliability of the 

model. In this paper we verified and modified the model parameters corresponding to different 
operation conditions through the advanced experimental data of the test prototype after establishing 
the whole engine model. Comparison of experimental data and simulation data is shown in Table 3. 
The results show that the simulation model is reliable and exact. And then we can use this engine 
model to optimize the parameters affecting the performance of car diesel engine.     

 
Table 3. Comparison of experimental data and simulation data 

Rotate 
speed 
/[rpm] 

Data 
resource 

Torque 
/[N·m] 

Intake 
most flow 

/[kg/h] 

Intake gas 
pressure 
/[kPa] 

BSFC 
/[g/kw·h] 

Pressure 
rario 
/[-] 

2400 
Experiment 239.6 247 212.7 205.1 2.108 
Simulation 242.2 260.4 208.8 202.9 2.100 

1000 
Experiment 140.5 64 117.8 243.8 1.175 
Simulation 141.0 61 114.6 234.7 1.136 

4000 
Experiment 192.8 440 225.8 254.9 2.238 
Simulation 206.8 439.7 233.4 232.7 2.378 

 

Optimizing The Compression Ratio 

Firstly it’s noted that all the operation conditions we simulated are full-load in this paper. 
Compression ratio could affect gas exchange process, thermodynamic process and combustible 
quality of the engine. This paper optimized the compression ratio of VNT car diesel engine by the 
comparison between simulation and experimental results.  

The Analysis of Simulation Results 
Compression ratio changes from 17 to 20 (intervals 0.5) on the premise of remaining the fuel 

injection quantity, combustion parameters (start angle of combustion, combustion duration angle and 
combustion shape m) and the other parameters unchanging. The power and the volumetric efficiency 
of engine do not change significantly as the compression ratio increases. Because of the stronger 
vortex and turbulence generated in the compression process, speeding up the burning speed of engine, 
reducing the heat, the fuel consumption decreases with the increase of the compression ratio (Figure 
5). The exhaust gas temperature also decreases distinctly with the increase of the compression ratio 
(Figure 6) and on the contrary the peak firing pressure increases 20 bar (Figure 7). So the compression 
ratio should not be too high. Otherwise the engine will work rough.         
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Fig.5. The compression ratio impact on fuel        Fig. 6. The compression ratio impact on  

consumption exhaust      gas temperature 

 

                      
Fig.7. The compression ratio impact on peak                       Fig.8. Test Performance comparison  

firing pressure                                               curve in the compression ratio of 18 & 19 

Experimental Validation of Simulation Results 
In the process of experimental validation of simulation results, we compared the experimental 
performance of engine under the compression ratio of 18 and 19. As shown in Figure 8 the test results 
show that the engine power improves and fuel consumption decreases with increasing the 
compression ratio. Finally according to the simulation and experimental results, compression ratio 
between 18 and 19 is desirable. 

Optimizing The Distribution Phase 

In the optimization design process, the more the optimization variable, the better the optimization 
effects. But the workload will increase. In order to reduce the time we selected three typical operating 
conditions under external characteristics as follows: calibration condition (4000rpm), the maximum 
torque condition (2400rpm) and low speed condition (1000rpm). The distribution phase is 
successively optimized, that is at first we optimized the exhaust valve advance open-angle which is 
indicated as EVO in BOOST software. The variation of EVO changes between -20 degrees and 20 
degrees on the basis of the original EVO (Figure 9 to 12, the negative direction of X-axis represents 
increase). Subsequently the intake and exhaust valves overlap angle is modified which is indicated as 
the sum of IVO (intake valve early open-angle) and EVC (exhaust valve late close-angle). In the 
process of the overlap angle the variation of IVO changes between -10 degrees and 10 degrees on the 
basis of the original IVO on the premise of remaining the EVC unchanging (Figure 13 to 16, the 
negative direction of X-axis represents increase). The original distribution phase is as follows: EVC is 
23 degrees, EVO is 53 degrees, IVC is 56 degrees and IVO is 8 degrees. 

Optimizing The Exhaust Advance Angle 
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Fig. 9. The effects of EVO on pumping losses                 Fig.10. The effects of EVO on volumetric 

 efficiency 
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Fig. 11. The effects of EVO on power                    Fig. 12. The effects of EVO on fuel consumption 

As shown in Figure 9 (the negative direction of X-axis represents increase) , increasing the exhaust 
advance angle reduces the pumping losses in high and medium speed. However the volumetric 
efficiency increases (Figure 10). We can know that the best exhaust valve advance open-angle 
correspondind to the maximum power is different under the conditions of different engine speed 
(Figure 11). The engine will drastically reduce and the fuel consumption increase with continuous the 
reduction of EVO in the case of EVO is lower than 48 degrees (Figure 11 and 12). In order to make 
the engine have good performance under all conditions, we determinned that the EVO is 48 degrees 
by comprehensive consideration. 

Optimizing The Intake and Exhaust Valve Overlap Angle 
As mentioned above, the optimized EVO is 48 degrees and EVC remains the original 23 degrees. 

By the analysis of Figure 13, it’s seen that fuel consumption at medium and low speed changes a little 
with the change of intake and exhaust valves overlap angle. But fuel consumption at full speed 
changes significantly. As the engine work rarely under calibration condition, we can consider 
secondly the influence of overlap angle on the full speed performance. The pumping losses increases 
with the overlap angle decreasing. And then the overlap angle corresponding to the optimal value of 
volumetric efficiency at different speed is different. As shown in Figure 16, when the overlap angle is 
less than 35degrees decreasing the overlap angle reduces the engine power at medium speed 
obviously. From Figure 13 to 16, we can see that the effects of the overlap angle on the performance at 
low speed are not significant. Generally speaking, we think it’s reasonable that the overlap angle is 
between 25 degrees and 35 degrees. 

Finally the overlap angle is determined as 35 degrees namely that IVO is 12 degrees and EVC is 23 
degrees by comparing experimental data at 35 degrees and 25 degrees overlap angle. The optimized 
distribution phase is as follows: EVC is 23 degrees, EVO is 48 degrees, IVC is 56 degrees and IVO is 
12 degrees.  
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Fig.13. The effects of  IVO on fuel consumption          Fig.14. The effects of IVO on pumping losses 
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Fig. 15. The effects of  IVO on volumetric efficiency       Fig.16. The effects of IVO on power 
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Summary 

According the working principle of diesel engine and  modular features of BOOST，This paper build 
the model of the four-cylinder high speed DI diesel engine with VNT which meets Europe Ⅳ 
emission standard and make use of the validated model to optimize the parameters affecting the 
performance of the engine. The research includes as follows： 

Combustion parameters about single Vibe model are calculated by BURN function according to 
the advance experimental data. We used these parameters to set up the simulation model and obtained 
the results very close to the experimental data； 

Based on the full characteristic map of VNT, we determined the opening of the turbine blades 
corresponding to different operation conditions. The problem is avoided that VNT cannot be matched 
with the engine； 

After checking the effectiveness of the calculation model, the model is used to improve the 
efficiency of engine by optimizing compression and distribution phase. And then the simulation data 
is validated by comparing to the test data. That proved that the simulation model is reliable and we 
can do further research on improving the performance on the basis of this simulation model. 
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Abstract. One simple but effective discrimination method was presented in this paper to separate AD 

from normal controls. After detecting the thickness of cortex with highly significant difference, the 

mean and standard deviation of these vertices are computed to construct confidence intervals. We 

introduced one relax coefficients to control the width of intervals and by experiments the coefficients 

was optimized. Experiments results showed that using this simple method, the classification accuracy, 

sensitivity and specificity of Alzheimer’s disease versus normal controls could be as high as 85%, 

88.89% and 93.84% respectively. 

Introduction 

Alzheimer’s disease (AD) has been thought as one of the most important older people disease, for its 

serious effect and popularity. The cause and progression of Alzheimer's disease are not well 

understood. And the diagnose or classification of AD is still one hot spot in medicine and engineering 

fields. 

Cortical thickness has significant advantages in terms of precision and interpretability over 

voxel-based morphometry [1]. And in many cases, cortical thickness is thought as one important 

criteria for disease detection, such as Parkinson's disease (PD)[2], and ageing-related diseases [3].  

There are many methods to classify the patients with controls. For example, one multivariate  

analysis in volume is proposed in [6], and multimodal classification using linear support vector 

machine[7]. But most of these methods are very complicated and difficult to use for doctors. And in 

most standard medicine image processing pipeline, such as FreeSurfer [4], the cortical thickness is 

standardized and easy to compute.   

Methods and algorithms 

Sample data set. The sample data set we use in the study is the cerebral cortical thickness data 

extracting from magnetic resonance image (MRI) of 199 AD patients and 227 normal subjects, and 

40% of that is used as training set (80 AD patients, 91 normal subjects), 30% of that is used as 

validation set( 60 AD patients ,68 normal subjects),the other is used as test set(59 AD patients,68 

normal subjects ). The brain of every AD patient or normal subject is divided into left hemisphere and 

right hemisphere and there are 40962 cerebral cortical thickness data for every hemisphere.  

In addition, all AD patients and normal subjects have corresponding demographic data (age, 

gender). The data were collected from ADNI (http://adni.loni.ucla.edu/). The thickness value was 

calculated by FreeSurfer [4]. 

Statistical Models. During the study, the statistical analysis is accomplished by SurfStat, a 

statistical toolbox [5] created for MATLAB7 (The MathWorks, Inc.) by Dr. Keith Worsley 

(http://www.math.mcgill.ca/keith/surfstat/). 
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  For 80 AD patients(AD group) in training set, there are 41 male patients and 39  female patients, 

and the average age is (75.44± 6.93) years old, For 91 normal subjects(control group) in training set, 

the male is 53 and the female is 38 ,the average age is (76.45± 5.57) years old, what's more, there are 

no significant differences for age(P=0.1483) and gender(P=0.1811) between AD group and control 

group. 

   Since the specificity of each individual sample is significant, we use SurfStatNorm to normalize 

the cortical thickness data and reduce the differences between individual samples, each vertex of each 

sample gets a new cortical thickness data by subtracting the global mean. After that we convert age, 

gender and group to terms (Age, Gender, and Group) that can be combined into a multiple linear 

regression model as follows: 

Y ~ b0 + b1Age + b2Gender + b3Group +e                                                                                 (1) 

  And use SurfStatLinMod to fit the Multiple linear regression model and estimate the coefficients 

[b0, b1, b2, b3], then we specify a group contrast (contrast = Group.normal - Group.AD) for testing the 

cortical thickness difference between AD group and control group with controlling for demographic 

factors(age gender) and calculate the T-statistic, the T-statistic values for all mesh vertices produce a 

T-statistic map which is shown in Fig.1. 

And after converting T-statistic values corresponding to P-statistic values for all mesh vertices, we 

get the corrected P-statistic values, which are corrected by family wise error (FWE) method in 

SurfStat. The FWE value is the false positives rate for all mesh vertices where the t-value is above the 

selected threshold.  

Setting the threshold to an FWE of 0.05, so only if P-statistic value is less than 0.05, the result is 

statistically significant, and the smaller P-statistic value, the more significant result. For each mesh 

vertex, only if P-statistic value is larger than 0.05, the cortical thickness difference between AD group 

and control group cannot be seen as statistically significant.  

 
Fig.1. The results of T-statistic values of Cortical Thickness regressed against group for all mesh 

vertices 

Because the cerebral cortical thickness data extracting from magnetic resonance image (MRI) has 

been registering and re-sampling, in each hemisphere each mesh vertex has a corresponding index 

number and each index number has a corresponding label number in AAL template[8] and the label 

number has a corresponding description of the region where the vertex is located, we can find the 

index number and the corresponding label number and the corresponding brain region  of the mesh 

vertex whose cerebral thickness difference between two groups is statistically significant for each 

hemisphere.(See Table1)  
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Table1. The vertices with high significant difference in cortical surface. 

Region Label Significant vertices Corresponding brain region 
29 1 Left Insula 

39 282 Left Parahippocampal gyrus 

81 45 Left Superior temporal gyrus 

83 153 Left Temporal pole: superior temporal gyrus 

85 9 Left Middle temporal gyrus 

87 8 Left Temporal pole: middle temporal gyrus 

40 434 Right Parahippocampal gyrus 

56 30 Right Fusiform gyrus 

82 190 Right Superior temporal gyrus 

84 219 Right Temporal pole: superior temporal 

gyrus 

86 335 Right Middle temporal gyrus 

88 56 Right Temporal pole: middle temporal gyrus 

90 26 Right Inferior temporal gyrus 

Discrimination algorithm. We take the characteristic of significant difference of cerebral cortical 

thickness of these mesh vertices between two groups as our basis for the discrimination between AD 

patients and normal subjects, and hypothesis testing method is used to achieve it. 

As the new cortical thickness data of each vertex of all samples in training set is of normal 

distribution, firstly, we need obtain the average (µ )and standard deviation (φ )of the new cortical 

thickness of each vertex of all AD patients  and normal subjects  of training set respectively.  

Secondly, setting confidence interval to  (µ ± a φ ) for AD patients and for normal subjects 

(coefficient a  is used to the optimization of confidence interval). When coefficient a is determined, if 

the thickness data of the majority of the vertex fall into the confidence interval of AD patients, the 

sample is judged to AD patient, otherwise the sample is judged to be normal.  

Thirdly, validation set is used to find the optimal value of coefficient , that is to say, the optimal 

confidence interval is determined, which can achieve the best discrimination between AD patients 

and normal subjects. In the process of finding the optimal value of coefficient, we need make a 

relatively large step size (the step size is one here) based on a=1.96 and the accuracy was computed 

by increasing or decreasing step, so we could determine the direction of  adjustment for coefficient a  

and eventually  find the optimal coefficient. Judging from the experimental results, the optimal value 

of coefficient and the optimal confidence interval is set to around 4.30, which was used to 

discriminate between AD patients and normal subjects in testing set. 

Experimental Results 

It can be seen from Fig.1 and Table1 that the significantly different foci of the thickness of cerebral 

cortex between AD patients and normal subjects are mainly located in the temporal lobe and 

parahippocampal gyrus regions of both hemispheres. Parahippocampal gyrus is the most important 

area of the brain with episodic memory-related function. 

Parameter Optimization. For coefficient a , when a=1.96, the result of discrimination between 

AD patients and normal subjects in validation set is in Table2. From Table2, we can see that the error 

rate is 60% for AD patients and is 0 for normal subjects. Apparently, though all the normal controls 

are classified correctly, yet the error rate is 60% for AD patients is too large. To improve the 

classification accuracy, the parameter a  needs optimizing. 

Table2.The statistical result of discrimination in validation set when a  =1.96 
 AD  patients Normal controls (NC+) 

AD patients (ADT) 24 (AD+) 36 (AD-) 

Normal controls (NCT) 0 (NC-) 68 (NC+) 
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In the process of the adjustment of coefficienta , we increase one each time coarsely.  When a=4.96, 

inflection point of the result of discrimination occurs, so we make small adjustment for coefficienta  

between 3.96 and 4.96. Then, we reduced the step size to 0.1 so that the optimal point won’t be missed. 

Eventually, if the a  value is set to around 4.30, the result of discrimination got to the best. The Table 

3 listed the results. The error rate is 6.67% for AD patients and 10.29% for normal subjects, so the 

median 4.30 is the optimal value of coefficienta .  

Table3. The statistical result of discrimination in validation set whena=4.30 

 AD  patients Normal controls (NC+) 

AD patients (ADT) 56 (AD+) 4 (AD-) 

Normal controls (NCT) 7 (NC-) 61 (NC+) 

Performance Comparison. For testing set, when coefficient a  is the optimal value a =4.30, the 

result of discrimination between AD patients and normal subjects is 49 out of 59 (for AD) and 59 out 

of 68 (for normal controls), the total accuracy is 85.04%. We compared the accuracy with recently 

proposed methods, including volume multivariate’s analysis in volume[6], and multimodal 

classification using linear support vector machine[9]. Table 4 listed the performance comparison with 

other two recent papers. The involved three criteria were defined as: 

Accuracy =  (AD+ + NC+)/(ADT + NCT) ×100%                                                                     (2) 

Sensitivity = AD+/(AD+ + NC-)×100%                                                                                    (3) 

Specificity = NC+/(AD- + NC+)×100%                                                                                    (4) 

Table 4. Performance of data set and the comparison with other algorithms. 
 Proposed method MNI Volume method in[6] MRI+PET method in[9] 

Accuracy 85.04% 84.21% 87.60% 

Sensitivity 88.89% 81.00% 78.90% 

Specificity %93.84% 82.00% 93.80% 

Conclusions and Discussions 

The cortical thickness in the region pointed out in this paper play an important role in the 

classification. The mean and standard deviation of all vertices can construct effective discrimination 

algorithms. But the width of confidence intervals should be optimized. There is no confidences that 

could show one gold-standard criteria for separation.  

The cortical thickness’s measure methods can affect the exact values of thickness, but in many 

cases, including we proposed, the difference or the trends of cortical thickness across the whole brain 

are more useful. So our method does not have too much requirements for the exact measuring 

methods. 

The limitation of this experiment is that the number of subject still arrives in a high quantity. And 

it is valuable to extend this experiment to more subjects. 

Acknowledgements 

This work was partially supported by Fundamental Research Funds for the Central Universities (No. 

JY10000904014) and Nation Scientific Foundation of China (No. 60802077 and 61003196). We 

really appreciate the Alzheimer's disease Neuroimaging Initiative (ADNI) (National Institutes of 

Health Grant U01 AG024904) and related contributions for the data share and collection. 

 

Applied Mechanics and Materials Vols. 155-156 21



References 

[1] Karama, S., et al., Cortical thickness correlates of specific cognitive performance accounted for 

by the general factor of intelligence in healthy children aged 6 to 18. Neuroimage, 2011. 

[2] Jubault, T., et al., Patterns of cortical thickness and surface area in early Parkinson's disease. 

Neuroimage, 2011. 55(2): p. 462-7. 

[3] Chen, Z.J., et al., Age-related alterations in the modular organization of structural cortical 

network by using cortical thickness from MRI. Neuroimage, 2011. 

[4] Fischl, B., et al., Automatically parcellating the human cerebral cortex. Cereb Cortex, 2004. 

14(1): p. 11-22. 

[5] Worsley, K.J., et al., Detecting changes in nonisotropic images. Human Brain Mapping, 1999. 

8(2-3): p. 98-101. 

[6] Westman, E., et al., Multivariate analysis of MRI data for Alzheimer's disease, mild cognitive 

impairment and healthy controls. Neuroimage, 2011. 54(2): p. 1178-87. 

[7] Zhang, D., et al., Multimodal classification of Alzheimer's disease and mild cognitive 

impairment. Neuroimage, 2011. 55(3): p. 856-867. 

[8] P. St-Jean, et al., "Automated atlas integration and interactive three-dimensional visualization 

tools for planning and guidance in functional neurosurgery," IEEE Trans Med Imaging, vol. 17, 

pp. 672-80, Oct 1998. 

[9] C. Hinrichs, et al., "Predictive markers for AD in a multi-modality framework: an analysis of 

MCI progression in the ADNI population," Neuroimage, vol. 55, pp. 574-89, Mar 15 2011. 

22 Mechanical Engineering and Green Manufacturing II



Dynamic analysis of an SIRS model with nonlinear incidence rate  

Junhong Li 1, a,Ning Cui 2,a , Liang Cui3,b, Caijuan Li4,a 
a 
Department of Mathematics and Sciences, Hebei Instituteof Architecture&Civil Engineering,  

Zhangjiakou Hebei,  075000, China 

a
cnmath80@163.com 

b
Office of Student, Shijiazhuang Tiedao University, Shijiazhuang Hebei,  051000, China 

Keywords: SIRS model; global stability; Hopf bifurcation; limit cycle; simulation 

Abstract. In this paper, we study the global dynamics of an SIRS epidemic model with nonlinear inci- 

dence rate. By means of Dulac function and Poincare-Bendixson Theorem, we proved the global asy- 

mptotical stable results of the disease-free equilibrium. It is then obtained the model undergoes Hopf 

bifurcation and existence of one limit cycle. Some numerical simulations are given to illustrate the an- 

alytical results. 

Introduction 

Epidemiological models with variabal population size have been studied by a number of authors 

[1-3]. Yu Jin et al[4] considered the global dynamics and bifurcation of an SIRS epidemic model with 

a nonlinear incidence rate. Liu et al.[5] introduced a nonlinear incidence rate of the form  

( ) / (1 )p qf I S I S Iβ α= + . 

The global dynamics of an SIRS model with 2p q= =  and 1p = , 2q =  was studied 
[6-8]

, 

respectiv- ely. We assume the population can be partitioned into three compartments: susceptible, 

infectious, an- d recovered, with size denoted by S , I ,R  and susceptible and infective individuals 

have constant immigration rates. Based on [5-8], we construct an SIRS model that susceptible and 

infectious indiv- iduals have constant immigration rates. Namely, we consider the following SIRS 

model: 

2

2

2

2

(1 ) ,
1

( ) ,

( ) ,
1

I S
S p B dS R

I

R I d R

I S
I pB d I

I

β
ε

α
γ ε

β
γ

α


′ = − − − + + ′ = − +


 ′ = + − +
 +

                                                   (1) 

where the positive parameter d  is the rate of natural death. ε  is the rate at which recovered 
individ- uals lose immunity and return to susceptible class, γ  is the rate for recovery. (1 )p B− , pB  

are const- ant recruitment of susceptibles, infectious, respectively.It is assumed that all the parameters 

are posi- tive constants. 

Thus the total population size N  implies N B dN′ = − . Since ( )N t tends to a constant as t  tends 

to infinity, we assume that the population is in equilibrium and investigate the behavior of system on 

the plane 0 0S I R N+ + = > . So (1) becomes 

2

0

2

( )
( ) ,

1

( ) ,

I N I R
I pB d I

I

R I d R

β
γ

α
γ ε

 − −
′ = + − +

+
 ′ = − +

                                                      (2) 
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Qualitative analysis 

In this section, we first consider the equilibra of system (2) and their global stability. Then we study 

the Hopf bifurcation and limit cycle.In order to find endemic equilibra of (2), we substitute 

/ ( )R I dγ ε= +  into 
2 2

0( ) / (1 ) ( )pB I N I R I d Iβ α γ+ − − + = +
 to obtain the quadratic equation 

3 2

0

( )
( ) ( ) ( ) ( ) 0

d
f I d I N pB I d I pB

d

β ε γ
α γα β α γ

ε
+ +

= + + − + + + − =
+

. 

From biological considerations, it is easy to see that 0/ ( )pB d r I N+ ≤ ≤ , Direct calculations 

shows that 

2 2 2

0

3

[( 1)( ) ]
( ) 0

( )( )

N p B p d d dpB
f
d r d d

β γ ε εγ
ε γ

− + + −
= ≤

+ + +
, 

2

0 0 0 0 0 0( ) (1 ) [ / ( ) (1 ) ] 0f N p B N N N d N p d Nγ βγ ε γα α= − + + + + + − ≥ , 

So we can easily see that system (2) has at least one endemic equilibrium * * *( , )E I R . Let us now 

consider the stability of the endemic equilibrium. The Jacobian matrix of (2) at *E  is 

2 2 2 2

* * 0 * * * * * *

*

(1 2 )( ) / / (1 )
( )

I I N I R I pB I I I
J E

d

β α β β α
γ ε

 − − − − − − +
=  

− − 
 

Let 0 2 / ( )R pdβ α= . It is easy to obtain *( ( )) 0tr J E < , and *det( ( )) 0J E >  when 0 1R ≤ .  

The above discussin can be stated through a theorem. 

Theorem1 The endemic equilibrium *E  of system (2) is locally asymptotically stable if 0 1R ≤ . 

Theorem2 When ε γ> , the endemic equilibrium *E  of system (2) is globally asymptotically 

stable if 0 1R ≤ . 

Proof. Taking Dulac function 2 2 2

03 (1 ) / ( (2 ))D N I I dα α γ ε= + + + , we obtain 

2
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(3 ) [ (2 )
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Where ( , )P Q is the vector field of (2). Obviously, ( ) / ( ) / 0PD I QD R∂ ∂ + ∂ ∂ <  if ε γ> . Then by 

the Dulac’s criteria, (2) admits no limit cycles or separatrix cycles. The global stability of *E  follows 

fro- m the Poincare-Bendixson Theorem. This complete the proof. 

In the following, we study the hopf bifurcation of system (2). For simplicity of computation, we 

consider the following system which is equivalent to (2) 

2 2 2

0

2

(1 ) ( ) ( ) (1 ),

[ ( ) ](1 ),

I pB I I N I R d I I

R I d R I

α β γ α

γ ε α

′ = + + − − − + +

′ = − + +

                    (3) 

 Let *x I I= − , *y R R= −  to translate *E  to (0,0) . Then (3) becomes 

11 12 1

21 22 2

( , ),

( , ),

x a x a y f x y

y a x a y f x y

′ = + +
 ′ = + +

                                                                (4) 

Where 1( , )f x y  and 2 ( , )f x y  represent the higher order terms and 

2 2

11 * * *2 / ( )(1 )a pB I I d Iβ γ α= − − + + − , 2

12 *a Iβ= , 2

21 *(1 )a Iγ α= + , 2

22 *( )(1 )a d Iε α= − + + . 
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To obtain the Hopf bifurcation, we fix parameters such that *( ( )) 0tr J E = , which is equivalent to 
2

11 *( )(1 )a d Iε α= + + . 

Let X x= , 11 12Y a x a y= + . Then (4) is reduced to  

11
1

12

11 11
11 1 12 2

12 12

( , ),

( , ) ( , )

Y a X
X Y f X
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Y a X Y a X
Y kX a f X a f X
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                         (5) 

Where 2 2 2 2
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Let u X= − , /v Y k= . We obtain the normal form the Hopf bifurcation 

1

2

( , ),

( , )

u kv F u v

v ku F u v

 ′ = − +

′ = +

                                                                        (6) 

Where 

2 3 2 2 2
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2 2 2 2 3

2 * * * *( , ) 2 ( ) (1 ) / ( )[ ( ) (1 ) / ( ) ]F u v uv d I k I d I I uε α α β α ε α β γα= − + + + + − +  
2 2 2 2 2 2
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So we have the following Hopf bifurcation results 

Theorem 3  There exist Hopf bifurcation and limit cycle in the system (3), when 

2

11 *( )(1 )a d Iε α= + + , 
2

0
* 2

( )

( ) ( )

pB N d
I

d d

γ ε
γ γ ε

+ +
>

+ + +
.                                               (7) 

To illustrate the results obtained, let us consider the following parameters 

0.5α = , and 1B = , 0.15γ = , 0.1ε = , 0.2d = [7]
. Then (7) holds. Thus , there is an limit cycle when 

0.001p =  (see Fig 1-3) or 0.01p =  (see Fig 4) 
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Fig.1. Limit cycle of (3) when 0.001p =  
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Fig.2. Limit cycle of (4) when 0.001p =  
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Fig.3. Time series of (3) with 0.001p =  

Conclusion 

In this paper we discuss an SIRS epidemic model with nonlinear incidence rate. We investigate the 

global dynamics of the reduced proportional system. And study the Hopf bifurcation and limit cycle 

of system (3). Without the recruitment of infectious, (1) becomes the SIRS model (see [6]). Finally, 

some numerical simulations are given to illustrate the analytical results. 
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Abstract. Based on the absorption principle of desulfurization process by sodium-calcium 

dual-alkali scrubbing method, the paper researches the computational model of gas balance, seriflux 

balance, and the circulating amount of seriflux, defines the equivalent relation between the data 

input and output, and develops a mass balance calculation software by Visual Basic 6.0. The 

software can be used for designing and equipment-selecting by employing the outcome of the 

computation. It can also do optimization and analysis of operation parameter. From the economic 

point of view, it is convenient for designers to choose the optimization parameter.  

Introduction 

According to statistics, there are over 200 kinds of methods of flue gas desulfurization technology 

at present around the world. Limestone/lime FGD is the most widely used, but it causes block and 

scale formation easily, and produces by-products of little use. 

Sodium-calcium dual-alkali method is raised against the shortcomings of limestone method. 

Compared with limestone/lime method, Sodium-calcium dual-alkali method always uses the alkaline 

soluble supernatant to absorb, and pumps absorption solution out the absorption tower, then 

regenerates it with lime milk. Therefore, there is no block and scale formation. Through the 

regeneration reaction, the by-product can be use again, so that it is of much economic benefits. 

The process system of Sodium-calcium dual-alkali scrubbing desulfurization 

Process system. The sodium-calcium dual-alkali scrubbing desulfurization process system consists 

of flue gas system, desulfurizer circulation system in the tower and out the tower separately, 

by-products dewatering system, desulfurizer making system and other auxiliary system. The flow 

chart of Sodium-calcium dual-alkali FGD system is as shown in Fig.1. 

After coming out of the dust remover of boiler, the flue gas will enter into desulfurization system 

form the lower part of absorption tower. When passing the pre-spray section, the flue gas will be 

cooled down abruptly, and then the flue gas will have a counter-current contact with sodium-calcium 

liquor sprayed from desulfurizer tower. Then multi-stage desulfurization reactions will happen, after 

this process, flue gas gets clean, then the clean flue gas needs to pass the demister device to demist 

and dewater, last, the gas will be discharged form the chimney. Absorbing liquid is pumped into spray 

pipe, and then will be sprayed down through the nozzle. The tower is decorated with 2-3 spraying 

layers so that the spraying liquid can cycle continuously, then the flue gas can be contacted and 

washed by the spraying liquid fully. The dust in the flue gas will be captured .The acid gas in the flue 

gas   will finish the mass transfer and heat transfer chemical reaction with the absorption liquid on 

the surface of absorption liquid drop. Fresh absorption liquid enters into the system and the 

absorption liquid that already has reacted with flue gas and reached to a certain concentration will be 

pumped out the tower to regenerate.                              
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Outside of the absorption tower, the absorption liquid that reached certain concentration is pumped 

into regeneration pool from the lower part of the tower to have the regenerating reaction with lime 

liquid. After the reaction, the seriflux will enter into the sedimentation pool, in where the solid and 

liquid will be separated; the clean liquid will enter into adjusting pool to complement sodium-calcium 

so that the clean liquid can reenter absorption tower to cycle. After depositing, the desulfurization 

slag is pumped to by-product dewatering system to dewater.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1. The flow chart of Sodium-calcium dual-alkali FGD system 

Absorption principle

Desulfurization reaction 

Na2CO3+ SO2
⇒Na2SO3 +CO2↑                                               (1) 

2NaOH + SO2⇒Na2SO3+ H2O                                                 (2) 

Na2SO3+ SO2+ H2O⇒2NaHSO3                                                (3) 

Regeneration reaction 

2NaHSO3+Ca(OH)2
⇔ Na2SO3+CaSO3.1/2H2O +3/2H2O                             (4) 

Na2SO3+ Ca(OH)2
⇒2NaOH + CaSO3                                            (5)

Oxidation reaction (side reaction) 

Na2SO3+1/2O2
⇒  Na2SO4                                                     (6) 

NaHSO3+1/2O2
⇒  NaHSO4                                                    (7)               

Model of calculation  

In the whole system flow, on the basis of material balance in the absorption tower, the material 

amount of each input devises and output devises can be calculated. According to the law of 

conservation of mass, the input material mass of system= the output material mass of system + 

accumulated material mass in the system. 
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Material balance in the absorption tower. The principle of sodium-calcium dual-alkali method 

is making the sodium alkali contacted with flue gas that containing SO2, then chemical reaction will 

happen so that SO2 will be removed. In the absorption process, the absorbent in which mainly sodium 

alkali is working is on the basis of solution mixture, and the fresh desulfurization liquid is inputting 

continually. The desulfurization liquid after fully reacted with flue gas will flow out of the tower and 

then get into the regenerating cycle outside of the tower.  

The input material of absorption tower system includes 5 parts, they are sodium alkali solution, 

flue gas, process water, water for cleaning and oxidation air. Output material is consist of two parts, 

clean flue gas and sodium alkali desulfurization liquid at certain concentration.  

In fact, there are several complicated side reactions in the calculation, but for the reason that 

sodium is used only in the cycling system out of the desulfurization tower and the loss of sodium only 

exists in the water that drained off and desulfurization slag in the cycling process, so it affects the 

calculation a little and can be ignored. 

The material balance of regenerating system. The desulfurization liquid that flow out of tower 

will go into regenerating pool first, then will have replacement reactions with lime liquid, and last will 

go into sedimentation tank to precipitate. The sediments will be divided into 2 parts. One part is upper 

liquids that will go to water pool and then reenter absorption tower on the work of cycling pump, the 

other part is desulfurization slag that contains about 20% water. Because there will be loss of 

hydroxide sodium in the desulfurization slag, so hydroxide sodium should be complemented 

periodically. 

The balance of water. The process water that enters into FGD system contains sprayer clean 

water, water contained in sodium alkali complement, pump and tube clean water, lime solution water, 

vacuum pump sealing water and buffer pool complement water. The water that flows out of system 

contains plaster crystal water, water contained in desulfurization slag, evaporation water of 

absorption tower and water contained in drained off filter liquor. 

The amount of cycling liquid. In the desulfurization chemical reaction process, there always 

exists chemical absorption. So, the amount of cycling liquid we should considered the chemical 

absorption. 

Designing of software for calculating material balance 

Based on the calculation model above and visual basic 6.0 designing platform, Excel VBA language 

is used as the tool to design the software that uses sequential modular approach to simulate the 

process. Each dual-alkali flue gas desulfurization step will be seen as a unit, and then a program 

will be written for each unit. In the program, output material variable will be regarded as the 

function of input material variable and devices parameter. This calculation software adopts the ADO 

subject to visit the database of SQL SEVER, in which, there keeps a lot of application data of the 

software. While calculating, it is very convenient to read data, save data and export results (in excel 

table form) to use the software. 

The interface of software. The interface of the software is shown in Fig.2. The interface element 

consists of environmental data, the parameters of the inlet flue gas of the FGD system, the 

concentration of other pollutants, the equipment parameters of the absorption tower and the boiler 

parameters and so on. For specific Sodium-calcium dual-alkali scrubbing desulfurization projects, 

user only need to input the system configuration and the initial parameters, then click the calculation 

button, we can do the mass balance calculation work. At the same time, using the data output menu 

bar option of the software, the calculation can be exported in the form of Excel files. The files consist 

of the calculation table of the gas balance, the seriflux balance, and the mount of seriflux. 
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Fig.2. The main interface of calculation software 

The example of the application of software in the engineering. Taking the sodium-calcium 

dual-alkali FGD system of an electric power company as an example. The boiler is 35T, the flue gas 

quantity is 75673.5542Nm3/h, and desulphurization rate can reach 96%. We input the parameters in 

the software interface as shown in Fig.2, click the calculation button, after calculating, we can get the 

data consists of the gas balance chart of dual-alkali FGD system as shown in Fig.3, the seriflux 

balance chart of dual-alkali FGD system as shown in Fig.4, and the amount of seriflux as shown in 

Fig.5. 

 

Fig.3. The gas balance chart of dual-alkali FGD system 

 

 
Fig.4. The seriflux balance chart of dual-alkali FGD system 
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Fig.5. The amount of cycling seriflux 

Conclusion 

This paper considers the principle of dual-alkali method desulfurization process as the starting 

point, analyses the material balance model of dual-alkali method desulfurization process, and 

furthermore designs a kind of software to calculate the material balance in the dual-alkali method 

desulfurization process in EXCEL using the Visual Basic 6.0 software. This calculation results are 

reliable and it is ease to operate. The data exported by this software can be used as technical data for 

operation parameter optimization, system debugging, and economical efficiency improving.   
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Abstract.In this paper, the hydrodynamic equation about the flow through plants has established 

through the physical model experiment and theory deduction, the hydraulic characteristics of 

vegetation dam has simulated with the established equation. The two-phase flow field of the water 

sink with plant dam overlay has simulated with software of FLUENT, and the free surface has been 

tracked with VOF method, the plant dam overlay districts has been simplified with many bores area 

method, and the infiltration rate has been determined with the pressure difference of before or after 

bores area. The simulation velocity magnitude is compared well with the measured data.  

Introduction  

In 1995, professor Bi Ci-fen, Li Gui-fen and Yu Zhuo-de pointed out that: Soft rock channel runoff 

capacity of soil erosion on coarse, torrential rain and flood erosion characteristics of a single main 

proposed the use of sea buckthorn plant "flexible dam" to intercept gully grit. After several years, 

which have been part of the coarse solid in the gully, reducing the grit into the Yellow River, but 

also to the ecological environment in these areas to improve. The so-called sea buckthorn plant 

"flexible dam" (referred to as plant dam) is the main canals in the channel or tank, at a certain 

spacing and line spacing, planting a number of sea buckthorn plants. After investigation, soft rock 

are also common in Xinjiang, and its living environment even worse, resulting in relatively more 

coarse, so the more urgent need to address. Plants for the western region of the dam, especially in 

the sand for the Xinjiang region, combating desertification and soil erosion has provided a new 

ideas. Institute of Water Resources and Hydraulic Engineering Laboratory, Xinjiang Agricultural 

University, in 2002 and 2003,studies indoor plant dam water tank model tests, which examine the 

plants in the ranks of the aligned and staggered dam layout, different planting density on the canals 

the impact of water[1,2]. To further study the water plant mechanical properties over the dam and 

fixing mechanism, the group muddy water tank for the indoor use of Fluent software model test and 

coverage of plant dam the flow field was simulated.  

Establishment of the basic equation  

Generating plants in canals behind the dam, the water is still available plant leaves incompressible 

viscous fluid of the basic equation—NS equations to describe. If the canals in the category of sea 

buckthorn shrub vegetation, although this time the vegetation can still be handled as a water 

boundary, but the vegetation itself is extremely complex boundary shape in the water will be 

produced in the bending deformation, and in its equilibrium position to do small vibration, which 

makes the boundary conditions and an overview of the more complex elements of the subdivision. 

Therefore, the establishment of trees flow mathematical model of the most crucial question is how 

to deal with flexible vegetation boundary. For this problem, consider the trunk in the water occupies 

the volume ratio, the plant dam extended to long enough to plant groups[3], and based on mass 

conservation and Newton's mechanics, assuming infinitesimal hexahedron, try to derive trees water 

the basic equations, including continuous equation and the equation of motion is given by:  
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Continuity equation:                                           
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The equation (1), (2) are the basic equation of water trees can be seen, the role of vegetation 

makes the equation because the unknown is greatly increased. When the canals are no trees, then 

the above formula can be simplified as: 
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Numerical simulation  

Water flow within the plant dam can be seen as a porous media flow[4]. Whether physically or 

mathematically, the pores within the porous media flow is a very complex flow phenomena, this 

paper make the following assumptions:  

The porous medium is isotropic, homogeneous rigid media;  

The upper boundary of the rigid porous permeable boundary.  

Porous media model assumptions and limitations  

Porous media model uses the empirical formula defines the flow resistance of porous media. In 

essence, the porous medium model is an increase in the momentum equation in the consumption of 

a representative momentum source term. Therefore, the porous medium model needs to satisfy the 

following constraints:  

Because the volume of porous media is not reflected in the model, by default, FLUENT in 

porous media using the name based on the volume flow rate to ensure that the velocity vector in the 

continuity through porous media. If you want more precise calculations, but also allows FLUENT 

in porous media using real speed;  

Effects of turbulence in porous media is only approximate;  

Coordinate system used in the mobile model porous media, you should use the relative 

coordinate system, rather than the absolute coordinate system, in order to guarantee the correct 

source term solution.  

Treatment of porous media model to turbulence  

FLUENT calculated in porous media by solving the standard conservation equation turbulence 

model variables[5]. In the calculation process, usually assuming the solid medium on the generation 

and dissipation of turbulence has no effect. Great permeability in porous media, thus the 

medium-scale geometric structure of the turbulent eddies have no effect, this assumption is 

reasonable. In some cases, may need to consider the turbulent flow, assuming that flow is laminar. 

If the turbulence model used in the calculations is the k-ε, k-ω or Spalart-Allmaras model in one, 

the turbulent viscosity µ can be set to zero in approach ignores the impact of turbulence[6]. If the 

turbulent viscosity µ is set to zero, then the calculation will still transport the variable turbulence the 

other side of the media, but the process of turbulent transport of momentum effect is completely 

eliminated. In the area of fluid panel will set the layer porous media flow area option can be set to 

zero turbulent viscosity µ.  

Finite thickness of the porous media is Darcy's law the pressure change and an additional inertial 

loss term defined. 
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Meshing  

Meshing is an important branch of computational fluid dynamics, using a discrete numerical grid 

instead of the original physical problem in continuous space, the grid nodes is solved by the 

geometry of physical quantities[7], need to calculate the area of the mesh, and then in the division 

on the grid discrete equations, solution. 

In this paper, the more commonly used GAMBIT mesh generation software, choose the model 

structure of the grid mesh partition, so to ensure the quality of the grid, reducing the overall number 

of grid cells, while a good test to verify the physical a cross-section measurement results for the 

object. Plant cover section of the dam to generate grid cell of about 2800, about 2911 mesh nodes. 

Grid cells in other regions around 4641, mesh nodes about 7200.  

Setting the boundary conditions  

In the numerical simulation of the flow domain is driven by the boundary conditions[8], in a 

sense, the process of solving practical problems is the boundary line or boundary surface of the 

data, extrapolated according to equation extended to the computational domain internal process. 

Therefore, the provision in line with the physical reality and the appropriate boundary conditions is 

extremely important. Set boundary conditions must be guaranteed in the right place to choose the 

right boundary conditions, while allowing the boundary conditions do not over-constrained, and do 

not owe constraints. This water-gas two-phase flow field calculations for which the boundary 

conditions are: import boundary conditions, the outlet boundary conditions, the solid wall boundary 

conditions and free surface. 

Numerical calculation  

This numerical model of the process in two steps, first simulated tank covered when the dam is 

no plant water flow steady stream, until convergence, and convergence in the simulation based on 

the flow field within the tank when the water plant dam covered the unsteady two-phase gas stream 

flow. Otherwise, if the direct simulation of gas-water two-phase unsteady flow, iterative calculation 

is easy to divergence[9]. On this basis, then the application of VOF method to capture free water 

into water vapor two-phase unsteady flow simulation. Numerical model of the flow inlet boundary 

conditions are used to set the speed entrance, when the water inlet of the actual water level under 

the experimental conditions set; the entrance to the downstream of the cross section above the water 

level is set to import gas pressure, static pressure is set to 0; downstream export into the air exports 

and exports of liquid water flow in two parts, the air pressure to export part is exported, static 

pressure is 0; the boundary conditions of the turbulence parameters are determined in accordance 

with empirical formula turbulent kinetic energy dissipation rate, solid side wall roughness 

equivalent to 0.05m to take test . Pressure interpolation format selected body force weighted format, 

momentum, turbulence energy, turbulence dissipation rate are first-order upwind discretization 

scheme. The time step 0.001 second, needs to set the time step 100000, within each time step the 

maximum number of iterations is 20.  

Figure 1 shows the vertical velocity within the plant dam experimental and calculated values. It 

can be seen from the figure, the experimental values in agree well with the calculated values, 

indicating that the numerical model is more accurate.  

At the same time, can also be seen in Figure 4,calculated flow rate by the value of the test than 

the test derived from the flow rate is greater. Not limited to a few points, but the overall test is 

greater than the calculated values. This phenomenon is mainly due to the numerical calculation, 

reduce or ignore some resistance factors, such as the bottom of the resistance, surface wind stress 

and so on. In the actual flow field, such resistance exists.  
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Fig.1.  Comparison of dam vertical velocity testing and calculated values 

Here is a plant dam simulate three typical cross-section tank cover (plant dam front, middle dam 

plants, plant dam at the end) on the velocity with the experimental value of the comparison figure. 

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0 0.1 0.2 0.3 0.4

Velocity(m/s)

D
e
p
t
h
(
m
)

Observed data

Simulation data

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.05 0.1 0.15 0.2 0.25
Velocity(m/s)

D
e
p
t
h
(
m
)

Observed data

Simulation data

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.05 0.1 0.15 0.2 0.25

Velocity(m/s)
D
e
p
t
h
(
m
)

Observed data

Simulation data

 
a. Flow rate comparison in the front of plant dam 

b. Flow rate comparison in the middle of plant dam   c. Flow rate comparison at the end of 

plant dam 

Fig.2.  Compared with the experimental values and simulation values 

 

When water flow through the plant dam, with the dam blocking water produced by plants 

obstruct high flow velocity decreases rapidly; water flow to plant the middle of the dam, the flow 

rate stabilized, the flow rate value on the longitudinal section along the water depth changed little; 

water By the end of plant dam, the flow of water by plant foliage reaction effect increases with the 

depth of the flow rate value is again reduced.  

In Figure 2, we can see that, the simulation of three sections on the velocity distribution along 

the depth trends and test the measured results are in agreement. It is suggested that this calculation 

using Fluent software and VOF method coupled mathematical model is correct, use of plant 

dam-domain simulation in porous media coverage is feasible.  

Conclusions and discussion  

Through experiment phenomena and numerical simulation results of the analysis, we draw the 

following conclusions:  

After place the plant "flexible dam" in the sink, the flow field has been significantly different 

with before in the water tank, which is a plant dam upstream backwater area upstream flow 

blocking effect of the direct results.  

Compare simulation value of velocity with measured value, both in good agreement. It show that 

the mathematical model is correct, use plant dam-domain simulation in porous media coverage is 

feasible.  

The existence of plant "flexible dam" interference with the original flow pattern, the tank water 

before the flow field and tree planting has been significantly different. Each plant trees within the 

dam, is a very complicated boundary conditions the flow around the problem, in their joint action 

produces a row of trees blocking effect on the water, and thus the formation of the whole plant dam 
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effect, making the plants inside the tank dam tour section kinetic energy to overcome plant 

resistance generated by the dam on the flow, resulting in plant dam backwater tour, behind the dam 

erosion phenomenon. Backwater upstream of the dam in the plant area after planting the 

cross-section of the flow velocity is less than before planting, and the more the smaller the flow rate 

near the plant dam, can better explain the decrease of plant dam dam dam and the average flow rate, 

peak flow rate can be homogenized. Therefore, plants in the natural channel upstream of dam 

sediment can reduce the starting frequency, and make the start of the sediment has been deposited, 

so as to achieve sand, sediment effect. Flow rate calculated by the numerical model and physical 

model tests the value of the comparison value may indicate that use of Fluent software to calculate 

and VOF method coupled mathematical model is correct, use of plant dam-domain simulation in 

porous media coverage is feasible. In this paper, a more systematic experimental study of plant 

analysis of the river dam, has been a lot of valuable data and conclusions, so we have a plant dam 

the river flow characteristics with a further understanding of the problem, but only a preliminary 

study, also to be in-depth theoretical analysis and mathematical tools used more, do more physical 

model tests and numerical simulation studies.  
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Abstract. With the ever increasing resolution of scanned elevations, the efficiency of terrain 

rendering is still unsatisfactory in three-dimensional visualization. In order to improve the speed of 

terrain rendering, we had studied the root cause of the undesirable visualization efficiency in Visual 

Terrain Project, and found that one of the performance limitations was elevation color generation 

step. Therefore, we proposed a modified algorithm on the basis of data parallel mode, which can be 

well performed on GPU. Experimental results show that application performance is raised 

significantly by data parallel algorithm, and the improved algorithm can obtain satisfactory 

simulation results via CUDA.  

Introduction 

Traditionally, in order to achieve more realistic terrain maps, researchers used to generate different 

color to different elevation gradually [1]. Virtual Terrain Project (VTP), based on OpenScenceGraph 

(OSG), aimed to foster the creation of tools for easily constructing any part of the real world in 

interactive, 3D digital form. The class library of VTP applied the elevation based color generation 

method to present different color to responding elevation [2]. 

Along with the ever increasing resolution of scanned elevations, we are too distraught to face the 

inefficient of terrain rendering. In the wake of the increasing of terrain size, the performance of 

system reduced by a wide margin especially the execution time. We tracked the source code to find 

out restrictions of our system. It was extremely urgent for us to figure out some effective ways to 

improve execution efficiency.  

The rest of the document is organized as follows. In Section 2, there is a list for some related 

works. In Section 3, we provide a conditional operational process for elevation generation. A 

modified process based on data parallel mode is presented in Section 4, comparing the conditional 

one. In order to evaluate the new algorithm, experimental data and statistical results are put forward in 

Section 5. Other results are summarized and future works are outlined in the last Section. 

Related Work 

A number of previous efforts have tackled to describe terrain elevation. Mark Deloura mentions a 

Square-Diamond Algorithm in procedure generation [3]. And Andre LaMothe in his book presents us 

two different means in implementation, fractal terrain generation and procedure generation [4]. In 

order to enhance the sense of reality for terrains, people tended to take relief shading in their projects. 

In recent years, researchers brought elevation based color generation method into use, especially in 

the field of computer 3D visualization [5]. Meanwhile, with the development of level of details, grid 

method has been used more and more widely.  

Due to the ever increasing size and resolution of scanned digital elevation models (DEMs) and 

corresponding photo textures, a lot of research works have been done to improve the process of 

terrain rendering. With the purpose of displaying massive terrains in real time, a number of researches 

focused on three major types of technique required for texture management and mapping: On the one 

hand, applying specific structures to organize a number of available texture (and geometry) sets, 

Applied Mechanics and Materials Vols. 155-156 (2012) pp 37-41
© (2012) Trans Tech Publications, Switzerland
doi:10.4028/www.scientific.net/AMM.155-156.37



 

DEM [6] and BT. On the other hand, inventing complex level-of-detail computation. Besides, finding 

effective methods to eliminate redundant data, like ray-casting [7]. Recently, with the purpose of 

accelerating the rendering process, part of the work has been transferred to GPU [8], which supports a 

parallel programming environment [9]. 

Conditional Elevation Based Color Generation Algorithm 

Relevant Contents in VTP. VTP aimed to foster the creation of tools for easily constructing any part 

of the real world in interactive, 3D digital form. The class library of VTP applied the elevation based 

color generation method to present different color to responding elevation. 

Detailed analyses of operations are as follows. Locate the running entry of our system so as to 

track the source code. In the process of creating terrain, VTP provide us a global variable named 

vtScene. First we initialized the environment and pass address parameters to object vtScene by 

function vtGetScene(). Then we created new object named vtTerrainScene, which was applied to 

generate three-dimensional terrain. At the same time we created a scene group and added vtScene to 

them. We ran the program to generate a three-dimensional terrain object, passed the configuration file 

to this object. In the following we had to render terrains by function BuildTerrain() after added the 

object to the terrain scene. Two of last works were adding flight engineering and mouse controlling. 

Conditional Elevation Color Generation. The main idea of this conditional algorithm is that the 

same elevation should be rendered the same texture color. In fact, several principles need to be 

complied with this algorithm: First of all, the color for each level of the elevations should be changed 

gradually responds to the changing elevation. In addition, the color chart should be created according 

to the three-dimensional efficiency of color. Finally, choosing the specific color should meet 

appropriately geographical landscape color and people's visual habit [10]. For instance, usually, blue 

presents sea level as well as green equal to horizon. 

Algorithm description of the elevation based color generation method: 

Step1: First, loading the terrain XML file, then checking that whether the value of Color_Map is 

existed. If any, load the Color_Map attribute description file defalut_relative.cmt; else then generate 

the default Color_Map file. 

Step2: Obtain height and width of the terrain meshes; besides, get the value of the both maximum 

and minimum elevation within the confine of elevation meshes. 

Step3: Trying to corresponding elevation value which figured out by one-dimension linear 

interpolation to color table one for one. And then generate the color table for this algorithm. 

Step4: While index terrain elevation value via line number; traverse the whole nodes of terrain 

meshes. Then convert elevation value indexed to color table subscript by linear interpolation. 

Step5: End. 

In the process of program execution, we figured out the execution time of each step in the 

algorithm above through adding in compiler timestamp. Our analysis of merely a hundred exponents 

indicates that the third and forth step is the most time-consuming. Take the terrain with 8193*8193 

resolution for example, the exaction time of these two steps cost almost whole time of the algorithm 

when input this terrain mesh. This result was even proved while terrain's resolution increases. It is 

obviously that this two steps mainly to generate corresponding relation between e elevation and color. 

Based on Data Parallel Elevation-Coloring Algorithm 

In the context of modern 3D applications, CPU overhead is a common drawback. To overcome this 

limitation, we present a data parallel based elevation based color generation algorithm using CUDA 

(Compute Unified Device Architecture) in this paper. This modified solution was formed through 

analysis the main disadvantages of the original algorithm carefully. After the rewriting of the 

algorithm, the time-consuming parts were successfully transferred to GPU which would be carried 

out by data parallel mode [11]. 
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The algorithm of elevation based color generation color-setting based on GPU acceleration was on 

the basis of former's improvement. The principles are to optimize the most time-consuming phase of 

the former algorithm for CUDA parallel processing and complex general calculating by GPU. We 

changed the name of the algorithm to BDPEC. In order to make the codes well suitable to run on 

GPU, firstly, we need to prepare the data which should be processed by GPU. Then with this 

prerequisite of not effecting algorithm functions, change the structure of the algorithm, replace the 

statements for the function call for statements of the non-function call to eliminate those statements 

which will affect the parallel performance. We can see from Step4 that is mainly loop and iterate 

through every node of the grids to achieve the elevation values. The flows of the improved algorithms 

are shown by Fig. 1. 

 
Fig.1. Algorithm Diagram 

Improvement of Data Structure. When we utilize CUDA to program, we should prepare the data 

which calculated for the graphics card, and copy the data from CPU to GPU. Thus we need to place 

the elevation values of terrain grids in the arrays, which may directly copy the data involved in the 

calculation to GPU. The data structure of array goes especially well with data parallel by GPU, which 

may map the data in the array to every thread of parallel processing in parallel mechanisms.  

After rewriting the data structure of the original algorithm as well as storing the data to deal with in 

the array, we finally copy the data into the graphics card by calling Memcpy() of CUDA API. 

Complete Computation on GPU. There exist certain equivalence relations between the kernel 

functions Of GPU and the cycles on the CPU. GPU's multiple SM is its processor which performs 

calculations on datasets while CPU using an iterative method for sequence processing of datasets. SM 

can be applied to all elements of datasets by writing similar instructions in one kernel of GPU. 

Therefore the algorithm operating on GPU means accelerating based on data parallel mode. 

Data and Results 

In this section, we present a detailed analysis of the performance of both the original and the 

improved algorithm. All benchmarks were run on a standard desktop PC, equipped with a Pentium 

Daul E2160 1.8GHz processor CPU, 2.0GB of RAM, and an NVIDIA GeForce 9500GT graphics 

card with 128MB of global memory. The programs executed on such a software environment that 

Visual Studio.NET 2003, CUDA Toolkit1.1 and CUDA SDK1.1. 

Data Sets. For our tests, we used five group datasets of different resolution ratio. All these data 

sets are digital model of the middle and lower reaches of the Yellow River Basin area. 

Performance Analysis. To utilize this acceleration structure, the execution time of program was 

reduced to a certain extent. For different mesh scale, the results are shown in Table 1 as follow. 

Table 1 Execution time for each mesh scale 

Mesh scale CPU execution time[s] GPU execution time[s] Speed-up ratio 

1025×1025 0.0309 0.0085 3.617 

2049×2049 0.0747 0.0169 4.4193 

4097×4097 0.3766 0.078 4.8282 

8193×8193 1.4684 0.2979 4.9286 
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Speedup is the ratio between the runtime consumed by the same task while running respectively in 

the serial and parallel environments, which usually used to measure the evaluation of the efficiency of 

the procedure parallelizing. And the improved algorithm is based on the original algorithm, applying 

the SIMD parallel programming model to improve the efficiency of the algorithm. Here, the serial 

processing time refers to processing time consumed according to serial algorithm. From the 

perspective of algorithm analysis, the serial processing time of the algorithm can be decomposed into 

TS=t1+t2, in which t1 is the runtime of the part of the serial program which was not executed parallel, 

while t2 is the runtime of the other part in parallel mode. Parallel processing time calculated in this 

paper refers the total time of two parts—one is processing time of the part in the serial program that 

cannot be parallelized, and the other refers to the accelerated runtime of parallel processing data by 

using GPU. As a result, the formula used in this article to calculate the speedup ratio S is (1). The 

speed-up of these two algorithms is shown in Fig. 2. 
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Fig. 2 Execution efficiency and speed-up ratio of CPU and GPU for different mesh scale 

 

Performance Evaluation for Improved Algorithm. For each scale of mesh, the speedup ratio 

we gained differs not quite, approximately between four and five times. We are fairly satisfied for 

those results as a matter of fact. Not only the efficiency of our algorithm has been enhanced to some 

extent, but also the improved algorithm can obtain satisfactory simulation results. 

It is obviously that the speed-up of the improved algorithm does not have an unusual performance 

by tenfold or hundredfold. There are two main reasons to explicate: On the one hand, compared to 

utilize looping statements on CPU, this algorithm merely utilize index to obtain elevation values on 

GPU. The algorithm efficiency would not be improved not fairly obviously. On the other hand, 

different mesh scales mainly have each works in the same order of magnitude. The span of elevation 

for each terrain had the same granularity in 2,000 parts. 

 

 
(a)                                                                    (b) 

Fig. 3. Running Effect Picture of the same terrain: (a) CPU; (b) GPU 
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Running Effect Picture. The picture (b) generated by this improved algorithm is shown in Fig. 3 

as follow. In contrast, picture (a) generated by the original algorithm. For these two pictures, I have to 

make an explanation. We added some extra display effects in generation of picture b. Both of them 

describe the same block in the Yellow River region nearby Puyang City in Henan Province. 

Summary and Future Work  

Based on these developments we have carried out a detailed solution to render terrain with 

elevation color. Experiments have proved that it is efficient to execute in terms of data parallel on 

GPU instead of CPU for this kind of algorithms. There are many reasons leading to low efficiency of 

terrain rendering visualization in VTP. We will keep on researching to modify more crucial 

algorithms for better performance.  
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Abstract. Stricter environmental regulations are making the use of an ample amount of 

conventional coolant impossible because of its negative impact on the environment. Consequently, 

the use of minimum quantity lubrication (MQL) has been regarded as an promising alternative to 

conventional fluid coolant applications. Despite several studies, there have been a few 

investigations about the influence of the MQL nozzle position, such as distance from 

tool-workpiece contact zone, elevation angles, the included angle between jet direction and feed 

direction. The current study presents experimental investigations on influences of the above 

parameters on performance in end milling. Tool wear and surface roughness are experimentally 

studied to compare the effects of different positions. The results show that the setting location of the 

nozzle is an important factor regarding the effective application of MQL oil mist.  

Introduction 

Copious amount of fluid flushed into the cutting zone at a low pressure from the back side of the 

chip is the most common way of applying coolants for attaining better tool life ,surface finish and 

lower cutting force. Despite many advantages of the cutting fluid in machining processes, there is a 

serious concern about ecological and economical problems. Using cutting fluid is not only the main 

source of environmental pollution but it also bring about manufacturing cost increase, which 

involved with cutting fluids (purchasing, recycling, chip drying, etc.) [1]. Hence, multitude 

researches have been guided in the last few decades to reduce or even eliminate the use of cutting 

fluids[2~6]. But there is still a long way to go before the cutting fluid can be considered totally 

harmless and acceptable[7]. In order to minimize the consequences of their use, the most reasonable 

step should be to reduce the consumption of the cutting fluids. So, minimum quantity lubricant has 

been considered as an appropriate alternative to conventional machining with flood cutting fluid 

supply [8]. 

Structure alloy steel has been widely applied to various mechanical parts and engineering 

components for its appropriate hardenability and higher strength. This paper chooses 50CrMnMo 

structure alloy steel as the experimental material. Minimum quantity lubrication (MQL) cutting 

technology shows huge advantage in various machining ways(turning, milling, grinding, drilling, 

etc.). The major objective of the present work is to study the effect of MQL nozzle position 

(including distance from tool-workpiece contact zone and elevation angles) on tool wear and 

surface roughness during milling of 50CrMnMo alloy. In addition, the influence of the included 

angle between jet direction and feed direction has been considered. 
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Experimental set up and conditions 

Machining tests were performed on 50CrMnMo structure alloy steel with the chemical composition 

of Cr (1.40~1.80)%,Mo (0.20~0.60)%,C (0.45~0.55)%,Si (0.20~0.60)%,Mn 

(1.30~1.70)%,P≤0.030%,S≤0.030%, Bal.  

The MQL system in this work has been designed, fabricated and used. Oil was atomized at the 

nozzle tip area and impinged to the cutting zone with high velocity. The experimental conditions are 

given in Table 1.  

 

Table 1 Experimental conditions 

Machine tool XK7132 CNC milling machine, China 

Work piece 50CrMnMo structure alloy steel 

Cutting tool EM20-160-C20-2T, Zhuzhou, China  

Diameter 20mm  

Two teeth 

Inserts coated cemented carbide 

Cutting velocity 220[m/min] 

Depth of cut 0.5[mm] 

Width of cut 8[mm] 

Feed rate 0.14[mm/rev] 

MQL supply Oil: 20[ml/h] , Air: 280[ L/min], 0.35[MPa] 

Elevation angles of 

MQL nozzle 

30°,45°, 60° 

Distance between 

nozzle and cutting 

zone 

10[mm], 20[mm], 30[mm] 

Included angle 

between jet 

direction and feed 

direction 

0°,60°, 120°, 180° 

Wet conditions 7 spindle oil 

Environment Wet; 

Dry; 

MQL 

 

The schematic view of the experimental set up is shown in Fig. 1.High compressed drier air is 

provided by an external compressor and fed into the MQL device. MQL oil stream impinge through 

the nozzles at the cutting zone. 

Tool wear progression at a predetermined location was measured after each subsequent pass 

using a toolmaker’s microscope and a CCD camera. The surface roughness during each cut was 

measured with a surface roughness tester (TR101) under different cutting conditions. 
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