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Abstract 
 

This thesis addresses different manifestations and practical implementations of 
movement variability in respect to their beneficial effects on movement coor-
dination and learning. The focal point of this topic, which has been a long-
standing, and still ongoing, issue of debate in academic research and among 
practitioners, is formed by the comparison between the contextual interfer-
ence paradigm and the differential learning approach, representing two varia-
ble practice strategies found to improve motor learning performance under 
certain conditions. The theoretical backgrounds and empirical findings of each 
approach are thoroughly reviewed in the first part of this work. From contex-
tual interference research, it is advised to frequently switch between different 
task variations during the acquisition phase in order to facilitate delayed reten-
tion and transfer. Established theoretical accounts are largely based on the 
cognitive-psychological perspective with the focus on the additional infor-
mation-processing demands imposed by the changing context of practice. The 
literature review in this respect outlines evidence from actual neuroscientific 
findings and elaborates on major factors of influence, while arguing from the 
viewpoint of movement variability that the spatial variance and temporal struc-
ture of the task variations have to be tuned to the individual’s inherent varia-
bility at the given task to advance learning. The differential training approach 
is conceived as a practical application of the fundamental ideas in synergetic 
and coordination dynamics, movement complexity analysis, stochastic reso-
nance, and (artificial) neural network research. These basic concepts, which 
are introduced and discussed in the context of movement variability, led to a 
sustainable paradigm shift in motor science by highlighting variability as an 
essential functional entity of flexible and adaptive systems within different 
theoretical frameworks. Drawing on synergetic principles of self-organization, 
dynamical pattern theory identifies variability as a central feature for creating 
instabilities via which the movement system spontaneously shifts into qualita-
tively different organizational states on different time scales. The stochastic 
resonance framework elucidates the counterintuitive phenomenon of how ran-
dom noisy perturbations can enhance the quality of information signals from 
positively impacting neuronal function to improving movement performance. 
Simulations by artificial neural networks, whose power rests upon their built-in 
generalization ability, provide valuable predictions for the selection of variable 
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and representative training stimuli, as well as for the addition of noise, in or-
der to reasonably respond to unseen situations. These theoretical concepts, 
and their resultant practical training approaches, arrive at the notion of an op-
timal magnitude and structure of movement variability that should be encour-
aged during practice. The second part of this work presents a parallel-group 
study designed to contrast the effects of a high contextual interference and 
schema-based practice regime with two variants of differential training on the 
adoption of two indoor hockey skills in beginners. In relation to the contextual 
interference strategy that involved random practice of a discrete number of 
incrementally complex exercises, differential learners were confronted with an 
even larger amount of practice variability by increasing the differences be-
tween consecutive exercises that included erroneous movement executions 
and were performed only once in either a systematic or a random arrange-
ment across multiple training sessions. Study results demonstrated positive 
acquisition and learning effects on target shooting and slalom dribbling for all 
three highly variable practice programs, with the improved criterion and trans-
fer performance persisting over the 6-month retention interval except for ran-
dom differential training. However, neither of the two differential training de-
signs resulted in better acquisition, retention or transfer outcomes than the 
contextual interference approach. This supports the proposition that the 
amount of optimal practice variability is limited if the acquisition period is con-
fined to several training sessions at the early stage of learning complex sport 
skills. 

 



 

 

Part I 

From Theoretical Background to Practical Implications



Introduction Theoretical Review: from Theory to Practice 

 

Optimal Movement Variability 
 

12 

1 Introduction 

Effective technique training and the resulting questions about optimized motor 
learning are of interest not only for competitive and recreational sports, but 
also for therapy and a vast number of occupational categories. This interest 
attracts particular attention in movement science; consequently, it is a great 
challenge of such research to develop a practicable learning strategy to 
achieve a certain skill at best. 

At least since Schmidt’s schema theory and the resulting development of the 
variability-of-practice hypothesis (postulated in 1975), variable practice has 
become well accepted learning strategy, even for closed skills.  

N. A. Bernstein already mentioned in 1947, that the uncontrollable dynamics 
of the environment is in contrast to any possibility of a standardized motor 
formula being imprinted in the brain. According to Bernstein, one should take 
into account that forces producing a certain movement output are not prede-
fined only by the muscles’ innervation state and their length and velocity at a 
given time. Apart from those active muscle forces, passive external and inter-
nal dynamics such as position-dependent gravitational forces and mechanically 
reactive or motion-dependent forces (i.e. inertial, centrifugal and Coriolis forc-
es), as well as passive forces arising from muscle deformation and other soft 
tissues are (inter)acting as well, resulting in an equivocal relationship between 
the innervational impulses and the movement outcome. Expressed another 
way, more than one motor signal can lead to the same movement trajectory 
and vice versa: identical motor signals can cause different movements under 
non-identical initial conditions and/or in the presence of variations in the ex-
ternal force field. 

By modeling performance optimization, Hatze (1986) pointed out that it is im-
possible to determine, solely from motion observation, which actions and neu-
ral activity generated the observed motion, and emphasized that “exact repeti-
tions of motions are not possible”. In a couple of empirical studies, Schöllhorn 
and colleagues took a holistic approach for non-linear analysis of different 
complex movement patterns that convincingly indicated a low probability of 
executing two identical movements. Even in top athletes, time series and arti-
ficial neural network analyses of relatively short movement phases affirmed 
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the individuality of movement patterns over a period of up to 1 year, including 
pole vault (Jaitner & Schöllhorn 1997); contact phase in long jump (Jaitner et 
al. 2001); the final throwing phase of discus (Bauer & Schöllhorn 1997; 
Schöllhorn 1998) and javelin (Schöllhorn & Bauer 1998); a double step in run-
ning (Schöllhorn 1999a); free throw in basketball (Schmidt et al. 2009); as 
well as sprint (Simon & Schöllhorn 1997) and gait patterns during ground con-
tact (Janssen et al. 2008; Janssen et al. 2011; Schöllhorn et al. 2002); finger 
and whole-body kinematics in flute playing (Albrecht et al. 2014); and tactical 
patterns in team sports (Jäger & Schöllhorn 2012). 

Regarding altered initial conditions or reactive forces, the task requirements 
are permanently changing, even though the environment is kept constant. 
Such changes occur to a greater extent in more complex movements than in 
laboratory motor tasks because the relationship between central impulses and 
the movement outcome is “further removed from unequivocality” (Bernstein 
1967, p. 21) in an exponential progression by each new degree of freedom of 
the kinematic chain. Against this background, it is not surprising that motor 
program concepts, and from there constant practice, are predominantly estab-
lished in typical psychological test settings with simple motor tasks (cf. Wulf & 
Shea 2002; Birklbauer 2006). It is further obvious that even in closed skills, 
the number of executable solutions to a given motor task always far exceeds 
the small number of learned examples (motor redundancy). Hence, it is the 
objective and the challenge, not only in open skills, but also in more standard-
ized motor tasks, to necessarily develop a task-specific interpolation ability to 
adequately and rapidly react to new situations in terms of changing external 
and internal forces acting on the body. The development of such, of course, 
neuronally based rules is a central element in Schmidt’s schema theory, and 
consequently, in the variability-of-practice hypothesis, as well as in a more re-
cent approach of so-called differential learning by Schöllhorn (1998, 2000), 
although both concepts approach from different research fields and differ in 
some key aspects, and hence lead to different consequences. 

First of all, in contrast to the schema theory, in differential learning the nature 
of the rules that have to be acquired for a successful adaptation to changing 
constraints is not a priori determined, but emerges by itself only by interaction 
of the subsystems in a self-organized manner (cf. Frank et al. 2008). Further-
more, the schema theory does not explain the variability-of-practice effect in 
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tasks where the environment is kept constant. Neglecting persistently varying 
position-dependent and motion-dependent forces restrains the application of 
prior predefined invariants to a limited number of movements that are almost 
exclusively generated by muscular forces. On the contrary, when moving in 
complex and dynamic performance contexts, the variations of Schmidt’s pre-
defined invariants are unavoidable (cf. Schöllhorn et al. 2007c). 

Schöllhorn’s differential learning and teaching is based on the system dynamic 
approach; it intends to apply the principles of self-organization, introduced in 
the 1960s by H. Haken (1983) and transferred to motor science in the 1980s 
by J. A. S. Kelso (1995), into practice of motor learning and technique train-
ing. Quite similar to Bernstein, who concluded that practice is a particular type 
of repetition without repetition by means of repetitively solving the same prob-
lem in different manner, the central postulation of differential learning con-
cerns the intention of “never repeating an exercise twice” (Trockel & 
Schöllhorn 2003), which is not possible anyway, as was previously stated. 
However, with an increase in execution variability, differential learning seeks 
to more extensively scan the hypothetical solution space of a given task, en-
couraging the learner to gain appropriate neuronally coded rules that enable a 
context-dependent optimized use of external and reactive forces, and there-
fore, reliable and successful solutions of complex skills. Consequently, the con-
struct of differential learning is mainly characterized by Schöllhorn et al. 
(2009b) as randomly adding variable elements to target movements.  

While the variability-of-practice hypothesis corresponds to the comparison be-
tween variable and constant practice and offers no provision of how the order-
of-practice trials should be conducted, the context interference effect refers to 
the effectiveness of different variable practice schedules. It originates in ob-
servations that practicing different exercises or tasks in a randomized order, 
compared to a blocked practice schedule, impedes acquisition, but favors re-
tention and transfer performance. Different amounts of interference emerging 
from performing variations within the context of practice are seen as a contin-
uum between two extremes: high contextual interference, wherein the se-
quence of exercises would be randomly assessed, and low contextual interfer-
ence resulting from the practice of each task variation within its own block, or 
unit, of time (cf. Magill 2007). Various forms of serial practice (e.g. a serial 
order of task or block variations) organize variable practice between both ex-
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tremes. Whereas the contextual interference effect is related to the order of 
exercises, their selection and other parameters act as moderator variables. 
The effect of different contextual interference on learning and memory roots 
in experimental cognitive psychology. It was first described by Battig (1966, 
1972) in verbal learning, and brought forward to motor learning by Shea and 
Morgan (1979) in a serial reaction and movement time task.  

In terms of differential learning, contextual interference is considered as a 
noise generating practice schedule in which randomized order, defined as high 
contextual interference, induces a higher level of noise than blocked order 
does. Whereas traditional models view noise as inherent changes of a given 
target movement, in differential learning noise also includes the instructed 
movement variations, traditionally referred to as variability (Schöllhorn et al. 
2006a). In two case studies, Gebkenjans et al. (2007) and Janssen et al. 
(2010) demonstrated that executions of first and second tennis services in a 
serial order led to higher variance of each technique than a blocked arrange-
ment; therefore, they cover a greater area of potential solutions. In a bifurca-
tion model of differential learning on a dynamic system perspective by Frank 
et al. (2008), or in an evolving landscape approach including simulated an-
nealing processes by Schöllhorn et al. (2009b), the amount of noise must ex-
ceed a particular threshold to enable further learning progress. Therein, train-
ing noise represents the variety of between-exercise difference. 

The amount of contextual interference, as well as noisiness, not only depends 
on exercise schedule, but also depends strongly on the types of exercise. In 
most studies on the contextual interference effect, exercises are selected with 
regard to Schmidt’s schema theory intending to develop and to automatize a 
generalized motor program, or to differentiate between different programs. A 
contrasting juxtaposition of task variations between different motor programs 
(program variable practice) and variations within the same motor program 
(parameter variable practice) has been a key issue in past research since 
Magill and Hall (1990) proposed this hypothesis in relation to task difficulty. 

Against the contextual interference approach, where exercises are picked due 
to program parameters, differential learning does not focus only on the varia-
tion of movement parameters or movement invariants; nor do exercises be-
long to a particular movement class. From a system dynamics’ point-of-view, 
predefined movement classes or schemata do not exist. In contrast, in differ-
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ential learning, subjects experience as many different invariant and variable 
parameters as possible, which leads to the knowledge of a larger pool of po-
tential solutions. Therefore, Schmidt’s variable practice is only a small subset 
of differential training, which, as defined by Schöllhorn (2000) and Schöllhorn 
et al. (2007c), involves all forms of variable and constant learning approaches. 
Schöllhorn et al. (2009b) consider traditional learning approaches, including 
constant practice and methodical rows of exercises, as well as different sched-
ules of variable practice as different levels of stochastic perturbations, where-
by the highest level is achieved with the differential learning strategy.  

As mentioned above, the contextual interference approach concerns the or-
ganization of a certain selection of exercises, but is essentially influenced by 
the character of the exercises themselves. The contextual interference hy-
pothesis does not imply a predefined number of variations; rather, it compares 
different practice schedules that contain the same exercises and the same to-
tal number of executions per variation. Previous studies used a limited number 
of three to four variations. If their number is increased and the character of 
variations is not taken into consideration, contextual interference approach 
advances toward differential learning.  

In contrast to the observed contextual interference effect where randomized 
practice showed worse performance in the acquisition phase, the differential 
learning approach postulates not only superior retention and transfer, but also 
acquisition performance. This may occur if the learning environment is noisy 
enough to extensively scan the hypothetical solution space of the task (cf. 
Schöllhorn et al. 2006a; Frank et al. 2008; Schöllhorn et al. 2009b). As indi-
cated by Gebkenjans et al. (2007) in tennis and Beckmann et al. (2010) in 
hockey, contextual interference or noise must be optimized, not maximized, 
for maximal learning success; that is, an inverted U-shaped relationship be-
tween the amount of noise and learning performance. Contextual interference 
supports that notion by showing worse results when interference exceeds a 
certain level, depending on the task to be learned and the performance level 
(see Chap. 2.1). This raises the question of whether and how to structure the 
training progress. 
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2 The Contextual Interference Effect 

After the early findings of Battig (1972) and Shea and Morgan (1979), a con-
siderable number of studies on the contextual interference effect were con-
ducted in different conditions leading to several extensive reviews and meta-
analyses. However, at issue results caused by a multitude of moderator varia-
bles pose more questions than answers. 

Contextual interference effect meta-analyses were conducted by Wiemeyer 
(1998) with 112 effect sizes out of 63 studies; by Brady (2004) with 139 effect 
sizes out of 61 studies; by Mazzardo (2004) with 115 effect sizes out of 51 
studies; and by Lin (2006) with 336 estimates of effect sizes out of 122 stud-
ies. All studies included in those analyses were published from 1979 to 2005, 
but they differed considerably across meta-analyses. The fewest identical 
studies were found between Wiemeyer and Mazzardo with 36R, whereas the 
Mazzardo had 64R in common with Brady representing the highest concord-
ance (cf. Fig. 1). Only 18R of the studies were analyzed in all four meta-
analyses. The results of those analyses should be compared with caution de-
spite the fact that the same effect size was used calculating Cohen’s d correct-
ed for bias and sample size by Hedges and Olkin (1985). Mazzardo set effect 
sizes being not significant as zero yielding in a possible underestimation of the 
contextual interference effect. Brady put scores for retention and transfer tests 
in a single analysis, and thus violated the independence assumption of stand-
ard meta-analysis.  

The overall contextual interference effect is supported and warranted by sig-
nificant overall mean effect sizes over acquisition, retention and transfer. In 
accordance with the contextual interference hypothesis, the blocked group 
outperformed the random group in acquisition with small to medium effects 
stated by Mazzardo (−.31) and Lin (−.42), whereas Wiemeyer found a large 
mean effect (−.84). For retention and transfer, the mean treatment effect was 
similar and of small to moderate size in Brady’s (.40/.31), Mazzardo’s (.31/.23) 
and Lin’s (.31/.28) analyses, but once again larger in Wiemeyer’s study 
(.56/.43), which may be explained by the least study concordance with the 
other three meta-analyses. 
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Fig. 1: Intersections of the analyzed literature in the contextual-interference meta-
analyses by Brady (2004), Lin (2006), Mazzardo (2004) and Wiemeyer (1998) 

Tests for homogeneity done by Wiemeyer, Brady and Lin to assess whether all 
the effect sizes were similar revealed that the overall effects were inhomoge-
neous in acquisition, retention and transfer, indicating that some other factors 
(i.e. moderator variables) influence the contextual interference effect. To es-
timate the publication bias, Wiemeyer and Brady calculated the fail-safe N in 
order to answer the so-called file drawer problem that represents the number 
of unpublished studies with null effect that would be necessary to reduce the 
cumulated effect size to a non-significant level. Brady found a fail-safe N of 
204 for the overall effect including retention and transfer, so it is unlikely that 
there are that many studies sitting in file drawers. This is in accordance with 
Wiemeyer’s results in acquisition and retention; however, for transfer, the va-
lidity of the effect sizes is not supported. Additionally, Brady calculated the 
overall mean power of the studies reviewed based on an estimated effect size 
of .40. An overall beta error of .57 indicates a lack of adequate sample size, 
especially in those studies where the effect size is small.  
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2.1 Potential moderating variables 

Due to the inhomogeneous results of contextual interference studies, multiple 
moderator variables were theoretically debated and their influence was calcu-
lated if the number of studies was sufficient. Such variables are ecological and 
internal validity; amount of practice and contextual interference; type of skill, 
test and task; skill level; age; gender; knowledge of result; personality; and 
theoretical explanations. 

The only moderator variable that was analyzed in all four cited meta-analyses 
belongs to the nature of research or ecological validity. Whereas in acquisition, 
significant larger contextual interference effects were consistently revealed in 
laboratory oriented research than applied, the meta-analytic studies disagreed 
in retention. Wiemeyer and Brady found again bigger advantages for random 
practice for settings lacking real-world features (2.4 to 3 times as many mean 
effects), while Mazzardo and Lin demonstrated similar magnitude of effect siz-
es. A possible explanation for this disagreement could be provided by the dif-
ferent inclusion of applied studies. Contrary to Mazzardo and Lin, in Wiemey-
er’s and Brady’s analyses applied studies contained only real sport settings and 
tasks. As typical sport skills are more often of complex nature with a higher 
degree of freedom, random practice more likely leads to a mental overload 
through movement variability. 

Furthermore, Brady established an interaction of age and nature of research; 
that is, young learners showed relatively small effect sizes in applied sport set-
tings; however, when the comparison is limited to adults, the effect size dif-
ferences between laboratory and applied studies are of less magnitude. Be-
sides Brady’s revealed age difference in contextual interference effect, Lin 
could confirm larger effects for adults even though in acquisition, but neither 
in retention nor in transfer. The observation that the movement variability in-
duced through random practice schedule overwhelms the learner’s capability 
as seen in age could be further expanded to novices and female. As Lin point-
ed out, male or experienced had two to three times larger effects sizes in re-
tention being moderate to large.  

Brady detected in a comparison between different amounts of contextual in-
terference that high amounts were more effective than mixed, but not when 
sport skills were taught. Mean effect sizes differed also across different types 
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of tests and different amounts of practice. Against precision tasks, Wiemeyer 
calculated about two times larger effects for tasks with focus on movement 
speed in retention and three times larger effects in transfer. Although Maz-
zardo and Lin classified the amount of practice equally, their results diverged 
favoring, on the one hand, medium amount studies with 51 to 90 trials; and 
on the other hand, studies with larger amounts. 

Neither during acquisition nor retention or transfer did the presence or ab-
sence of augmented feedback significantly influence effect sizes, as Mazzardo 
unveiled; however, different types of knowledge of result were not distin-
guished. The analysis of the internal validity demonstrated higher effect sizes 
in studies where participants, tasks and the methodological procedures were 
more tightly controlled, which could have been expected. 

2.1.1 Task (dis)similarity  

Based on the extended review of different types of tasks, Magill and Hall 
(1990) recognized that the contextual interference effect is not a global effect 
and may be manipulated by the type of task variations to be practiced. Their 
“between- vs. within-motor program hypothesis” is related to the diverse simi-
larity or dissimilarity of task variations and the thereof derived task difficulty, 
which generates different amounts of contextual interference. When the varia-
tions to be practiced in random order are quite different (i.e. requiring differ-
ent generalized motor programs) a higher level of contextual interference is 
created leading to enhanced retention and transfer performances. However, if 
the task variations are similar involving parameter modifications, which are 
within the same motor program, the contextual interference effect due to re-
duced task difficulty will not be found. Based on the assumption that varying 
between different motor programs requires the reconstruction of the program 
inclusive parameter adjustments each time, learners engage in more effortful 
processing than when the task variations are similar. 

Wiemeyer and Mazzardo confirmed in their meta-analytic studies for both pa-
rameter variable and program variable practice contextual interference effects. 
While parameter alterations during practice yielded in small results, varying 
between different movement patterns produced more than two times larger 
effects in retention and transfer, although negative effect sizes did not differ in 
acquisition phase. In an early laboratory experiment, Wood and Ging (1991) 
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directly compared different levels of similarity of the task variations to be 
learned. Results of the retention and novel transfer tests supported contextual 
interference effects for low, but not high, similarity tasks. In place of defining 
task similarity as a function of the spatial characteristics (i.e. size versus 
shape) of the movement patterns, Boutin and Blandin (2010a) more recently 
compared parameter variable practice of more or less similar absolute move-
ment times in a three-segment timing task. While no blocked-random differ-
ence was found for the similar parameter condition, varying more dissimilar 
target times produced higher intertrial variabilities during acquisition with the 
highest by random practice, and again, a typical contextual interference effect. 
In both studies, however, task variations were restricted to simple skills with 
few degrees of freedom, or even to the same motor program which thus may 
induce lower movement variability by itself. 

In contextual interference literature, parameter learning is sometimes equated 
with parameter variable practice and program learning with program variable 
practice, respectively. In order to avoid confusion, this should be separated. 
Whereas the parameter or program variable practice refers to the properties 
of the variation, program or parameter learning refers to what is learned 
through practice, that is, the construction of particular motor programs or the 
improvement of parameter modification within motor programs. 

Magill and Hall’s view concerning the superiority of program variable practice 
predicts that both program learning and parameter learning would be en-
hanced in contrast to parameter variable practice. When programs are recon-
structed, parameters added to them have to be modified as well. Opposing 
this prediction, contextual interference effects were mostly detected in param-
eter learning, but not in program learning, regardless of whether skill varia-
tions are controlled by the same or different programs (cf. Mazzardo 2004). 
However, those studies, which drew the comparison between both kinds of 
learning practicing within or between motor programs, used serial practice 
schedules as high contextual interference and very simple laboratory tasks. 

2.1.2 Task complexity 

Besides the subjects’ skill levels and ages, the difficulty or amount of interfer-
ence created during practice depends on the complexity of a given task. This 
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probably caused, as Hebert et al. (1996) stated, different results between la-
boratory and applied research settings. 

The topic was taken up by Wulf and Shea (2002) in their extended review 
about the different properties of simple and complex skill learning. As opposed 
to laboratory experiments of the contextual interference effect that involve 
typically multi-segment tasks, simple aiming and anticipation-timing tasks or 
movement patterning and tracking tasks, complex skills feature several de-
grees of freedom, cannot be mastered in a single session and tend to be eco-
logically valid as categorized by Wulf and Shea (2002). According to their 
view, practicing more complex movement patterns calls for higher attention, 
motor control and memory demands, which make those tasks themselves 
more difficult, especially when learners are relatively inexperienced. More de-
manding practice schedules like random practice may, therefore, overload 
learners’ capacities and thus diminish the advantages of high contextual inter-
ference schedules. 

Albaret and Thon (1998) corroborated the hypothesis that the complexity of 
the task to be learned modulates the contextual interference effect. Compar-
ing random and blocked practice in different levels of complexity of a laborato-
ry drawing task, retention and transfer tests revealed a clear advantageous 
effect for random practice, but only in the simplest condition. When the task 
complexity was increased, the random practice benefits were reduced and in 
the most complex condition almost reversed. Similar results were reported 
more recently by Boutin and Blandin (2010b) for a timing task whose target 
times had to be performed either in one single or three different movement 
directions with the latter being more complex due to its higher degrees of 
freedom. While practicing the simple task variants yielded a typical contextual 
interference effect, no blocked-random difference was found for the more 
complex movement pattern regardless of the amount of practice. Furthermore, 
advantages of random relative to blocked practice are all the more lost, when 
the complexity and difficulty of the task is increased by producing both a goal 
movement outcome and a specific relative force or timing pattern (Wulf & 
Shea 2002).  

From a cognitive-psychological perspective, Wulf and Shea (2002) interpreted 
those findings to the effect that with an excessive degree of complexity in 
movement task and practice schedule, the development of memory represen-
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tations or motor programs would be degraded. This is because, on the one 
hand, short-term memory may be overloaded, limiting motor processing or 
elaboration or on the other hand, make a full reconstruction from trial to trial 
difficult. In the “challenge-point” framework postulated by Guadagnoli and Lee 
(2004) from an information-theoretical point of view, task complexity relates 
to the constant, nominal task difficulty while the functional difficulty of a given 
task additionally depends on the skill level of the performer and the conditions 
under which the task is being practiced. For optimal learning, practice condi-
tions, such as the trial order, need to be adjusted to one’s information-
processing capabilities, which in turn is a function of the skill level, and the 
nominal task difficulty such that an optimal amount of interpretable infor-
mation is available (i.e. the optimal challenge point). For instance, a complex 
task or a random trial order will increase the functional task difficulty, and 
thus, will provide for more information generated in the performance of the 
task because more uncertainty can be reduced. Still, beyond an individual’s 
optimal challenge point, further increase of potential information would be in-
creasingly noninterpretable as it overflows the information-processing capacity 
of the learner resulting in less learning benefit. As such, random practice of a 
complex task may offer an appropriate functional difficulty for an expert per-
former, whereas it would presumably overshoot the amount of information 
efficiently processed by a beginning performer. Practicing a simple task in a 
constant or blocked manner without changing environmental conditions, on 
the other hand, might be functionally too easy for novices and even more so 
for advanced performers; again, precluding the individual from his/her opti-
mum challenge point for learning. But this time because, rather than too 
much, too little potential information is available as there is high certainty 
about the potential success of performance. From a dynamical system point of 
view (see Chap. 3.1), the combination of inherent variability and introduced 
variability – the first caused among others by the task complexity and the sec-
ond by the practice schedule – might exceed an optimal level of movement 
variability or noise. Such an excessive amount of noise would then rather im-
pede than enhance the development of the task-specific interpolation ability 
necessary to successfully adapt to changing constraints.  
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2.1.3 Interaction of task similarity and task complexity 

Introduced variability is not only determined by the practice schedule (i.e. 
constant, blocked, serial or random practice), but also by the similarity or dis-
similarity of the task variations. Given a complex task setting, variations to be 
practiced with small similarity and in random order would predict a tremen-
dous amount of movement variability. That might exceed the optimal level of 
noise; therefore, it impedes learning, whereas the same amount of introduced 
variability in laboratory tasks might be optimal noise, and thus, enhance learn-
ing.  

According to already mentioned Magill-and-Hall-hypothesis (1990), in labora-
tory-based research high contextual interference is more effective than low 
when tasks using different motor responses are performed. Contrarily, in re-
search using complex sport skills the contextual interference effect could be 
demonstrated, in particular, when variations were within the same motor pro-
gram; hence, it is relatively similar. This fact is supported by a meta-analysis 
by Gelber (2005) including 27 applied studies published between 1986 and 
2004, where it was differentiated between the type of exercises (i.e. within 
the same or between different generalized motor programs).  

Fifty-seven mean effect sizes weighted by sample size were calculated for ac-
quisition, retention and transfer. Taking both types of tasks together, a similar, 
but slightly lower mean effect size of .14 was discovered in retention than 
Brady (2004) found for field-based research. Mean effects in acquisition (.02), 
as well as transfer (.10) were below .20 – representing small and trivial differ-
ences as defined by Cohen (1988), where results in acquisition were quite 
similar to Wiemeyer (1998), Mazzardo (2004) and Lin (2006). However, by 
differentiating between task types and taking only complex sport settings into 
account as a higher inherent variability is assumed, the contextual interference 
effects were apparent only in parameter variable practice (see Fig. 2). In com-
parison to the ten studies varying between different skills, the 13 parameter 
altering studies showed notably higher contextual interference effects for ac-
quisition (−.17), retention (.38) and transfer (.19), whereas program variable 
practice fails to achieve mean effects for acquisition (−.03), for retention (.04) 
or for transfer (.01).  

The assumption that varying different motor responses combined with high 
task complexity leads to a noise overload (i.e. exceeding the optimal level of 
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movement variability) is brought forward by a self-performed research review. 
Twenty-six applied studies related to complex sport skills, published between 
1984 and 2007, were analyzed in the style of a traditional voting method. 
Fourteen of those 26 studies involved similar variations within one skill (Pigott 
& Shapiro 1984; Goode & Magill 1986; Porretta 1988; Boyce & Del Rey 1990; 
Wrisberg 1991; Wrisberg & Liu 1991; Hall et al. 1994; Smith & Davies 1995; 
Goodwin & Meeuwsen 1996; Farrow & Maschette 1997; Landin & Hebert 
1997; Granda & Montilla 2003; Hwang 2003; Jackson 2006); whereas 11 stud-
ies included program variable practice (French et al. 1990; Bortoli et al. 1992; 
Hebert et al. 1996; Nair & Bunker 2000, 2002a, 2002b; Koufou et al. 2003; 
Ata 2005; Ata et al. 2005; Jones & French 2007; Zetou et al. 2007). An early 
study by Wulf (1988) contained both variations within and between general-
ized motor programs. 

 
Fig. 2: Mean effect sizes for contextual interference effect in acquisition, retention and 

transfer of the 27 applied studies in the meta-analysis by Gelber (2005) separated 
in the overall effects as well as parameter and program variable practice effects 

Nine out of the 12 studies related to dissimilar task variations found no signifi-
cant advantages for random practice schedules either in retention or in trans-
fer. Only the study by Ata et al. (2005) revealed a trend toward high contex-
tual interference, in which two of the three skills to be learned showed signifi-
cance in short-term retention; however, only one skill for long-term and none 
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of the three for transfer differed to lower contextual interference schedules. 
Two studies by Nair and Bunker (2000, 2002b) backed the idea of an optimal 
variability level, because schedules between blocked and random demonstrat-
ed significantly better contextual interference effects. Conversely, none of the 
12 studies varying between motor programs verified significantly better results 
for variable practice in a blocked manner. Demonstrating no significant effect 
is not tantamount to there being no difference between the practice sched-
ules; it could also be caused by too low test power or a too high beta error, 
respectively. This argument is invalidated by the low effect sizes throughout, 
indicating that in more complex tasks varying between quite different motor 
responses blocked practice was found to be as beneficial as random. 

In contrast to studies involving various skills, most parameter variable studies 
contradict the Magill-and-Hall-hypothesis. Thirteen out of the 15 reviewed 
studies show at least partial, if not clear superiority, for high contextual inter-
ference. Moderate variability schedules outperformed blocked or random prac-
tice in two studies by Landin and Hebert (1997) and Pigott and Shapiro 
(1984), indicating again an inverted U-shaped contextual interference effect. 
Greater effect sizes for high amounts of contextual interference than mixed 
amounts could only be detected in lab-oriented research according to Brady’s 
meta-analysis (2004). 

Contrary to the negative contextual interference effect for acquisition perfor-
mance in laboratory tasks, in applied complex settings 5 of the 26 studies 
showed even in the acquisition phase at least partially better results for high 
than for low contextual interference, as postulated in the differential learning 
approach. This was regardless of task variation type since three studies varied 
within the same motor program (Pigott & Shapiro 1984; Farrow & Maschette 
1997; Smith & Davies 1995), whereas two were related to between program 
variations (Nair & Bunker 2000, 2002b).  

Taking account of both inherent variability and introduced variability 

The different contextual interference results between parameter and program 
variable practice in isolated laboratory and complex sport settings indicate the 
necessity for an optimal amount of movement variability, which is composed 
of the task inherent variability and the variability introduced through the exer-
cises and their schedules. 
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If the level of noise or movement variability induced by the differential practice 
strategy in fact exceeds both that of parameter and program variable practice, 
as predefined by Schöllhorn et al. (2009b), such a level exceeds the optimal 
amount of noise even more. That is the case if inherent variability is not con-
sidered as well, because movement variability is furthermore affected by the 
subject’s age, skill level and other moderator variables. Young and unskilled 
subjects innately or by definition have a high level of movement variability. 
Alike complex sport-related and open tasks are more variable than laboratory 
ones caused by the high number of degrees of freedom and the less predicta-
ble environmental conditions. In combination with a high amount of intro-
duced variability by varying between different motor responses and in random 
order, the movement variability supposedly exceeds the optimal noise level 
and leads to an inferior learning performance (see Fig. 3). 

In contrast, skilled adult subjects in closed laboratory tasks, varying between 
very similar motor responses in a low contextual interference schedule, may 
fall below the necessary amount of noise for best learning performance. Such 
a point-of-view is further supported by the consistent findings that in field-
based research, adults gain more contextual interference effect than younger 
or less experienced learners (see Brady 2004, 2008). That is because for chil-
dren or novices, random practice may result in too excessive response variabil-
ity, as Wulf and Schmidt (1994) suggested earlier. Applied complex tasks, re-
gardless of practicing program or parameter variations, seem to be sufficient 
contextual interference for young learners without the need for random prac-
tice. Therefore, blocked practice schedules should be preferred in early stages 
of skill learning and/or young subjects, as postulated by Hebert et al. (1996) 
and Wulf and Shea (2002).  

An alternative not to exceed the optimal amount of variability in a random 
condition could be practicing variations, which differ less widely, especially 
within one skill. Conversely to applied contextual interference research, studies 
supporting the variability-of-practice hypothesis found that variable practice is 
more effective for children than for adults (cf. Schmidt & Lee 2011). What is 
commonly interpreted as a result of some lack of movement experiences in 
children could also be a consequence of a too low movement noise for adults, 
because most of those laboratory studies were conducted in a blocked practice 
sequence. 
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Fig. 3: Hypothesized optimal curve of motor learning as a function of movement varia-

bility (top); dependence of movement variability on different intervention-induced 
and inherent variability factors (bottom) 

As Brady (2004, 2008) already urged, besides the moderating variables de-
tected so far, upcoming meta-analytic studies should consider the number of 
skills and their magnitude of differences being taught. The emerged noise may 
not be easily considered as the sum of the magnitude of differences and their 
amount because highly diverging movements probably no longer interact with 
each other; therefore, they lead to reduced movement variability. Future me-
ta-analyses might investigate moderating variables according to their inherent 
or introduced variability, and their interaction in order to find the right bound-
ary or mediating conditions for the optimum of noise, if it indeed exists. 

2.2 A couple of attempted explanations 

A variety of theoretical explanations have been provided to elucidate the con-
textual interference effect including the impact of moderator variables being 
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detected. Most of them are based on the cognitive-psychological perspective 
of motor learning, and although they appear as rivaling theories, they are not 
mutually exclusive (cf. Lee & Simon 2004). Brady brought the different theo-
ries in his extensive 1998 review to a common denominator, which may be the 
enhanced cognitive activity, or the more effortful processing engendered by 
high interference schedules, and the deficient or decreased processing load as 
a consequence of low interference practice. 

The predominant theoretical accounts involve the elaboration, reconstruction, 
pro- and retroactive interference, feedback usefulness, appropriate transfer, 
self-efficacy and motivational hypothesis. 

Based on the theoretical explanation of the contextual interference effect in 
cognitive learning by William Battig (1966, 1972), and primarily supported by 
research concerning explicit memory tests, the elaboration-and-distinctiveness 
hypothesis by Shea and Morgan (1979) proposes that random practice in op-
position to blocked practice necessitates comparative and contrastive analyses 
of the variations to be performed. Through higher variability within practice 
schedule, different task variations remain together in working memory and 
thereby enable an enhanced comparison and increased distinctiveness be-
tween tasks. Due to alterations between different encoding strategies, the 
demand on memory processing leads to worse acquisition, but improved re-
tention performance and enables the learners to adapt more accurately to 
novel situations during transfer test being able to identify the relevant task 
features. 

The action-plan or forgetting-and-reconstruction hypothesis provided by Lee 
and Magill (1983, 1985) is linked to the forgetting-helps-remembering paradox 
early revealed on the spacing effect by Cuddy and Jacoby (1982). Because 
random practice promotes forgetting of the previous trial, for the subsequent 
trial the action plan traditionally referred to motor program or parameter mod-
ification needs to be reconstructed. As the previously executed movement is 
no longer available in working memory, random practice engages more active-
ly in problem-solving activity, weakening acquisition, but strengthening reten-
tion and transfer performance. The distinction between the elaboration and 
reconstruction views deals with working memory. While the first approach 
proposes the concurrent presence of more than one movement pattern in 
working memory facilitating comparison and contrast, the latter view empha-
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sises the loss of information from working memory enforcing the movement to 
be newly generated. Lee and Simon (2004) consider contextual interference 
effect as an instance of spacing effect; that is, in random practice, individual 
trials are differently spaced compared to those in blocked practice as the latter 
is more massed than random practice.  

Another noteworthy attempt to interpret contextual interference effect is the 
so-called retroactive and proactive interference or inhibition theory again de-
rived from cognitive learning literature. This explanation emphasizes the dis-
advantage of blocked practice conditions, in which repeated practicing of one 
task retroactively interferes with the previously practiced tasks, or proactively 
interferes with and inhibits the recall of the consecutive ones, respectively, 
when they are tested later on in retention (cf. Magill & Hall 1990). It is as-
sumed that, in contrast to blocked practice, random practice interferes less 
negatively with earlier or later practice trials because they are all consistently 
practiced throughout acquisition.  

Wulf and Schmidt (1994) accentuate the unequal utilization of feedback in dif-
ferent contextual interference schedules. The basic idea refers to the less use-
ful feedback of a task for the following one in random practice. As extended 
laboratory research has demonstrated, reduced feedback may enhance learn-
ing, especially when learners are more experienced (cf. Schmidt & Lee 2011 
Wulf 2007). In contrast to simple skills, the learning of more complex sport 
skills does not benefit from reduced feedback frequencies (Wulf & Shea 2002), 
which could also account for the different findings of the contextual interfer-
ence effect in laboratory and applied studies.  

A further interpretation of the contextual interference effect places special 
emphasis on the similarity of the underlying processes between acquisition 
and transfer, which was brought forward by Lee (1988) as transfer-
appropriate-processing hypothesis. Against the specificity hypothesis, neither 
the internal nor the external environmental conditions have to be similar, but 
more importantly the same problem-solving process is activated, i.e. probably 
the ability to adapt adequately to new situations. This comes very close to the 
objective of the differential learning approach, but raises the question if, in the 
context of explaining the contextual interference effect, it is not circularly ar-
gued (cf. Wiemeyer 1998).  
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From a pedagogical point of view, Vickers (1994) put additional factors into 
consideration of the contextual interference effect. Blocked practice is seen as 
a bottom-up strategy, in which the instructors predominantly manage the 
learning process by continually facilitating and supporting the learners. With 
regard to Gestalt psychology, random practice is thought of as a top-down 
strategy with the view to lead learners to perceive the whole skill, that in turn, 
stress learners’ individual problem solving with less teacher feedback. Because 
less dependency on instructors is expected, and different levels of task com-
plexity are experienced, random practice is advantageous in retention and 
transfer tests. A further aspect of Vicker’s view is the false self-efficacy gained 
through acquisition in blocked practice. In retention and transfer, blocked 
practice learners feel self-doubt, frustration and unexpected failure, because 
they are less prepared than random learners for unfamiliar situations. Besides 
self-efficacy, Wulf et al. (1996) mentioned another emotional aspect, which 
could impact the contextual interference effect to some extent. In their moti-
vational hypotheses random practice is, because of its diversified schedule 
character, simply more interesting. The higher motivational level results in a 
benefit for motor learning when practice trials are randomized, but cannot ac-
count for acquisition deficits.  

As Wulf and Shea (2002) and Lee and Simon (2004) stated earlier, each of the 
briefly described theories and positions could, to some degree, reasonably elu-
cidate the effect of contextual interference. However, they are unable to com-
pletely explain this phenomenon, and none of them is able to incorporate all 
the various influences of the above-quoted moderator variables. Regardless of 
the scientific evidence for each hypothesis, up to now no behavioral experi-
ment has been conducted that provides strict evidence for a particular theory 
and concurrently allows the elimination of other explanations. This may be 
caused by the fact that only a few experimental settings afford an opportunity 
to directly contrast the different predictions (cf. Schmidt & Lee 2011). It may 
well be that the contextual interference phenomenon reflects an integrative 
approach involving a complex interactions between cognitive, motor, emotion-
al, motivational and volitional factors (cf. Wiemeyer 1998). However, the best 
empirical findings supporting theoretical explanations are given by recent non-
invasive neurophysiological studies using functional magnetic resonance imag-
ing (fMRI) and various forms of transcranial magnetic stimulation (TMS) dur-
ing practice and recall and following practice, respectively. 
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2.3 Analyzing the neural basis by means of fMRI and TMS 

In a recent neurophysiological study, Cross et al. (2007) examined the contex-
tual interference effect for the first time with functional neuroimaging. When 
learning a novel four-element sequencing task, the neural activity of blocked 
or random practicing subjects was measured during both sequence prepara-
tion and movement execution. In the experimental procedure, similar to Im-
mink and Wright (1998), the behavioral data displayed the typical reverse ef-
fect of contextual interference and confirmed the increased time needed to 
mentally rehearse and prepare the movement sequences when they are ran-
domly practiced opposite to blocked. As learning took place, the between 
groups’ converging preparation time came along with the recruitment of dis-
tinct brain regions during movement planning and execution. Nevertheless, in 
the last third of training the sequence preparation took comparable time be-
tween groups, the random one engaged greater activity of the left primary 
sensorimotor cortex and the left superior parietal cortex. The increased activity 
in those brain regions was interpreted by the authors as a more intense 
preparation of each movement, even though the time for preparation did not 
differ. The actual movement executions were accompanied with increased ac-
tivity in superior and medial frontal gyrus in the random schedule, which is in 
line with prior evidence of fMRI and rTMS studies, where those regions are 
critically involved in switching motor responses between trials (cf. Cross et al. 
2007). Although the group differences in retention performance were not un-
ambiguously attributable to the distinct brain activity, it substantiated the 
common idea that the contextual interference effect may be caused by an en-
hanced activity of additional brain regions during practice, but does not favor 
any of the above mentioned hypotheses.  

While the fMRI measurements in the study by Cross et al. were restricted to 
the training trials, Lin and colleagues (2011) most recently investigated the 
hemodynamic response during 2 days of practice of a similar sequence learn-
ing task, as well as during a retention test 3 days later. Moreover, paired-pulse 
TMS was applied to the primary motor cortex in order to assess intracortical 
excitability before and after each training day and test. Even though in place 
of the go/no-go paradigm functional imaging was based on a blocked design, 
which did not allow differentiation between action planning and execution, the 
fMRI findings strengthened Cross et al.’s results as the slower response times 
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of random practice involved enhanced neural activity in sensorimotor and pre-
frontal regions during acquisition. The delayed retention test reflected the typ-
ical reverse effect of contextual interference in both the behavioral data and 
the blood-oxygen-level-dependent (BOLD) signal. Compared to the blocked 
condition, random practice resulted in shorter response times and reduced 
brain activation in regions which overlapped to a great extent with those that 
were more active during acquisition. The blocked-random difference of neural 
recruitment in the left superior frontal gyrus during practice even linearly cor-
related with the benefit of random practice on retention – a relationship which 
could only be assessed because of the used within-subject cross-over design. 
The interpretation that the increased cortical activity due to the higher tem-
poral variability of random scheduling contributed to the formation of en-
hanced memory traces and efficient long-term retrieval was further substanti-
ated by the greater short-term (changes within the same day) and long-term 
(manifested after retention) increases of the primary motor cortex excitability 
following random practice. Although the relative hemodynamic response in the 
primary motor cortex did not differ between high and low contextual interfer-
ence, the therein observed larger short-term excitability changes attributed to 
an increased intracortical facilitation after random practice were related to a 
greater relative BOLD activity in the medial frontal and superior frontal regions 
and predictive of the learning benefits of a randomized trial order. Alike Cross 
et al.’s work (2007), the study demonstrated enhanced task-related neural ac-
tivities and therewith associated short- and long-term neural changes as a 
consequence of random practice compared to a blocked structure of practice. 
Notwithstanding that the authors particularly argued toward a more intensive 
reconstruction and retrieval, neither study can rule out that the observed con-
textual interference effects are caused by greater elaborative encoding or 
some other theoretical explanations. 

In a series of recent experiments, Lin and co-workers (Lin et al. 2008; Lin et 
al. 2009; Lin et al. 2010) applied single-pulse TMS – a technique shown to 
create a transient virtual brain lesion – during the post-feedback intertrial in-
terval of a fast discrete tracking task. Results provide strong indication that 
repeatedly reconstructing the action plan might be beneficial, but is not suffi-
cient to explain the benefit of random scheduling compared to low contextual 
interference. Instead, the findings give neurophysiological (probably currently 
the best) support that the learning benefit of random practice is at least par-
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tially attributable to the more elaborate processing induced by higher temporal 
variability during practice. This is because non-focal suprathreshold TMS puls-
es supposed to perturb the motor cortex immediately after each trial increased 
the error during random practice of the lever arm task and diminished the 
learning benefit in the retention test, which is consistent with the elaboration-
processing point-of-view. Unlike the prediction of the forgetting-reconstruction 
hypothesis, however, TMS centered over the primary motor cortex contrala-
teral to the moving arm neither deteriorated performance during blocked prac-
tice nor significantly improved motor learning (Lin et al. 2008).  

Even though these results were widely replicated by Lin et al. (2010) with a 
distinct group of participants and they do not completely support the recon-
struction hypothesis, this does not reject the explanation that an encouraged 
action plan reconstruction also contributes to the contextual interference ef-
fect. It is also likely that TMS application over the sensorimotor region did not 
induce any enhanced action plan reconstruction, since task performance dur-
ing blocked practice did not worsen, but actually improved. Perturbing other 
cortical regions such as more frontal areas, which are noted to be involved in 
executive control and action selection or switching between actions during mo-
tor tasks (Rushworth et al. 2004), might indeed have enforced the loss of in-
formation from working memory encouraging action plan reconstruction and in 
turn, learning. Despite the fact that TMS perturbation actually reduced the 
tracking error during practice in blocked order, both studies (Lin et al. 2008; 
Lin et al. 2010) showed at least a trend for improved learning compared to the 
blocked no-TMS condition. This is potentially because, rather than enhancing 
forgetting and reconstruction, TMS pulses during blocked practice might have 
necessitated a reallocation of attentional resources to the motor task (Lin et 
al. 2008).  

However, the causal role of the primary motor cortex to benefit from practice 
conditions of high temporal variability for motor learning, which is in line with 
the fMRI data by Cross et al. (2007) and the excitability measures by Lin et al. 
(2011), was corroborated in a further experiment using a figure-eight TMS coil 
for a more focal cortical disruption. While suprathreshold TMS centered over 
the primary motor cortex, once again, impaired motor performance in the re-
call phase, neither sub-threshold TMS over the same area, nor suprathreshold 
TMS over the lateral premotor cortex or peripheral arm stimulation applied 
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constantly during the same post-feedback intertrial interval was found to af-
fect the learning benefit of random practice. This finding should not be mis-
taken that there are no other brain regions responsible for the effects of dif-
ferent practice schedules on skill acquisition and motor learning; in fact, quite 
the opposite may be inferred from Cross et al.’s (2007) and Lin et al.’s (2011) 
neuroimaging data (see also below). It simply gave proof that, in addition to 
their known role in movement execution, neural circuits in the primary motor 
cortex (within a short intertrial interval) are critical for establishing long-term 
memory representation of fast preprogrammed arm movements under high 
interference conditions. To take a closer look at the functional role of the pri-
mary motor cortex as it is selective to random practice benefits, the perfor-
mance data obtained in Lin et al. (2008) were reanalyzed by distinguishing 
between temporal and spatial characteristics of the movement accuracy (Lin et 
al. 2009). Because intertrial TMS pulses during random practice deterred 
learning of movement timing, but did not significantly affect movement ampli-
tude, it was suggested that enhanced cortical motor activity induced by high 
temporal variability may preferentially process temporal rather than spatial 
parameters of the to-be-learned lever arm task. On the contrary, despite the 
fact that the spatial accuracy significantly improved across practice and a ten-
dency toward a contextual interference effect was observed, it is also conceiv-
able that the disturbed cortical regions were less tuned to processing move-
ment amplitude because the behavioral requirement for the chosen task might 
predominantly optimize movement timing: particularly in regard to the fact 
that cortical motor regions have been associated with planning, adjusting and 
encoding of task-specific spatial information (Lin et al. 2009). 

That the neural substrates for long-term motor memory are differently modu-
lated by the temporal variability of the practice structure is further substanti-
ated by a post-training virtual lesion approach (Kantak et al. 2010; Tanaka et 
al. 2010). However, in comparison to single-pulse TMS applied between prac-
tice trials, focal 1-Hz repetitive TMS inducing a longer-lasting down-regulation 
in cortical activity after the end of the practice phase led to quite different ef-
fects on schedule-dependent memory stabilization. It suggests, at least par-
tially, distinct mechanisms between motor memory encoding during practice 
and consolidation immediately after practice. That is, after post-practice TMS 
over the contralateral primary motor cortex, neither Kantak et al. (2010) using 
the same motor task as Lee and colleagues (Lin et al. 2008; Lin et al. 2010) 
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nor Tanaka et al. (2010) using a sequential visuomotor task similar to that de-
scribed by Shea and Morgan (1979) observed an attenuation of the learning 
benefit through random scheduling. In contrast to Lee et al.’s finding, a virtual 
lesion of the same cortical region after constant practice of the lever arm task 
significantly deteriorated the recall performance (Kantak et al. 2010). Since 
the use of a distinct motor task by Tanaka et al. again resulted in a divergent 
effect of repetitive TMS following blocked practice, the involvement of neural 
circuits within the primary motor cortex seemed to be schedule-dependent 
and task-dependent, as well as temporal specific for the formation and stabili-
zation of motor long-term memory. 

Beyond the potential role of the primary motor cortex, Kantak et al. (2010) 
additionally disturbed the dorsolateral-prefrontal area both after constant 
practice of one criterion target and after practicing four different target posi-
tion-time traces in a pseudo-randomized order. Conversely to the primary mo-
tor cortex, repetitive TMS following repeated practice of the same target tra-
jectory did not alter motor skill retention, while after variable, random practice 
performance stabilization from the end of acquisition to retention was signifi-
cantly attenuated. Control experiments in which TMS interference was not ap-
plied until 4 hours after end of practice affirmed that the effects of the virtual 
lesion – both the causal role of the primary motor cortex for constant practice 
and of the dorsolateral-prefrontal cortex for random practice – were temporal-
ly specific to the immediate post-training consolidation phase and were not the 
result of an effect on later recall or on the motor memory offline motor skill 
stabilization itself. The crucial involvement of the prefrontal regions under a 
high contextual interference supports the notion that working memory, action 
selection, and planning are more engaged than in practice regimes with lower 
temporal variability, and therefore, rely on higher-order motor areas (with the 
restriction that no sham TMS condition controlled for auditory clicking noise 
and the pressure of the TMS coil). This observation is well in line with the fMRI 
data by Cross et al. (2007) and Lin et al. (2011) as prefrontal regions showed 
greater relative BOLD activity and were even correlated with the learning ben-
efits of random practice (see above), as well as consistent with simulations by 
artificial neural networks: in particular the hybrid multiple-level approach by 
Shea and Graf (1994) modeling different levels of information processing (for 
details see Chap. 3.3.11.3). The supplementary motor area is a further ana-
tomical structure that was identified by Tanaka et al. (2010) to differentially 
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contribute to motor memory consolidation depending on the practice schedule. 
In contrast to the dorsal premotor cortex and a control region in the parietal 
lobe, post-training TMS over the supplementary motor cortex reduced recall 
relative to sham only in the blocked practice group. On the other hand, disrup-
tive effects on consolidation were found neither when randomly practicing nor 
when TMS was applied 6 hours after training, or in an untrained non-
sequential motor task (controlling for the specificity to the newly learned se-
quential skill). Since the supplementary motor area is known to play a contrib-
utory role in execution and learning of sequential movements, it is supposed 
that highly temporal variable practice may encourage a rapider and firmer 
storage of motor memories in this cortical region, which is then more resistant 
to physiological interference than lower varying trial orders, or, alternatively, 
drives them to become functionally independent of the supplementary motor 
cortex before the onset of repetitive TMS (Tanaka et al. 2010). 

By the use of recent neuroimaging and TMS measurements to unveil the neu-
ral basis, and therewith to corroborate an explanation of the contextual inter-
ference effect, the neurophysiological approach thus far has failed to yield 
consistent results or an unambiguous interpretation. Overall, however, it has 
been demonstrated that the level and/or site of neural activity is crucially in-
fluenced by the temporal variability of the practice structure. This, of course, 
is a self-evident prediction, since high and low contextual interference has 
been widely shown to affect motor memory differentially on behavioral level, 
and the formation and maintenance of motor memory, in turn, is based on 
experience-dependent neural activity (see Chap. 3.3.2.1). Notwithstanding ex-
perimental limitations including behavioral aspects such as the simplicity of the 
chosen tasks, the small amount of practice and short retention intervals (as 
well as other variables known to moderate the contextual interference effect) 
and limitations of the used fMR and TMS methods such as the possible influ-
ence of the control conditions and the inaccuracy or the ambiguous causality 
between hemodynamic responses and neural activity (recently stated by Siro-
tin and Das in 2009), as well as the unambiguous consequences of the virtual 
lesion approach and its relatively small spatial resolution (cf. Perez et al. 
2007), the just recently upcoming neurophysiological approach is undoubtedly 
a step forward to decode the mechanisms underlying cognitive and motor 
learning phenomena as contextual interference or differential learning, and 
underpinning variable practice.  
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3 The Differential Teaching and Learning Approach 

In several studies, the differential learning approach was compared to tradi-
tional training approaches, including predominantly repetition learning or 
learning by means of a methodical series of exercises with error correction. 
The objective of those training studies, almost all conducted by Schöllhorn and 
colleagues, was the improvement of complex, sports related movement skills, 
containing forearm and overhand pass (Römer et al. 2003; Schöllhorn et al. 
2006b); service (Burger 2006) and jumping (Spratte et al. 2007) in volleyball; 
shooting (Trockel & Schöllhorn 2003) and passing in soccer (Schöllhorn et al. 
2006a); service in tennis (Humpert & Schöllhorn 2006) with mental training 
during retention (Schöllhorn et al. 2007d); free throwing in basketball 
(Schönherr & Schöllhorn 2003); starting in speed skating (Savelsbergh et al. 
2010); jump shot (Pfeiffer & Jaitner 2003) and throwing strength (Pfeiffer et 
al. 2006) in team handball; push and flick in indoor hockey (Beckmann et al. 
2010); shot put (Beckmann & Schöllhorn 2003); sit-and-reach and high jump 
(Schöllhorn et al. 2007e; Schöllhorn et al. 2009c); sprint hurdling over three 
(Jaitner et al. 2003) and five hurdles (Schöllhorn et al. 2010b); flat sprinting 
(Schöllhorn et al. 2001) and long-distance running (Simon et al. 2003); sprint-
ing, one-leg hops and standing long jump (Beckmann & Gotzes 2009) and 
high jump (Denno et al. 2008) in physical education; as well as horse dressage 
riding (Ulm et al. 2007); quasi-static balance (Michelbrink & Schöllhorn 2005) 
and dynamic balance in bike riding (Schöllhorn et al. 2008c); and push-ups in 
aerobic gymnastics (Torrents & Balagué 2010). Recently, differential learning 
was also successfully applied to fine-motor skills such as handwriting (Vehof et 
al. 2009). In all of these studies, differential learning showed at least equal, if 
not superior, improvement in performance.  

Against this background, it is not surprising that the differential learning ap-
proach is appreciated by Schöllhorn et al. (2009b) as the practicing strategy 
with the highest learning rate, although or rather because of the largest 
amount of induced noise. However, it should be taken into consideration that 
up to now there has been no direct comparison between differential learning 
and any other strategy of variable practice. 
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Differential learning results from the integration of several theoretical ap-
proaches to movement variability into a practical application for motor learn-
ing. All these approaches, some originated in distinct mother sciences, share 
the view that movement variability, or noise, is no longer associated with per-
formance decrements or pathology; rather it is interpreted to be the opposite, 
as a deterministic and system inherent phenomenon necessary for adaptation 
and learning. The fundamental pillars on which the differential approach is 
built include the dynamical system concepts of synergetics and coordination 
dynamics; new methods for time series analysis; the concept of stochastic 
resonance; and insights derived from physiological and computational neuro-
science. 

3.1 Synergetics and coordination dynamics 

Three decades ago, in 1984, J. A. Scott Kelso published his seminal and wide-
ranging observations on rhythmic bimanual finger oscillations. Essentially in-
fluenced by Hermann Haken’s synergetical postulations in the inanimate na-
ture of physics, this was the starting point of a new research perspective in 
motor science known as “coordination dynamics”. It is based on the concepts, 
methods, and tools investigating non-linear self-organizing systems in order to 
identify general laws of pattern formation. Coordination dynamics comprises a 
theory and a research program aiming to describe, explain and predict how 
coordination patterns form, persist, adapt, and change in different kinds of 
system at different levels of description (Kelso 2003; Jirsa & Kelso 2004). 

One cornerstone of this approach is the study of non-equilibrium phase transi-
tions, or order-order transitions, the qualitative change of the system’s macro-
scopic behavior emerging self-organized without a central controller solely as a 
result of the system’s dynamics (such as the horse’s transition from trotting to 
galloping, if the velocity of locomotion increases as was first imagined by 
Haken). Non-equilibrium phase transitions are characterized by discontinuous 
(abrupt) and spontaneous jumps between different states of a system, or 
within the motor system between different coordinative modes brought about 
by parametric influences. Discontinuous transitions could be separated from 
continuous ones as instabilities occur before the transition point (cf. Van Em-
merik & Van Wegen 2000). 
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Evidence for non-equilibrium phase transitions and their accompanying phe-
nomena has been provided on different time scales and across a broad range 
of contexts concerning inanimate and animate nature. Beyond phase transi-
tions in physics and chemistry, they have been observed on short time scale in 
cyclic and acyclic movements; postural coordination; visual and acoustic per-
ception; language production and perception; and social (interpersonal) coor-
dination; as well as in genetics, diseases and several movement disorders. 
Further observations have been made on medium time scale for motor and 
perceptual learning. On an even longer time scale, emerging phase transitions 
were part of the dynamic system’s approach in developmental psychology and 
psychotherapy (for more details see Chap. 3.1.5.2). Such transitions, together 
with other key features like critical fluctuations and slowing down; bifurcation 
and symmetry breaking; hysteresis, bi- and multi-stability; intermittency; and 
sensitivity to initial conditions among others, are classic hallmarks of self-
organizing systems. 

Increasing variability, or more technically, fluctuations, especially critical ones 
that by definition accompany instabilities, are in the context of differential 
learning of particular importance because they are crucial to behavioral 
switches from one system’s state to another. In the dynamical system ap-
proach, particularly in synergetics, behavioral variability or fluctuations are 
considered to be the essential precursor of change. Therefore, a general pre-
diction of non-equilibrium phase transition is that fluctuations are markedly 
increased just as the dynamic complexities are enhanced when the transition 
is approached (Aramakiet al. 2006; Haken & Schiepek 2006; Hayes et al. 
2007; Kelso 1995; Jantzen et al. 2008; Schiepek 2003; Scholz & Kelso 1989; 
Schöner & Kelso 1988; Thelen & Smith 1995; Van Geert & Van Dijk 2002). If 
such fluctuations exceed a certain value (anomalous variance) as the system 
becomes critically instable, it shifts into a new behavioral state. 

It is a central message, or at least an assumption, from research in synerget-
ics and coordination dynamics that variability within individuals is a necessary 
ingredient; a cause or condition for change – not only an accompanying phe-
nomenon (Van der Maas & Hopkins 1998; Van Emmerik & Van Wegen 2000; 
Van Geert & Van Dijk 2002). Similar to the “Darwinian” principles of variation 
and selection, the enlarged variability prior to phase transitions offers flexibility 
as “the system is free to explore new and more adaptive associations and con-
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figurations” (Thelen & Smith 1995, p. 145). Variability, as it is decisive in driv-
ing the system away from its current macroscopic state, points at a possible 
adaptive strategy instead of attributing it to measurement error or unwanted 
noise as was done in classical physics or information-processing theories (cf. 
Van der Maas & Hopkins 1998; Van Geert & Van Dijk 2002).  

A recent and indicative example that a relationship between critical fluctua-
tions and transitions in human system’s states, even on a relatively large time 
scale, in fact exists was found in psychotherapy by Schiepek and co-workers 
(Schiepek 2003; Haken & Schiepek 2006; Schiepek & Perlitz 2009). In the 
analysis of the time series data produced by 91 inpatients with different men-
tal disorders through self-ratings of psychotherapy processes, they found sali-
ent correlations between the local maxima of critical fluctuations and the ther-
apy outcome (for more details see Chap. 3.1.5.2). Although an asserted rela-
tionship does not reveal an attribution of cause and effect, critical fluctuations 
are seen to reflect an increasing probability of transitions, and are therefore 
used for identification of periods in which the system could easier be changed 
(Haken & Schiepek 2006; Hayes et al. 2007). In contrast to just monitoring 
critical fluctuations to recognize appropriate time windows for interventions in 
order to bring about transitions, the approach of differential learning attempts 
to facilitate transitions in the motor system due to enhanced variability by 
most versatile exercises (cf. Schöllhorn 2000). 

3.1.1 Synergetic principles derived from inanimate nature 

Dynamical system theories like chaos theory, synergetics or dynamicism estab-
lished in the middle of the last century, and since then gained increasing 
popularity, also had great impact on motor science and fruitful conceptual out-
comes such as coordination dynamics. The interdisciplinary dynamic systems 
approach deals with open, dissipative complex systems, which are far from 
thermodynamic equilibrium and form patterns without a central control, i.e. in 
a self-organized manner. Complex dynamical systems inhere fundamental at-
tributes separating them from simple and static ones, including among others 
the vast amount of freely varying component parts leading to a large number 
of redundant degrees of freedom, the non-linear interaction of subsystem 
components on different macro- and microscopic levels constraining the be-
havior of other subsystems, and the ability for self-organized emergence of 
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stable and unstable pattern, as well as their transitions (cf. Handford et al. 
1997). Thus, non-linearity means a disproportional relationship between sensi-
tive changes of initial conditions and behavioral output or even a shift into an 
entirely new kind of system state. Although dynamic systems are complex and 
non-linear, they are non-random; rather, they are globally deterministic (The-
len 1992). A paradigmatic example of an open non-linear system in which new 
patterns emerge self-organized from the interaction of many heterogeneous 
forces, often referred to as the most complex system of all, is the human brain 
to whose modeling Herrmann Haken, founder of the synergetic approach, ear-
ly transferred synergetic principles (Schiepek & Perlitz 2009; Van Geert 1998).  

Inspired by the emergence of coherent light field of the laser and the for-
mation of convection pattern in fluid dynamics, both being systems that run 
through non-equilibrium phase transitions, Haken and collaborators laid down 
principles of self-organization. Opposing to continuous phase transitions, 
which are parametric, more or less smooth and can occur over a larger inter-
val of control parameter values, non-linear phase transitions exhibit abrupt 
alterations of the system’s qualitative behavior due to very small increments or 
decrements in the control parameter. Such parameters act as boundary condi-
tions, and by definition move the system through different qualitative states, 
though not directly specifying those states. Depending on the system’s stabil-
ity, preservation of the behavioral state is maintained for a wide range of con-
trol parameter values; however, at a certain critical value, patterns form or 
change spontaneously accompanied by a dramatic reduction of the number of 
degrees of freedom. The so-called “slaving principle” offers the possibility to 
characterize the system’s low-dimensional dynamics by a minimal set of collec-
tive variables or order parameters (Zanone & Kelso 1992a). In summary, it 
can be said that “a quantitative change of the control parameter gives rise to 
a qualitative change of the order parameter via a non-equilibrium phase tran-
sition” (Oullier & Jantzen 2008, p. 205f). 

Apart from other phenomena that occurred in combination with discontinuous 
phase transitions such as hysteresis, intermittency, multi-stability, bifurcation, 
and symmetry breaking, the indicative loss of stability accompanies the phase 
shifts from one pattern to the other. The increasing instability in the transition 
region is reflected by increasing fluctuations. Although fluctuations are always 
present, their effects are non-linear, i.e. if fluctuations reach a critical level 
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(anomalous variance) the system’s state is most likely to change into a new 
equilibrium-state given a certain level of noise. Therefore, the logical conse-
quence is that an increase of variability pre-exceeds non-linear phase transi-
tions and can be used as an indicator for the same. Along with that, a second 
applicable indicator for phase transitions is the so-called critical slowing down, 
wherein the system’s behavior needs more time to recover from perturbations 
due to less stability in the transition region.  

Both critical fluctuations and critical slowing down are fundamental character-
istics of self-organizing systems (Van der Maas & Hopkins 1998) and have 
been demonstrated in a variety of processes of inanimate and animate nature. 
To name but a few common examples of non-parametric transitions between 
different stable states in physics and chemistry, one prototype is the transition 
from ordinary incoherent to coherent light field in the laser paradigm (Graham 
& Haken 1968), wherein electric current and coherent light waves were identi-
fied as control parameter and order parameter, respectively. The convection 
rolls of Rayleigh-Bénard (Bénard 1900; Rayleigh 1916; Malkus & Veronis 1958) 
can be described by the average convection velocity and are driven through 
their different pattern by the temperature gradient acting as control parameter 
like the angular velocity of the coaxial cylinder in the Taylor-Couette flow 
(Taylor 1923). In the chemical reaction of Belousov-Zhabotinsky (cf. Prigogine 
& Stengers 1984) it is the flow of different reactants or temperature that un-
specifically constrains the different patterns emerging. Structural non-
equilibrium phase transitions can be intricately observed in superconducting 
cuprates by ultrafast electron crystallography (Gedik et al. 2007). Using the 
chaotic pendulum (Stütz 1991), the Pohl’s wheel (Haken 1995), or a video-
feedback configuration (cf. Haken & Schiepek 2006), a non-linear transition 
from stable structured to unstructured chaotic patterns can be examined quite 
easily.  

Independent of the material substance of the elements, the control parameter 
causes non-linear sequences of stability to instability to stability and of simplic-
ity to complexity to simplicity, respectively, which captures the essence of dy-
namic systems (Thelen & Smith 1995). A common control parameter refers to 
the system’s energy level, but in contrast to physical experiments in humans, 
the control parameters are generated and altered within the organism (Haken 
& Schiepek 2006).  
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3.1.2 Non-linear dynamics of rhythmic uni- and bimanual coor-
dination 

The appropriate selection of control and order parameter, as well as the appli-
cations of the synergetic principles and strategy in animate nature, was 
achieved by the coordination dynamics approach of J. A. Scott Kelso and col-
leagues based on their seminal rhythmic bimanual finger task (1984). Coordi-
nation dynamics is a theoretical and empirical approach aiming to elucidate 
how patterns of coordination emerge, change or disappear, and by which con-
ditions such pattern formation is constrained in order to determine principles, 
laws and mechanisms of coordination (Jantzen et al. 2008; Jirsa & Kelso 2004; 
Kelso 2003). In addition to detailed observations of non-equilibrium phase 
transitions in bimanual coordination, cognitive or informational contributions 
like attending; perceiving; deciding; acting; learning; and remembering were 
investigated, and by making use of new imaging technologies, neurophysiolog-
ical correlates were identified (Kelso 2003).  

The successful modeling of coordinated finger movements through two cou-
pled oscillators by Haken et al. (1985) and its progression has generated an 
astounding amount of subsequent research, and not only in motor science. 
Although, or precisely because, the rhythmic movement paradigm contains a 
relatively simple movement, as only few muscles and reactive forces are in-
volved, it allows a rather simple mathematical description of the movement 
system’s dynamics by means of relative phase as order parameter and move-
ment speed as a key control parameter. Another advantage is that it provides 
only a small number of stationary phase states and transitions in between 
these states (Jirsa & Kelso 2004). 

As it is commonly known that when the rate of two in parallel (anti-phase) 
mode oscillating index fingers is gradually increased, a spontaneous non-linear 
transition to symmetrical (in-phase) oscillations occurs at a critical movement 
frequency. Such phase transitions accompanying bimanual phenomena are 
sensitive to musculoskeletal, informational and intentional factors, depend on 
individual pre-experiences and may vary substantially across participants and 
experimental settings (cf. Jantzen et al. 2008). In order to quantitatively de-
scribe the qualitative behavior of the system, i.e. spatio-temporal relationship 
between the coordinated fingers, the discrete or continuous relative phase is 
used to represent both the position and velocity of the end effectors (for de-
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tailed comparisons of qualitative and quantitative methods see Hamill et al. 
2000 and Glazier et al. 2004).  

The relative phase, brought into use in 1939 by Erich von Holst, is an abstract 
relationship of the interacting microscopic component subsystems that de-
scribes the coordination dynamics on a macroscopic scale, as it is the aim of 
collective variables in synergetics. Among other parameters, the relative phase 
became the most important order parameter in coordination dynamics re-
search (Fuchs & Jirsa 2008). First measured by Kelso (published in the classi-
cal paper of 1984) and confirmed numerous times, the instability of the coor-
dination pattern increased when the transition region is approached, as 
marked by the enhanced fluctuations of the relative phase accompanying the 
shift from anti-phase to in-phase mode. The increase in coordination pattern 
variability that typically precedes the transition points constitutes both a key 
feature of dynamical systems and the central message of coordination dynam-
ics research, namely that “variability is a necessary ingredient for coordination 
change” (Van Emmerik & Van Wegen 2000, p. 401).  

Three measurable parameters were used in the classical finger experiment to 
assess the loss of stability containing the variance, or standard deviation, of 
the relative phase time series, the local relaxation time following small pertur-
bations, and the switching time (Scholz & Kelso 1989; Schöner & Kelso 1988). 
The amount of fluctuations, as measured by standard deviation of collective 
variable time series, reflects the strength of stochastic forces. According to 
Schöner and Kelso (1988), this source of noise inheres interacting coupled 
subsystems and acts as persistent perturbations producing deviations from the 
stable state. The local relaxation time refers to the synergetic principle of criti-
cal slowing down, describing the system’s decrease of reaction time to exter-
nal perturbations in the vicinity of critical regions. Applying a mechanical 
torque to one of the oscillating hands in the bimanual movement task, the re-
laxation time of such perturbations was estimated from the offset of perturba-
tion until the movement pattern regains stability. The switching time was de-
fined by Schöner and Kelso (1988) as the duration of the transient from loss of 
stability of the outgoing state to recovery of stability in the new state, wherein 
the time duration is again referred to the level of noise in the system. 

Are the critical fluctuations entirely random? 
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It is an outstanding question whether increased fluctuations accompanying 
transition are randomly noisy and stochastic, or chaotic and deterministic, or 
perhaps a combination of both. In contrast to deterministic chaotic processes, 
random noise corresponds to white noise, which is in physics defined as ran-
dom signal or process with a flat power spectral density, i.e. the signal’s power 
is equally distributed within a fixed bandwidth (see also Chap. 3.2.2.2). In the 
relationship of behavioral data, noise can result out of several sources (cf. 
Thelen & Smith 1995). On the one hand, noise can be caused by systematic or 
unsystematic (white noise) errors in the data acquisition or analysis, which is 
as a matter of course, undesirable and should also be avoided in the system 
dynamics view. On the other hand, though the experimental settings would 
lead to consistent data, they could be still noisy reflecting chaotic and stochas-
tic variability in the subject’s performance. In coordination dynamics this type 
of variability displays the subject’s regions and transitions of stable and insta-
ble behavior constrained by the task requirements. 

The original hypothesis of dynamical systems theory points to the assumption 
that critical instabilities occur due to collapsed pattern formation. Prior to a 
new coordinated pattern, the pre-existing pattern vanishes in order to make 
room for new symmetry states. This is attributed to an increased probability of 
random fluctuations emerging from internal properties or environmental condi-
tions and influencing the system’s behavior.  

Schmidt and colleagues (Schmidt et al. 1991; Schmidt et al. 1993; Schmidt & 
Turvey 1995; for a summary see Riley & Turvey 2002) argued against attrib-
uting relative phase variability to additive randomness (cf. Schöner et al. 
1986); they instead argued for a blend of deterministic and random compo-
nents in rhythmic intersegmental coordination. The observed power in the fre-
quency spectrum of the relative phase showed no flat distribution in case of 
random, white noise; rather, it revealed a type of colored noise with a nega-
tive power slope indicating deterministic influences on relative phase variability 
(Schmidt et al. 1993; Riley & Turvey 2002).  

Simulations and experimental results by Riley et al. (2001) reconfirm the no-
tion of both deterministic and random parts shaping relative phase variability 
during in- and anti-phase coordination of left- and right-hand-oscillated pendu-
lums with different frequencies and pendulum lengths (causing different de-
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grees of cooperation and competition between component oscillator dynam-
ics).  

On a larger time scale, Haken and Schiepek (2006) analyzed time series of 
self-rated psychotherapy processes and found local correlation maxima of the 
53 assessed items during order-to-order transitions indicated by the critical 
complexity index and recurrence plots (see Chap. 3.2.2.2). According to the 
authors, a simultaneous increase of system’s dynamic coherence near transi-
tion points and increase of time series complexity provide an indication of 
macroscopic chaoticity rather than randomness. However, it is equally, if not 
more probable, that the resulting and observable critical fluctuations are 
caused by both chaotic and random forces. 

3.1.2.1 Modeling coordination dynamics: the classic HKB model and 

its progression 

Based on synergetics and non-linear oscillator theory, the behavioral dynamics 
of rhythmically bimanual finger movements was first theoretically modeled by 
Hermann Haken, J. A. Scott Kelso and Herbert Bunz in 1985, and since then 
have become well known as the HKB model of coordination. Both the steady 
states and phase transition behavior were explicated by a mathematical for-
malism in terms of two non-linearly coupled, non-linear oscillators that are 
self-sustained, i.e. not driven from the outside. 

In order to reproduce the experimentally observed phenomena in bimanual 
coordination, a non-linear hybrid oscillator equation consisting of a van-der-Pol 
and Rayleigh terms was used. As related to the empirical data, both oscillators 
were non-linearly coupled resulting in a combination of differences in the loca-
tions and velocities of the individual components. The between-oscillator cou-
pling can be thought of as two swinging pendulums connected by a non-linear 
spring (i.e. the force exerted by the spring onto the pendulum is not propor-
tional to the difference in their location); however, the coupling is achieved via 
the nervous system. Therefore, the HKB model describes a complex system 
composed of the mechanical motions of the hands generated in large part by 
neuromuscular input (Haken et al. 1985). 

In contrast to physics or chemistry, wherein the order parameters could be 
derived from basic laws of nature, the strategy for a minimal theoretical model 
in bimanual coordination had to be different because the laws guiding coordi-
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nation or brain dynamics are a priori not known, and thus, cannot be deter-
mined through basic principles (Fuchs & Jirsa 2008). The HKB approach pur-
sued a top-down rather than a bottom-up strategy, first developing a macro-
scopic description on the basis of an appropriate order parameter. Thereafter, 
such description can facilitate the search for the behavioral dynamic on a low-
er meso- or microscopic level. Both approaches to the HKB model, bottom-up 
and top-down, were introduced and compared by Fuchs and Jirsa (2008).  

Increasing model accuracy by adding a random noise term 

The original HKB model was extended to a time-dependent stochastic differen-
tial equation by Schöner et al. (1986) in order to analyze the system's fluctua-
tional character at the level of the order parameter because fluctuations have 
a decisive role in initiating a transition between one state and the other at a 
critical value of the control parameter.  

To account for the fluctuations present in the experimental data, a stochastic 
force in terms of a Gaussian white noise process with certain strength was 
added to the equation of motion. This was done by a transformation into a 
Fokker-Planck equation describing the time evolution of the probability distri-
bution for a system described (cf. Kelso 1995). The rationale for the particular 
choice of such stochastic force was the assumption that stochastic properties 
do not depend qualitatively on the details of the dynamics of it near the transi-
tion, but the degrees of freedom adding noise to the system act on a time 
scale that is much faster than the time scale of the order parameter (Schöner 
et al. 1986).  

By using experimental data of local relaxation time and measures of the rela-
tive phase variability in both coordination modes outside the transition region, 
numerous solutions for an estimation of the model parameters, including the 
noise strength in the system, were possible. The predictions of the theoretical 
model could be verified by Schöner and Kelso (1988) through the measured 
switching times between coordination patterns. 

Modeling unimanual perception-action coordination by adding a symmetry 
breaking term 

A further progression of the classic HKB model was achieved under the aspect 
of two oscillators with different eigenfrequencies; e.g. when coordinating an 
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arm and a leg, or in rhythmic unimanual perception-action patterns, as when 
one finger is coordinated in relation to a metronome.  

To account for such differences, the original HKB equation was extended by 
linear term called symmetry breaking term, which is the difference between 
the two eigenfrequencies of the single oscillators in relation to the common 
frequency of the coupled system. A finite value for the symmetry breaking 
term leads to qualitative changes in the dynamical behavior of the relative 
phase and, as its name implies, leads to a break in the cyclic symmetry. The 
linear constant causes an additional slope in the HKB potential that, for small 
values, slightly shifts the fix points away from the pure in-phase and anti-
phase mode. Thus, the transitions have a preferred direction when the control 
parameter exceeds the critical value. A further increase of the symmetry 
breaking term results in a loss of the stable fix points, i.e. the system is no 
longer phase locked (cf. Fuchs & Jirsa 2008; Kelso 1995).  

The application of the theoretical model by Kelso et al. (1990) in the action-
perception paradigm, synchronizing or syncopating finger flexion with an audi-
tory metronome showed the predicted non-equilibrium phase transitions, as 
well as the expected loss of entrainment. In the action-perception case, the 
symmetry breaking term incorporates the intrinsic differences between the 
frequency that the moving limb generates spontaneously and the metronome 
frequency. Because any situation that creates differences between the inter-
acting elements is a potential source of symmetry breaking, and because the 
metronome and limb are obviously different components, symmetry of the dy-
namics can no longer be assumed (cf. Kelso 1995).  

Modeling bimanual perception-action coordination by adding a parametric driv-
ing term 

Jirsa et al. (2000) put the action-perception paradigm forward to bimanual co-
ordination by analytically and numerically studying the contribution of envi-
ronmental information to coordination dynamics within the frame work of HKB 
modeling, which in its original form describes the self-paced intrinsic dynamics 
of the system. Their developed theoretical model accounts for the impact of a 
metronome on the limb’s intrinsic dynamics at both collective and component 
levels in the paradigmatic case of bimanual coordination. 
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In previous experiments, it was shown that the synchronization of an effector 
with the environment – in literature, referred to as anchoring – leads to global 
coordinative consequences. It changes the stability and variability of the rela-
tive phase, the reversal point coincidence and the movement amplitude (cf. 
Fuchs & Jirsa 2008; Jirsa et al. 2000). Specific external information, such as a 
metronome to which one’s action is synchronized, is able to stabilize the sys-
tem’s behavior that would otherwise be susceptible to switch to more stable 
modes of coordination; perhaps shifting the critical frequency to a higher one. 

Jirsa et al. (2000) implemented a parametric driving term (also called stabiliza-
tion term) in the HKB model reflecting the inextricable coupling between envi-
ronmental information and the movement’s dynamics in sensorimotor coordi-
nation. In the special case of non-coupling, the model reduces to the original 
HKB equation and preserves the main characteristics of the HKB model for bi-
manual coordination. In contrast to a linear term, the multiplicative coupling 
accounts for single limb and multi limb-metronome interaction at multiple fre-
quency ratios between stimulus and movement. 

Kelso et al. (2001) extended the sensorimotor coordination paradigm to haptic 
information within rhythmic unimanual flexion-extension movements paced to 
an auditory metronome. Phase transitions were studied in conditions without 
haptic contact, haptic contact at peak flexion and extension, when peak flex-
ion was on or off beat, and haptic contact at both peak extension and flexion. 
While active touch stabilized coordination pattern when coincident with audito-
ry metronome, haptic information destabilized coordination when it did not 
coincide with auditory input. The destabilization effect of non-coincident per-
ceptual input may be caused by a multimodal conflict or neural interference 
between coordinating one phase of movement with sound and the other with 
touch, whereas the stabilizing effect of auditory and haptic coincidence proba-
bly results from neuronal integration into coherent action-perception unit (Kel-
so et al. 2001).  

As expected, both visual input and eye movement also have a stabilizing effect 
on sensorimotor coordination, as demonstrated by Schmidt et al. (2007) who 
used unimanual swinging hand-held pendulums while visually tracking an os-
cillating stimulus, or keeping the eyes fixed on a stationary location. 
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Modeling multi-frequency bimanual coordination by a polynomial of coupling 
terms 

In order to predict phenomena emerging from polyrhythmic performance in 
interlimb coordination, i.e. when the limbs did not oscillate at the same fre-
quency, but oscillate at some multi-frequency relation, several theoretical 
models were elaborated in the frame work of a non-linear system of coupled 
oscillators. If two limbs have to be coordinated at different frequencies, some 
certain frequency ratios are performed with greater ease and stability than 
others. Results of empirical studies in bimanual multi-frequency tasks conclud-
ed that, in general, higher-order ratios with larger numerators and denomina-
tors are performed with larger variability than lower-order ratios, and are fre-
quently attracted to lower-order ratios. Furthermore, since such transitions 
occurred more often at higher movement frequencies, they have a strong im-
pact on the stability of the frequency locks. It was assumed that such fre-
quency-ratio-dependent changes in stability originate from the changes in the 
coupling between them (Haken et al. 1996; Peper et al. 1995; Peper & Beek 
1998, 1999).  

On the basis of empirical results in interlimb coordination of skilled drummers 
(performing different frequency ratios while movement rate was gradually in-
creased), Haken et al. (1996) formulated a theoretical model to predict the 
observed transition routes, which included the HKB model as a special case. In 
contrast to the sine circle map (a one-dimensional difference equation describ-
ing the influence of a periodic force on the phase of an oscillator and revealing 
regions of stable mode locking), which did not capture some observed transi-
tions, the interaction function in the HPBD model consists of a polynomial of 
coupling terms that allow for specific frequency locks. The magnitudes of 
these coupling terms are related to both the amplitude of oscillation and the 
order of the frequency lock. Because movement frequency and amplitude are 
inversely related, the relative magnitudes of the coupling terms also were as-
sociated to the control parameter. Therefore, if movement frequency is in-
creased, lower-order terms become more important than higher-order ones, 
leading to a loss of stability and to an attainment of lower-order frequency 
locks.  

Such dependence of the degree of coupling on the movement amplitude was 
contradicted by experimental results of polyrhythmic tapping by Peper and 
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Beek (1998), in which the effects of amplitude and frequency were experimen-
tally dissociated. While no effects of amplitude were observed, coupling 
strength and pattern stability showed an inverse relationship to movement 
frequency. These findings argue against an essential role of an inverse fre-
quency-amplitude-relation in the neurophysiological processes of interlimb co-
ordination, and thus against HKB and HPBD model, which both implicate this 
at the level of coupled oscillators (cf. Peper & Beek 1999). 

Modeling rhythmic interlimb coordination by dissociating between neural effec-
tor dynamics 

To overcome the shortcomings of the preceded HKB models that could not be 
remedied by simple changes in the oscillator or coupling parameters, Beeket 
al. (2002) chose a different modeling approach that replaces the amplitude 
coupling by a coupling function in which the effect of frequency on the stabil-
ity of the relative phase is not mediated by movement amplitude.  

To meet these demands, a two-tiered model for interlimb coordination was 
outlined in which four rather than two coupled oscillators, two each at the 
neural and at the effector level, were proposed (Beek et al. 2002). In the 
more encompassing model, both non-linear “neural” oscillators were bidirec-
tionally coupled to the linear “effector” oscillators predicting the movements of 
each individual limb (for a detailed discussion in relation to empirical data see 
also Peper et al. 2004 and Ridderikhoff et al. 2004).  

Despite the drawback of introducing an entire level of dynamics and corre-
sponding events that are not readily accessible by measurements, the four-
oscillator model substantially increased the explanatory power by making the 
explicit dissociation between the neural dynamics and the effector dynamics 
(Ridderikhoff et al. 2004). It accounts for the known stability properties of rel-
ative phase, whereas the decrease of amplitude in the oscillating limbs is 
treated principally as a peripheral effect (Beek et al. 2002). Because the HKB 
model did not differentiate between neurophysiological, muscular or biome-
chanical aspects, it is constrained by its phenomenological character. The two-
tiered model links the observed stability characteristics in a more natural 
framework to more specific aspects of the movement system, such as the un-
derlying neurophysiological processes (Ridderikhoff et al. 2004). 
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3.1.2.2 Central neural correlates of relative phase dynamics 

The coordination dynamics approach – its principles of self-organization, its 
empirical results and its modelings – had great impact on neuroscience by 
providing a new perspective of understanding the brain and its underlying 
functions. Inversely, brain sciences – especially by their sophisticated imaging 
technologies and analyzing methods – had a similar influence on coordination 
dynamics forming the basis to gain insights on how the component subsys-
tems interact on a mesoscopic level during pattern formation and vanishing 
processes. 

In order to reveal the contribution of the central neural activity on the full co-
ordination dynamics, the neurophysiological correlates of the behavioral dy-
namics were investigated by isolating specific features of coordination (Oullier 
& Jantzen 2008). Beyond the comparison of more or less stable and instable 
patterns, in recent studies neurophysiological substrates of phase transitions 
accompanying phenomena could be identified by the use of high time resolu-
tion devices. After the elementary magnetoencephalographic (MEG) investiga-
tions by Kelso and colleagues in the early 90s, advanced technologies like TMS 
and event-related fMRI enables the relation of enhanced behavioral fluctua-
tions to the activity of the central nervous system. 

In general, the findings of coordination dynamics on neural indices support the 
initial thesis of metastability as a principle of behavioral and brain function 
(Jantzen et al. 2008). The brain, constrained by the biomechanical and neu-
romuscular effector systems, as well as the perceived and intended infor-
mation, acts as a pattern-forming system being able to switch flexibly between 
coherent states. This flexible switching on an action or cognition correspond-
ing time scale rests upon the simultaneous ability of diverse brain regions to 
function autonomously and in concert at the same time (Jantzen et al. 2008). 
The body of work concerning sensorimotor coordination underlines the sug-
gestion that the movement behavior and the underlying cortical processes 
share similar dynamics (Oullier & Jantzen 2008).  

Measurement tools and coordination paradigms 

To estimate the intensity of the brain’s neural activity and its location, a num-
ber of different imaging tools with diverse temporal and spatial resolutions, 
mostly inversely related, were used. The imaging techniques for the detection 
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of neural indices underlying coordination dynamics comprise MEG with differ-
ent sensor types and arrays, such as the superconducting quantum interfer-
ence device (Bassett et al. 2006; Daffertshofer et al. 2000; Fuchs et al. 1992; 
Fuchs et al. 2000; Haken & Schiepek 2006; Jantzen et al. 2001; Kelso et al. 
1992; Kelso et al. 1998; Kowalik et al., as cited in Haken & Schiepek 2006); 
electroencephalography (Tognoli 2008); unilateral or central, and graded or 
repetitive transcranial magnetic stimulation (Chen et al. 2005; Meyer-
Lindenberg et al. 2002; Steyvers et al. 2003); positron emission tomography 
(Meyer-Lindenberg et al. 2002); functional magnetic resonance imaging (fMRI: 
Debaere et al. 2004; Jantzen & Kelso 2007; Jantzen et al. 2002, 2004; 
Mayville et al. 2002; Nair et al. 2003; Nair et al. 2005; Oullier et al. 2003, as 
cited in Oullier & Jantzen 2008; Oullier et al. 2005a & 2005b; Oullier et al. 
2006; Oullier & Jantzen 2008); and event-related fMRI (Aramaki et al. 2006; 
Jantzen et al. 2008); as well as combined applications. 

Due to established knowledge of the dynamics of classical finger oscillating 
movements, these coordination patterns and their phase shifts were primarily 
studied, whereby sport-related gross-motor skills are excluded because of the 
constraints of the measurement systems. Beyond the majority of studies fo-
cusing on the syncopation-synchronization paradigm such as single-finger, fin-
ger-to-thumb opposition and bimanual movements in relation to an auditory or 
visual metronome (Daffertshofer et al. 2000; Fuchs et al. 1992; Fuchs et al. 
2000; Jantzen & Kelso 2007; Jantzen et al. 2004; Kelso et al. 1992; Kelso et 
al. 1998; Bassett et al. 2006; Mayville et al. 2002; Oullier et al. 2003, as cited 
in Oullier & Jantzen 2008; Oullier et al. 2005; Oullier et al. 2006), typical 
rhythmic bimanual finger movements with constant or increasing movement 
rates (Aramaki et al. 2006; Chen et al. 2005; Jantzen et al. 2008; Meyer-
Lindenberg et al. 2002; Nair et al. 2003; Nair et al. 2005; Steyvers et al. 2003) 
were investigated. Further observations on a short time scale, including imag-
ined versus physically executed coordination patterns (Nair et al. 2003; Nair et 
al. 2005; Oullier et al. 2005a & 2005b), as well as interpersonal coordination 
(Tognoli 2008) and movement disorders (Nair et al. 2005) were analyzed. On 
a longer time scale, Jantzen et al. (2001) used MEG, and Jantzen et al. (2002) 
and Debaere et al. (2004) applied fMRI measurements to study neurophysio-
logical correlates of learning processes. As early as 1996 and 1997, Jirsa and 
Haken tried to model the neural dynamics of synchronized and syncopated 
movements recorded by MEG. 
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Phase transitions in central neural activity: first evidence by MEG studies 

In order to uncover the link between the dynamics of behavior and brain, by 
connecting these levels through their shared dynamics, Kelso, Fuchs and col-
leagues (Fuchs et al. 1992; Kelso et al.1992) used very sensitive magnetome-
ters, called “superconducting quantum interference device(s)” (SQUID), meas-
uring extremely small magnetic fields during syncopation of two consecutive 
auditory stimuli. The classical ramping paradigm used enabled the observation 
of phase shift phenomena in both behavior and neural activity.  

Although the MEG device used at that time is not comparable to the present 
one, qualitative changes at critical control parameter values could be observed 
not only in behavior but also in brain activity. That is, fluctuations also in-
creased in neuromagnetic activity during phase transitions, even though the 
SQUID data, in relation to the behavioral ones, as a whole were noisier. Criti-
cal slowing down, an additional indicator for the approach toward transition 
point and increased instability, was evident in the brain activity because of the 
prolonged times for returning to pre-perturbation activity. Both critical fluctua-
tions and slowing down indicate the enhanced susceptibility of the brain to 
switch flexibly from one coherent state to another (Kelso 1995).  

It is the synergetic “slaving” principle that predicts the reduction of the de-
grees of freedom near instability points, which provides the possibility of de-
scribing even complex systems by only few collective variables. This principle 
could also be outlined for the description of brain dynamics by capturing the 
macroscopic spatio-temporal brain behavior using the Karhunen-Loève expan-
sion for decomposition of SQUID sensors’ signals. Thereby, it was possible to 
principally characterize the spatio-temporal dynamics by only two out of 14 
identified spatial modes (Kelso 1995).  

The comparison of the brain’s magnetic field between pre- and post-transition 
revealed an amplitude decrease (even though the movement rate is higher) 
and less coherent activity during synchronization (even though this pattern is 
more stable) accompanied by a phase shift in certain sensors. The spectral 
power analyses of several SQUIDs resulted in doubling to tripling of the stimu-
lus-response frequency, which could not be repeated in a case study of Daf-
fertshofer et al. (2000) who used sizably larger SQUID arrays: however, was 
reconfirmed by Fuchs et al. (2000) across different subjects (differences may 



Synergetics and Coordination Dynamics Theoretical Review: from Theory to Practice 

 

Optimal Movement Variability 
 

56 

have occurred due to different experimental setups, i.e. subject’s eyes closed 
or open).  

Another MEG study by Kowalik et al. (as cited in Haken & Schiepek 2006) 
could emphasize the salutatory increase of fluctuations in neuromagnetic ac-
tivity during frequency induced bimanual finger movements from anti- to in-
phase mode. The increased chaosticity in bilateral premotor areas was deter-
mined by the largest local Lyapunov exponent.  

Comparing stabile and instable coordination modes by means of PET and TMS 

A different kind of approach used to demonstrate the decreasing stability in 
the neighborhood of qualitative behavioral changes, even on a neural level, 
was elaborated by Meyer-Lindenberg et al. (2002) in a highly recognized ex-
periment (for a review see also Meyer-Lindenberg & Bassett 2008). During 
performance of continuous repetitive bimanual index finger movements, both 
in in-phase and anti-phase modes, at four different frequencies below, yet 
near the critical value, the regional cerebral blood flow (rCBF) was measured 
through positron emission tomography (PET).  

Because it is commonly accepted that changes in rCBF accompany synaptic 
firing, cortical regions were mapped out in order to identify areas whose activi-
ties are related to the degree of behavioral instability. This instability was cor-
related to increased rCBF across a frontal motor network including supplemen-
tary motor (SMA) and bilateral premotor (PMA) cortices. Located over those 
and other regions, graded TMS was used to transiently disturb neural activity 
during instructed movement patterns predicting that the neural perturbation 
should differently affect stable and instable patterns and may cause shifts 
from the less stable to the stable pattern but not the reverse. These predicted 
transitions were verified primarily by TMS pulse over PMA and SMA, whereby 
the TMS intensity and movement rate interacted in such a way that the high-
est transition probability was achieved when the pattern stability was less and 
the degree of neural disturbance was high. Although the experimental condi-
tions were held constant, it was observed in repeated trials of TMS that be-
havioral transitions occurred at times, and at times they did not; that is, under 
the same stimulus and movement parameters, even minimal changes in initial 
conditions could cause macroscopically differing neural consequences (Meyer-
Lindenberg et al. 2002).  
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The different effects on behavioral stable and instable bimanual patterns 
through cortical TMS disturbance were further supported by Steyvers et al. 
(2003) without provoking phase transitions. In-phase and anti-phase finger 
movements near a cycling frequency, where anti-phase mode could only just 
be maintained, were neuronally disturbed by repetitive TMS over frontocentral 
cortical motor regions. Although no changes in the relative phase variability or 
movement duration and amplitude, neither in in-phase nor in anti-phase 
mode, could be detected (probably due to the already substantially high pre-
stimulation variability), the mean relative phase error between hands in-
creased, but only in the less stable anti-phase pattern.  

Such impacts on the behavioral dynamics are missing at self-paced, comforta-
ble movement rates because even the anti-phase dynamics is stable enough 
against unilateral TMS stimulation, as shown by Chen et al. (2005). By quanti-
fying TMS interruption through predefined EMG-resetting index, in-phase co-
ordination TMS pulses impacted both hands regardless of contra- or ipsilateral 
stimulation, whereby the latter showed even stronger effects, which indicates 
hemispheric coupling. The little effects on anti-phase mode were attributed by 
the authors to the more complicated communication between hemispheres 
working more independently after disruption. 

Neural indices of behavioral (in)stability from event-related and blocked fMRI 
analyses 

The progression in fMRI devices and analyzing tools, especially the improved 
temporal resolution, enables not only conventional block paradigms, but also 
event-related designs that are essential for the investigation of the neural 
mechanisms of spontaneous and intentional pattern switching because neural 
activity is attributable to key moments in coordination dynamics, such as the 
emergence of critical fluctuations, loss of pattern stability or pattern change 
processes (Jantzen et al. 2008).  

Recently, Jantzen et al. (2008) explored the neural basis of pattern stability as 
a function of intentional switching by the use of the bimanual coordination 
paradigm. The blood oxygen level dependent (BOLD) signal linked to the he-
modynamic response of neural activity was recorded at different movement 
frequencies during intentional switches from less stable anti-phase to more 
stable in-phase mode, or vice versa. The BOLD activity was found to be higher 
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during transitions from in-phase to anti-phase in diverse cortical and subcorti-
cal regions including pre-SMA and basal ganglia. Such key regions are thought 
to enable the transitions between behavioral states without necessarily partici-
pating in the processing within that particular state. These so-called behavioral 
catalysts may parameterize the intrinsic coordination dynamics, specifically, 
the relative stability of the behavioral patterns underlying intentional switches 
among patterns (Jantzen et al. 2008; McIntosh 2008).  

Contrary to intentional pattern switches, the event-related fMRI study of Ara-
maki et al. (2006) investigated spontaneous transitions between bimanual fin-
ger tapping. Beginning each trial in anti-phase mode, subjects performed five 
different movement rates being below and above critical frequency in order to 
detect phase-transition and pattern related brain activity. The most important 
finding was that the transition-related activation map (mainly the prefrontal, 
premotor, and parietal regions) was clearly distinct from the pattern-mode-
related activity of the motor execution areas (mainly the SMA proper and the 
dorsal PMA) with little overlap between state- and transition-related activation. 
The attempt to maintain the anti-phase-mode near transition regions can be 
viewed as the process of restoring temporal and spatial stability, which neces-
sitates the activation of a parieto-premotor-prefrontal network considered to 
be responsible for motor planning or preparation (Aramaki et al. 2006).  

In contrast to event-related designs, common fMRI studies were arranged in 
discrete blocks due to the weak temporal resolution by simply alternating co-
ordination blocks with control conditions (Jantzen et al. 2008). Such an ap-
proach allows the comparison between patterns of different stability and its 
interaction with movement rate as it destabilizes less stable patterns with 
more stable ones, remaining hardly affected by rate when it increases. Most 
studies making use of this approach chose the syncopation-synchronization 
paradigm first conducted by Mayville et al. (2002), and since then replicated 
several times with unimanual finger tapping (Jantzen et al. 2004; Jantzen & 
Kelso 2007) and finger-to-thumb opposition movements (Mayville et al. 2002), 
or comparing both uni- and bimanual coordination patterns (Oullier et al. 
2003) at one fixed or different movement rates.  

Across studies, the comparison of syncopated versus synchronized movements 
revealed the consistent finding, regardless of whether coordination was uni- or 
bimanual, that not only greater neural activity, but also additional brain re-
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gions are activated in the less stable, syncopated coordination pattern. Re-
markably, no brain region was found to be less active during syncopation than 
synchronization. Predominantly premotor cortical regions, especially SMA, 
demonstrated both increased and extended BOLD signals during off-beat 
movements, wherein the cerebellum, basal ganglia, and prefrontal and tem-
poral association cortices were also activated. Because SMA activity is seen in 
patterns that are more instable regardless of the components being coordinat-
ed, Oullier and Jantzen (2008) argue against the specific role of SMA in medi-
ating bimanual coupling, but for the intrinsic pattern stability reflected by SMA 
activity. That is, as the organization and maintenance of pattern stability in 
less stable coordinated movements require growing demand for sensorimotor 
integration, neural activity may be enhanced and extended. 

Mayville et al.’s interpretation (2002) of the different neural activation between 
and synchronization and syncopation was related to the enhanced efforts dur-
ing preparation and monitoring of syncopated movements because they may 
be planned and executed individually on each perception-action cycle. The 
greater attentional demand may be based on the potential movement re-
quirements, e.g. reacting to a stimulus, anticipating the following one, and 
timing the interstimulus interval (Oullier & Jantzen 2008). In opposition to this 
suggestion, Oullier et al. (2006) found indications that the syncopation and 
synchronization differences do reflect their distinct intrinsic pattern stability on 
neural level (internal representation) and are not solely governed by external 
stimulus. By experimentally dissociating between syncopation and reaction, 
neural activity could be clearly differentiated in regions that are attributable to 
working memory and response selection of stimulus-driven reaction move-
ments. 

Neural dynamics in the absence of real movements 

A body of work demonstrated that stability and instability of a movement pat-
tern are constrained and determined by their neuromuscular involvement; 
such as the form of a pan constrains and determines the kind of pattern 
emerging in the convection roll paradigm. However, the pattern’s (in)stability 
is not imposed only by neuromuscular constraints involved as was revealed in 
a couple of new imaging studies that compared physically executed movement 
with merely imaging them. For example, in a functional MRI study by Oullier 
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et al. (2005a, 2005b), subjects performed synchronized and syncopated fin-
ger-to-thumb opposition movements at a fixed frequency. In addition, they 
simply imagined the same coordination patterns, perceiving the same sensory 
input (metronome) as during physical execution. The differences in neural ac-
tivity between the more stable synchronization and the less stable syncopation 
pattern, stated in the premotor and supplementary motor, basal ganglia, and 
lateral cerebellar brain regions, persisted when the movements were only 
mentally and not physically performed. So, the intrinsic dynamics even exists 
in the absence of actual movement; therefore, it could be concluded that co-
ordination phenomena are not exclusively rooted in purely reciprocal motor, 
especially neuromuscular-skeletal constraints (Oullier et al. 2005b). 

Executed versus imagined uni- and bimanually opposition movements with 
maximal rate and accuracy were investigated by Nair et al. (2003). The sup-
plementary motor area and the superior parietal cortex were activated during 
both imaging and physically performing the different self-generated sequential 
tasks, albeit to varying degrees. As cerebellar regions were hardly active in the 
imagery condition, it was stated that cortico-cerebellar loops may contribute 
primarily to actual movements by managing the cortical output through feed-
back corrective information to the motor cortex (Nair et al. 2003). Due to the 
accepted similarities in neural activity between real movements and imagined 
ones, in fMRI studies motor imagery is used to replace actual movements be-
cause the execution of especially gross-motor skills is not possible (Godde & 
Voelcker-Rehage 2007). An extended range of research could demonstrate 
that many of the same brain regions involved in real perception and action are 
also active in imagined perception and action (Marques & Holland 2009); 
shown during visual perception by Ganis et al. 2004) and Kosslyn et al. 
(1999); during motor action by Gerardin et al. (2000), Jahn et al. (2004), Pa-
paxanthis et al. (2002) and Sahyoun et al. (2004); and even when an emotion 
is imagined, observed or executed (Jabbi et al. 2008). The partial overlapping 
neural networks for real and imagined movements lead to similar, but not 
identical brain activation. Differences were found at the final motor output 
stage as expected, which is not involved during motor imagery (Gerardin et al. 
2000), and in the coupling between electrodes in the beta frequency range of 
electroencephalography (EEG) data (Kilner et al. 2004). Consequently, it is not 
surprising that at least a certain amount of the intrinsic dynamics is represent-
ed by central neural activity, and is, as a result, predefined without involve-


