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Preface

This book is based on a set of lectures on big data analysis
delivered at the BigDat International Winter School held at
Bari, Italy, in 2017. The lectures focused on a very practical is-
sue encountered in the statistical regression of non-linear mod-
els, namely, the numerical optimization of the fitting function.
The optimization problem in statistical analysis, especially in
big data applications, is often a bottleneck that forces either
the adoption of simpler models or a shift to linear models
even where non-linearity is known to be a better option. The
goal of the lectures was to introduce the audience to a set
of relatively recent biology inspired stochastic optimization
methods, collectively called swarm intelligence (SI) methods,
that are proving quite effective in tackling the optimization
challenge in statistical analysis.

It was clear from the audience response at these lectures
that, despite their collective background in very diverse ar-
eas of data analysis ranging from the natural sciences to the
social media industry, many had not heard of and none had
seriously explored SI methods. The root causes behind this
lacuna seem to be (a) a lack of familiarity, within the data
analysis community, of the latest literature in stochastic op-
timization, and (b) lack of experience and guidance in tuning
these methods to work well in real-world problems. Matters
are not helped by the fact that there are not a whole lot of
papers in the optimization community examining the role of
SI methods in statistical analysis, most of the focus in that
field being on optimization problems in engineering.

I hope this small book helps in bridging the current divide
between the two communities. As I have seen within my own
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research, the statistical data analyst will find that success in
solving the optimization challenge spurs the contemplation
of better, more sophisticated models for data. Students and
researchers in the SI community reading this book will find
that statistical data analysis offers a rich source of challenging
test beds for their methods.

The aim of the book is to arm the reader with practical
tips and rules of thumb that are observed to work well, not
to provide a deeper than necessary theoretical background. In
particular, the book does not delve deep into the huge range
of SI methods out there, concentrating rather on one partic-
ular method, namely particle swarm optimization (PSO). My
experience in teaching SI methods to students has shown that
it is best to learn these methods by starting with one and un-
derstanding it well. For this purpose, PSO provides the sim-
plest entry point. Similarly, this book does not provide a more
than superficial background in optimization theory, choosing
to only highlight some its important results.

It is assumed that the reader of this book has a basic
background in probability theory and function approximation
at the level of undergraduate or graduate courses. Nonethe-
less, appendices are provided that cover the required mate-
rial succinctly. Instead of a problem set, two realistic statis-
tical regression problems covering both parametric and non-
parametric approaches form the workhorse exercises in this
book. The reader is highly encouraged to independently im-
plement these examples and reproduce the associated results
provided in the book.

References are primarily provided in the “Notes” section
at the end of each chapter. While it was tempting to include
in the book a more complete review of the technical literature
than what is currently provided, I decided to point the reader
to mostly textbooks or review articles. This was done keeping
in mind the expected readership of this book, which I assume
would be similar to the student-heavy makeup of the BigDat
participants. This inevitably means that many key references
have been left out but I hope that the ones included will give
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readers a good start in seeking out the technical material that
is appropriate for their application areas.
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