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## INTRODUCTION

Most introductory economics books focus on theory. That is right and proper since economics is a way of thinking, and without theory it is nothing. Nevertheless, theory on its own is rather like a sandwich without any filling - dull and unappetizing. This book attempts to remedy this deficiency. Most chapters do contain some theory, but this is to give a context to the application which is the essential subject of the book. In this way we believe that economics is made interesting as well as worthwhile.
Each chapter is self-contained. This means that the book can be read in any order. However, it does have a structure, making it easy to use as a set book for a course. The book begins with several chapters concerned with microeconomics. It then widens its focus to look at the economy as a whole and with international aspects of economics. A special feature is the last chapter, which is an invaluable guide to sources of information in economics. It should be used as a source of reference throughout the course. Whatever the subject of the chapter, all
reflect that we live in a world in which international factors affect us all - hence a feature of the book is a strong European flavour. Each chapter contains a bibliography which is meant to be useful to readers who want to pursue the topic in more depth.

The book is aimed at first- and second-year students of economics in higher education. It will therefore be suitable for those taking degrees in economics and also for students who are just taking a one-year course in the subject - for example, those taking banking or accounting courses. Its introductory nature also makes it suitable as an additional text for those taking A-level economics or business studies.

A book such as this is the result of the work of many people. The editorial staff at Macmillan have been a great help to me, and we have been lucky to have assembled such a distinguished team of writers. To all those, and to the anonymous critics of the early drafts, thank you.

Brian Atkinson

Frank Livesey


#### Abstract

Firms' objectives are the starting point of this chapter. It examines the relationship between costs and prices, for example by discussing price changes, price stickiness and the sensitivity of consumers to price changes. It then considers price differentiation, the pricing of new products and those in decline, as well as practices such as predatory pricing, discounting and pricing to distributors.


## Introduction

All pricing decisions must take account of the firm's objectives and the constraints within which it operates when trying to achieve these objectives. We therefore begin by discussing alternative objectives and possible constraints. We then present a simple model of a firm that enjoys some discretion in its pricing decisions and review the empirical evidence relating to this model. We next consider markets where firms' pricing discretion is much more limited. Finally we examine the factors that influence 'subsidiary' decisions relating to the productline, the product life cycle, promotional pricing, the sub-division of markets, discount structures and pricing by retailers.

## Objectives and constraints

Business objectives have been scrutinized by economists, psychologists, sociologists and other observers, and the picture emerging from these studies is one of considerable complexity. Most firms have a number of objectives, which may or may not be compatible. When objectives are incompatible, the resulting conflict is usually resolved in two ways. First, a compromise is reached, with some weight being attached to more than one objective (Cyert and March 1963). For example, the compromise price might be midway between the prices that would maximise the volume of sales on the one hand and the level of profits on the other hand. Second,
the weights attached to various objectives may be adjusted over time.

Empirical studies have shown three objectives to be especially important. The first is to achieve a target rate of return on investment. (This might or might not be the maximum that could be obtained.) The second is to maintain or improve market position, in terms of sales volume or market share. The third is to stabilize prices and/or profit margins.

Three major types of constraint have been identified: the activities of competitors; the attitudes, opinions and reactions of consumers and distributors; and legal constraints. (Legal constraints on business are discussed in Chapter 5.) In an attempt to minimize the impact of external constraints, a firm may differentiate its product from those of competitors. However product differentiation can impose a set of internal constraints on pricing decisions, as shown below.

## Basic price and subsidiary pricing decisions

To aid discussion, a distinction can be made between decisions relating to the basic price of a product, and subsidiary pricing decisions relating to such matters as the price structure within the firm's product range, pricing at different stages of a product life cycle, and alternative discount structures. Although these latter decisions are termed 'subsidiary', this does not mean they are unimportant. They often have a

Table 1.1 Pricing methods for different types of product (percentages)

|  | Type of product sold |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Total | Capital goods | Components | Materials |
| Adding a percentage to costs (cost plus) | 46 | 41 | 45 | 52 |
| Fixing required gross profit margin on selling price | 35 | 39 | 37 | 27 |
| Some other non-cost-related method | 19 | 20 | 18 | 21 |

Source: Adapted from Atkin and Skinner (1976).
significant influence on profitability, and can account for a majority of the time devoted to pricing decisions.

## A simple model of cost-based pricing

Although, as shown below, pricing decisions are often constrained by the activities of competitors, many firms enjoy some degree of discretion in the prices they set. In one of the earliest British surveys of pricing decisions, Atkin and Skinner (1976) found that of 220 firms, mostly in manufacturing, 80 per cent usually set price on the basis of their costs. Moreover, this figure applied across all product groups (Table 1.1).

The starting-point in the decision process is the calculation of cost at the expected level of output or sales. If cost refers to the sum of variable and fixed costs (or direct and overhead costs) then price is arrived at by adding a profit margin, as in Figure 1.1. This is known as the full or absorption cost method.


[^0]Alternatively, if cost refers only to variable (or direct) costs then the price is arrived at by adding a margin to cover both fixed (overhead) costs and the profit margin. This is known as the direct cost method (and sometimes by accountants as the marginal cost method, not to be confused with the economist's marginal cost pricing).

Of the two, the full cost method was found to be the more common by Atkin and Skinner, and also in most other studies (for example Coutts et al. 1978).

These cost-based methods may appear to involve circular reasoning, because, on the one hand, the price affects the quantity sold and, on the other hand, the quantity has to be assumed in estimating the cost which is the basis of price. In practice, however, this is seldom a serious problem, at least for established products. Sales in earlier years provide a good guide as to what would be sold at various prices (relative to the prices of competitors) in the current period. Moreover, average cost is often roughly constant over a range of output, say expected output $\pm 10$ per cent ( $L H$ in Figure 1.1).

## Flexibility in cost-based pricing

Despite its widespread use, cost-base pricing has been criticized in the academic literature as leading to rigidity in pricing, resulting in reduced profitability. But this criticism ignores the fact that firms often vary the mark-up incorporated into price, as shown in Table 1.2.

The widespread modifications to the target price were reflected in considerable variations in the profit margins among the different products within a company's product range. Of 190 companies, 24 per cent said that profit margins

Table 1.2 Extent to which selling prices calculated primarily on cost are modified by non-cost-related considerations (\%)

| Usually | 21 |
| :--- | ---: |
| Frequently | 19 |
| Sometimes | 45 |
| Rarely | 14 |
| Not stated | 1 |

Source: Atkin and Skinner (1976).
varied 'widely', 48 per cent said 'significantly', and 28 per cent 'marginally.' Other investigations have found mark-ups to be influenced by the elasticity of demand and the height of barriers to entry into the industry (Hawkins 1973) and by the degree of international competition (Hazeldine 1980). These factors may, of course, be interrelated.

A recent survey of 654 UK companies undertaken on behalf of the Bank of England by Hall et al. $(1996,1997)$ again revealed a mix of pricing policies, with some firms acting as price-makers and others as price-takers. But they found much more evidence of price-taking than did Atkin and Skinner. Together, 'market level,' 'competitors' prices' and 'customer set' were mentioned more frequently than cost-based methods (Table 1.3).

Several factors could account for this difference. The first is differences in the two samples. All the firms in Atkin and Skinner's study were from manufacturing and construction, and 43 per cent had more than 500 employees, whereas almost a quarter of Hall's sample was from

Table 1.3 Ranking of alternative methods of pricing main product (percentage of respondents)

|  | Ranking method |  |  |
| :--- | :---: | :---: | :---: |
|  | 1st | 2nd | 3rd |
| Market level | 39 | 21 | 12 |
| Competitors' prices <br> Direct cost plus variable | 25 | 35 | 15 |
| $\quad$ mark-up | 20 | 18 | 14 |
| Direct cost plus fixed <br> mark-up | 17 | 8 | 6 |
| Customer-set <br> Regulatory agency | 5 | 8 | 7 |

[^1]service industries, and 95 per cent had more than 500 employees. Second, improvements in data collection and processing might have increased firms' awareness of market conditions. (In this context it may be significant that costbased methods were more important for small than for large firms.) But perhaps the most important factors was the intensification of competition over the intervening two decades.

## Price changes

Hall's study revealed a marked asymmetry in the relative importance of the various factors that led to a rise or to a fall in price. Price rises were more likely to follow changes in material costs than in market conditions. Firms often feel able to pass on (at least in part) increases in material costs because competitors' costs are likely to have been affected in a similar way.

On the other hand, changes in market conditions (demand, rival's price) were the most common cause of price reductions. The prominence of these factors may be indicative of the intensity of competition today.

The car market provides a good example of how pricing becomes more flexible in response to changes in the balance between demand and supply. In the 1990s, competition has become increasingly intense, as increases in capacity have not been matched by new registrations. New registrations in Europe increased from 12.7 million in 1991 to 13.5 million in 1992, but

Table 1.4 Factors leading to price increases (or decreases): percentage of firms mentioning with reference to price

| Factor | Increase | (Decrease) |
| :--- | :---: | :---: |
| Increase (decrease) in |  |  |
| material costs | 64 | 28 |
| Rival's price rise (fall) <br> Rise (fall) in demand <br> Increase (decrease) in <br> interest rates | 16 | 36 |
| Higher (lower) market <br> share | 3 | 22 |
| Increase (decrease) in <br> productivity | 2 | 11 |
| Source: Adapted from Hall et a/(1996). | 1 | 3 |

fell to 11.5 million in 1993 and were still only 11.9 million in 1994, although capacity was greater than in 1991. Garel Rhys found only 9 examples of price cuts, independent of tax or specification changes, in the UK car industry between 1950 and 1990, but 48 in the next 5 years (Financial Times 15.12.95). There was also an increased incidence of 'back-door' price cutting, for example including as standard equipment previously classified as an 'extra'.

## Price stickiness, price flexibility and profitability

Hall et al. asked firms what action they take when a boom in demand occurs and demand cannot be met from stocks. Only a minority said that they would respond by increasing price (Table 1.5). This is in line with the conclusions of Haskel et al. (1995) who found that only 8 per cent of firms would change price in response to an increase in demand.

These responses are entirely consistent with the three company objectives listed above, namely to achieve a target rate of return, to improve or maintain market position, and to stabilize prices and/or profit margins. Moreover, they are consistent with the findings of numerous studies (Skinner 1970; Hankinson 1985; Tull et al. 1986; Diamantopoulos and Matthews 1993) that managers often perceive the firm as facing a demand curve as shown in Figure 1.2.

The firm has set price $P$, at which it expects to sell $Q$, and it is reluctant to increase price significantly because it believe that it would lose

Table 1.5 Responses to a boom in demand: percentage of firms ranking response

| Response |  | 1st | 2nd | 3rd |
| :--- | ---: | ---: | ---: | ---: |
| More overtime |  | 62 | 11 | 2 |
| More workers |  | 12 | 32 | 14 |
| Increase price |  | 12 | 6 | 7 |
| Increase capacity |  | 8 | 14 | 14 |
| More subcontractors |  | 7 | 12 | 11 |
| Longer delivery time | 7 | 11 | 13 |  |
| Other | 4 | 1 | 1 |  |

Source: Adapted from Hall et al. (1996).


Figure 1.2 A perceived demand curve
sales to competitors whose prices are unchanged. When Hall et al. asked firms what they thought was the most important reason for price stickiness, this reason ('coordination failure') emerged as the third most important reason of eleven. In an earlier study of 72 American companies by Blinder (1991), it was ranked as the second most important reason.

In the British study, the most important reason for price stickiness was considered to be the existence of long-term contracts. This was especially important for price-setting by firms in the construction sector and least important for retailers. Cost-based pricing also emerged as an important cause of price stickiness in both studies, reflecting the fact that when the studies were undertaken there was little pressure on prices from rising material costs.

It might be thought that the response to a higher than expected demand would be a small price increase. However, any price change involves some increase in costs arising from changes in packaging or labelling, communication with customers, and so forth, so that profits might not increase. Moreover, even if the firm thought that profits would increase, they might prefer to take advantage of the higher demand in the form of increased sales volume.

Consumers would not be expected to react to a small price reduction, while a bigger reduction would probably be matched by competitors, so
that the increase in sales would be small and profits would fall.

Wied-Nebbeling (1983) suggested that the range of prices over which a price change would have no effect on sales would be influenced by the degree of buyer loyalty, the importance of non-price factors, the costs incurred by buyers in switching suppliers and the degree of product differentiation, (factors that are also taken into account in arriving at the initial target price).

## Price-minus costing

Economic models often assume that firms always operate with the lowest possible cost curve, but in practice this may not be so. Empirical research has revealed many possible sources of 'organisational slack' (Cyert and March 1963) and ' $x$-inefficiency' (Leibenstein 1966, 1969), implying that firms could reduce costs if required. The term price-minus costing indicates that firms react to unsatisfactory profit margins by reducing costs rather than by raising prices. For example, in 1993 Volkswagen reduced the number of suppliers from 2000 to 200 and forced some suppliers to accept price cuts of up to 30 per cent. These measures cut VW's purchasing bill by 4 per cent in 1994 (The Economist 1996). If this can apply at times to price-makers, that is firms with pricing discretion, we can be sure that it applies also to pricetakers.

## Price-takers

Firms that have little discretion in pricing are sometimes known as price-takers. Atkins and Skinner found that although for 80 per cent of their sample of 220 firms, cost-plus was the main method of price setting, 90 firms reported the use of non-cost-related methods for at least some of their products. In the majority of instances the alternative method would justify applying the term price-taker (Table 1.6).

Figure 1.3 illustrates the situation as it is perceived by the price-taker. With demand $D$, the price taker sells $Q$ at price $P$, set by the price leader. Given average cost $C$, the firm may not

Table 1.6 Non-cost-related methods of fixing price (\%)
Follow market leader 8
Refer to general level of competitors' prices 57
Prior investigation of customer reaction 22
Trial and error 2
Consult sales force 10
Some other method 1

Source: Atkin and Skinner (1976).


Figure 1.3 A price-taker's demand curve
earn its target profit. However it may be the best it can do at present. Were it to increase its price then its profits would fall, because demand is highly elastic. On the other hand, it is afraid that a price reduction would be matched by the dominant firm, so that demand would be inelastic, again leading to lower profits.

## Price leaders, price takers and the structure of prices

Price leadership does not necessarily mean that all firms set identical prices. Price takers often set prices below the leader to try to counteract the brand loyalty enjoyed by the leader. But price leadership does imply that price changes by the leader are followed, so that the existing structure of prices is maintained.

In the wholesale petrol market there has for many years been a difference between the average price charged by the major suppliers, for
example Shell and BP, and minor suppliers such as Jet. The majors obtain more of their supplies on longer-term contracts than the minors, who rely more on purchases in the 'spot' market. Spot prices are much more volatile, and this means that at certain times the minors can substantially undercut the majors. As long as the price differential is modest, the majors tolerate it. But when the differential has been widened so as to threaten the market share of the majors, they have retaliated by slashing their own prices. The knowledge that in a prolonged price war the majors must win has been sufficient to bring the minors back into line.

More recently, the majors' share of the retail market has come under attack from supermarkets, estimated to have 22 per cent to 25 per cent of the market in 1996. The supermarket chains can buy in bulk on the spot market, and the costs of building a petrol station on a supermarket site are relatively low. They also benefit from the cost reductions associated with a large turnover, averaging 8 million litres per site per year, compared with 3 to 3.5 million for the busiest oil company sites, and an overall average of 2 million (Financial Times 19.1.96).

Having a low-cost base, the supermarkets were able to undercut the majors and further gains in market share seemed likely. (In France supermarkets have captured 50 per cent of the market.) Faced with this threat, Esso announced in February 1996 that its prices would be reduced to match the cheapest competitor. (Other majors followed by reducing their prices.) This change in policy was made despite the fact that gross margins were already below those in earlier years. This 'Pricewatch' campaign was estimated to have cost Esso $£ 200$ million in 1996 (Mortished 1997a), but the company felt that drastic action was required, because its market share had fallen from a fifth to a sixth.

Given the supermarkets' lower cost base, it seems doubtful if the majors will permanently match their prices. But their lower prices may well force some of the smaller international oil companies out of the market. In 1996 Mobil merged its sites with BP's, and the Frost Group, owner of the Save brand, saw its chain shrink
from 1144 sites to 614 . Once a discounter, Frost resisted price cuts, and lost about 40 per cent of its volume as a result (Mortished 1997b).

In some markets, although no firm is recognized as a price leader, a prominent firm's prices may act as a guide for other firms. For example, the George brand of clothing, sold in Asda, is priced around 15 per cent below the price of what is claimed to be comparable clothing in Marks \& Spencer.

In the Australian wine market, two-thirds of the wine is produced by seven conglomerates, one firm being dominant in each segment of the market, such as sparkling wine. The prices set by these dominant firms are taken as a guide by the 500 small independent producers (Edwards and Spawton 1990).

## Market price

Figure 1.3 can also be applied to the situation in which each firm accepts the general level of competitors' prices (market price). In this situation, there may be less danger of a price reduction leading to retaliation than when there is a dominant firm. However, demand may still not be sufficiently elastic to make a price reduction profitable, and the firm may first attempt to increase profits by reducing costs, as noted above.

Commodity and stock exchanges and sales by auction are good examples of markets in which price is established by the interaction of aggregate demand and supply. Prices in these markets are often highly volatile, especially when supply is affected by climatic conditions. For example, The Times reported in July 1995 that the price of coffee (benchmark futures contract) had fallen to $\$ 2351$ a tonne on the London Commodity Exchange, compared with a price of $\$ 4140$ a tonne less than a year earlier, after frost and drought in Brazil had threatened the crop for the season 1995/6. A study of price changes in selected commodities was reported in The Economist (20.1.96). Between 3 January 1995 and 16 January 1996, the highest recorded price exceeded the lowest by more than a third for seven of the twelve commodities, including a
price range of more than 60 per cent for maize and coffee. Only copper had a range of less than 20 per cent. However, large price fluctuations are not confined to such products. Dramatic change may occur in any market in which demand and supply become seriously out of line. In 1996, after a steep drop in the market for dynamic random access memory chips, the most common computer memory chip, the average selling price fell by three-quarters (The Times 8.1.97).

## Price awareness and sensitivity of consumers

One possible reason for a lack of discretion in pricing is that consumers are aware of the prices charged by suppliers and are highly sensitive to any differences in price. Even if a firm has some discretion in pricing, it still needs to take account of consumers' price awareness and sensitivity (elasticity). The greater the awareness, the greater the danger that sales will be lost as a result of a price increase (and sales gained as a result of a price reduction). It may be necessary to constantly monitor price awareness and elasticity, because both are likely to change over time, as changes occur in real income and in the degree and nature of competition.

When the prices of seven grocery products were compared with the prices estimated by consumers who had purchased those products during the previous week, the percentage of
correct price estimates varied from 79 for tea to 35 for breakfast cereal (Gabor and Granger 1961). A survey of 496 housewives undertaken for Harris International Marketing in 1974 revealed that only 15 per cent claimed to know the recommended price of most of the goods they bought, while 23 per cent were unaware of any of the recommended prices. Temporary price reductions were doubtless one explanation of this situation, but perhaps more important was an annual rate of inflation of 15 per cent.

It might be thought that a lower rate of inflation, higher unemployment, more information on prices from suppliers and the media would have combined to increase consumers' price awareness. But a more recent study suggests that many consumers still exhibit a high degree of ignorance about prices (Table 1.7). Moreover, fewer than half of the price estimates were within 10 pence of the correct price (Table 1.8).

The two products in this study were chosen because during the recession manufacturers' advertising had increased for one (mineral water) and fallen for the other (fruit juice). As we show below, a number of studies have found that consumers often see price as an indicator of a product's quality. De Chernatony and his colleagues reached the conclusion that 'a positive price-quality relationship still exists where marketing management have the courage to continue supporting brands in times of recession' as with mineral water. But they also felt that management had not taken advantage of this by increasing price. As Table 1.7 shows, the

Table 1.7 Price perceptions of brands

| Brand | Overestimate <br> $(\%)$ | Correct <br> $(\%)$ | Underestimate <br> $\mathbf{( \% )}$ |
| :--- | :---: | :---: | :---: |
| Mineral water |  |  |  |
| $\quad$ Evian | 68 | 15 | 17 |
| Buxton | 85 | 3 | 12 |
| Highland Spring | 68 | 5 | 27 |
| Fruit Juice |  |  |  |
| Del Monte | 38 | 6 | 56 |
| Princes | 34 | 1 | 65 |
| $\quad$ Sun Pride | 30 | 6 | 64 |

Source: De Chernatony et al. (1992).

Table 1.8 Perceptions of price of mineral water: $\%$ of price recall within 10 pence of correct price

| Evian | 59 |
| :--- | :--- |
| Buxton | 36 |
| Highland Spring | 39 |
| Sainsbury own label | 39 |
| Tesco own label | 57 |
| Safeway own label | 37 |

Source: De Chernatony et al. (1992).
majority of consumers overestimated the price of the manufacturers' brands.

Purchasers of industrial goods have also exhibited limited price awareness at times. A study of 51 purchase decisions of standard machine tools found that in 15 instances only one supplier was considered, while in a further 19 instances only two or three quotations were obtained. Moreover, the price information relating to previous suppliers often derived from the general reputation of suppliers rather from actual price data (Cunningham and Whyte 1974). But when economic conditions are tougher, as they have been more recently, a common response is a much more thorough search procedure among suppliers.

Firms may take advantage of low price-awareness to increase prices. When a study by the Shick Corporation revealed that 30 per cent of buyers thought that the price of Shick injector blades was 98 cents a packet, whereas the actual price was 73 cents, the price was subsequently raised to 98 cents with 'satisfactory' results. However, it would be dangerous to assume that price can be increased with impunity whenever awareness is low. A television rental company found that increased rental rates led to a loss of custom, even though customers who changed companies did not benefit financially thereby (Livesey 1971).

Price elasticity may differ considerably from brand to brand within a given product category. A study in the USA found that in one product category elasticity varied from -0.84 to -4.5 (Moran 1978). Elasticity may be influenced by the relative price level. Monroe (1990) states that 'the further a brand's price is from the product category's average price, in either direction, the
lower will be its price elasticity'. An example of this principle is the ice cream market, where demand for high-price brands such as HaagenDazs was found to be inelastic (Business Week 1986).

Also, elasticity may be influenced by the purchaser's ability to evaluate the product before purchase. It has been suggested (Wilde 1980, Nelson 1980) that products can be classified as search, experience or credence products. Buyers can readily evaluate the attributes of search products before purchase. Examples given by Monroe (1990) include television picture quality and stereo sound. To the extent that buyers attempt to acquire such information, they are likely to be aware of the attributes of substitutes, and hence be price-conscious.

Experience products have attributes that can be evaluated only after purchase (the taste of food, dry cleaning quality). But once the product has been purchased and experienced, buyers will have some idea of whether the product is good value. Experience products are likely to be highly differentiated and to be less price-elastic than search products.

Finally, credence products have attributes that buyers cannot confidently evaluate, even after one or more purchase (legal advice, some health care). Buyers must rely on the reputation of the product or on other clues, such as brand name or price, as signals of quality. Credence products are therefore likely to be the least pricesensitive.

## Price as indicator of quality

Firms should be aware that sales could be lost not only because of high prices, but also because consumers see prices as being too low. When consumers were asked whether they would buy various products at different prices, the pattern of reactions tended to be similar for each product (Gabor and Granger 1964, 1966). The application of statistical theory to these responses suggested that a generic 'buy-response' curve, with the shape shown in Figure 1.4 could be derived. The most likely reason for the fall in the


Figure 1.4 A generic buy-response curve
percentage of consumers 'buying' below a certain price is that price is seen as an indicator of a product's quality. The first person to demonstrate that buyers perceive a positive price-quality relationship was Leavitt (1954), and this relationship was subsequently identified by Monroe (1973) and Wheatley and Chiu (1977).

A frequent criticism of these early studies was that price was the only information given to respondents, and later studies experimentally varied other cues in addition to price. The results of these multi-cue studies varied in the statistical significance attached to price. However, two comprehensive reviews of this research stream (Rao and Monroe 1989, Zeithaml 1988) clearly indicate that a positive price-perceived quality relationship exists.

Dawar and Parker (1994) undertook a study of the relative strength of various quality signals brand name, price, physical appearance and retailer reputation - among consumers from four cultural groups, namely North American, EEC, non-EEC Europe and non-aligned. They found that for all four groups price was less strong than brand name as a signal of quality, but stronger than retailer reputation. This finding confirmed that of an earlier study (Rao and Monroe 1989).

It has been suggested that price is less likely to be seen as an indicator of quality for longestablished brands and brands whose quality
can be easily tested by the consumer. This has led to doubts as to how often the pattern of consumers' reactions would be as shown in Figure 1.4 (Stout 1969, Bowbrick 1980). But as noted above, De Chernatony et al. (1992) did find a positive price-quality relationship in the minds of purchasers of two products of this type. Again, Edwards and Spawton (1990) found that 'price is used by many wine consumers as an indicator of quality' and that 'product differentiation allows winemakers considerable leeway when setting prices.'

## Product differentiation and price

Products may be differentiated by technical performance, styling, level of service, advertising and so forth. The role of product differentiation in facilitating growth despite higher prices is easily illustrated by the experience of such brands as Coca-Cola, Ariel (Procter \& Gamble), Pampers (also Procter \& Gamble) and Nescafé. The recent history of Coca-Cola is especially interesting. The entry of cheaper competitors, including Virgin Cola and several retailers' own labels, has led to a fall in Coca-Cola's market share. However, as the market has expanded, Coca-Cola's sales have continued to increase, despite its higher price.

Moreover, Coca-Cola has introduced differentiation within the brand. Linneman and Stanton (1991) found that in the United States, although Diet Coke contributed only 4 per cent of the company's sales volume, it contributed 'more net profit (per unit) from in-home sales than did the mainstream product, Coke'.

But although product differentiation may allow higher prices to be set, this does not mean that profit margins are necessarily higher, because the higher prices may be matched by the costs incurred by product differentiation. For example, it was estimated that the cost of advertising in the UK by the major vehicle producers ranged from $£ 96$ per car for a Ford to $£ 469$ for a Fiat (The Times, 18.10.93).
Furthermore, product differentiation does not always mean that the products or brands are more clearly seen as different by consumers,
allowing higher prices to be charged. Indeed, consumers may become confused by the extensive product differentiation that is now seen in some markets. For example, there are now over a hundred clothes-washing products on sale in the UK, with each of the leading brands appearing in up to fifteen variants, including colour wash or standard, biological or non-bio, powder or liquid, low temperature or suds, and a variety of pack sizes and refills (Financial Times 30.11.95).

## Product-line pricing

When a firm supplies a number of brands or a range of products, account must be taken of interrelationships between brands or products in terms of substitution, complementarity and consistency.

## Substitution

The various products made by a firm may be seen by customers as substitutes for each other, and the different versions of a given product will almost certainly be seen as such. (In technical terms, internal price cross-elasticities are positive.) A reduction in the price of Gillette Sensor Excel razor blades might increase sales at the expense not only of Wilkinson Sword but also of other Gillette blades.

## Complementarity

Complementarity exists when an increase in the sales of one product leads to an increase in the sales of another product. (Cross-elasticity is negative.) This may occur because purchases of different products are tied together by contracts. However, such legal ties have become increasingly difficult to sustain. For example, IBM was forced by the courts to 'unbundle' the sales of computers, peripheral equipment and software.

Ties may also arise from technological or design requirements, especially in capital goods. The prices at which component manufacturers sell to vehicle assemblers often yield very low profits. This is due partly to the bargaining power exercised by the manufacturers, but also to the fact that car owners often specify the same
brand when ordering replacement parts, at prices that yield much higher profits than original equipment.

A simple example in a consumer market is the frequent temporary reductions in the price of razors. The manufacturers no doubt hope to compensate for the lower price by increased sales of the same brand of blade to be used with the razor.

A weaker form of complementarity may underlie the banks' offer to students of a limited range of financial services at very low (or even negative) prices. An example of a negative price is the offer of cash to students opening a bank account. This offer is made in the hope that when the students start to earn they will continue to buy these services at higher prices and also to buy other products supplied by the banks.

A final example of complementarity is the selling of some products at very low prices (loss leaders) by retailers in order to attract additional custom and thus increase the sales of other products.

## Consistency

A producer will try to establish a price structure for its product line that appears to be fair to consumers. This is most difficult to do when there are big differences in the costs of making different items; for example if a particular colour or size is not very popular then it may have to be made in small batches at a higher unit cost.

A common way of overcoming this problem is to set a list or basic price for the standard model or version, and to quote higher prices for 'special' versions, implying that for the extra money the buyer is obtaining a certain degree of exclusivity or prestige. (If the prestige element is strong then the price differential may exceed the cost differential.) This strategy is particularly well developed in the car market, where alternative specifications and the provision of extras of various kinds mean that there may be a considerable overlap between the prices of models aimed at different segments of the market (Table 1.9).

Table 1.9 Prices of three categories of car
Category
Price range ( $£$ )
Supermini:
Citroën AX 6670-9350
Ford Fiesta 7695-11610
Renault Clio 7387-14472
Rover Metro 100 6924-10124
Vauxhall Corsa 7430-12600
Small family cars:
Citroën ZX 9910-16270
Ford Escort/Orion 9940-17440
Renault 19 9837-15072
Rover 200/400 10986-20446
Vauxhall Astra 9930-17100
Large family car:
Citroën Xantia 12195-19390
Ford Mondeo 11940-21325
Renault 21 13392-14832
Rover 600 15446-23946
Vauxhall Cavalier 11930-19780
Source: Consumers' Association (1995).

## Pricing and the product life cycle

In the preceding sections, most of the discussion has related to products which were, and would continue to be, established in the market. In other words, they were at the 'mature' stage of their life cycle. But decisions also have to be made when a product is at other stages of its life cycle.

## The pricing of new products

Especially important are decisions in the cycle's early stages. When a pioneer product, that is an entirely new product or a brand that is heavily differentiated from existing brands, is introduced, the supplier may adopt a skimming price or a penetration price policy (Dean 1976).

## Skimming price

A skimming price involves a high initial price that yields a high profit from the limited number of consumers who place a high value on the product. Low barriers to entry, rapid technolo-
gical change and/or changes in taste or fashion may mean that these high profits do not persist for long.

Du Pont was described as 'one of the classic skimmers' by Business Week (1974) when Du Pont introduced Quiana, a synthetic fibre with the look and feel of silk, with a price range of $\$ 5.95$ to $\$ 8.95$ per pound (above that of other synthetics), compared with $\$ 8$ to $\$ 10$ for silk. A Du Pont spokesman was quoted as saying, 'you get it into the very highest prestige garments to build a reputation and identity for it. We got the biggest designers and biggest names (Dior, Cardin and Givenchy, for instance) to develop this identity'. Subsequently, as volume builds up and cost falls, 'to broaden the market you go into the next lower price category'. Five years later Quiana's price was cut by 35 per cent.

## Penetration price

A penetration price policy involves a low initial price, perhaps below the full-cost level, designed to penetrate the market as quickly as possible. This policy is especially appropriate when unit costs fall significantly as cumulative output increases. Estimates of this experience or learning effect are shown in Figure 1.5.

The rationale for penetration pricing is not confined to pioneer products or to products sold in mass markets. In 1995 Boeing, the largest US aircraft manufacturer, launched a price war with the aim of recapturing the lead in new orders that it had lost to its European rival, Airbus Industries, in 1994. In the 130 -seat segment, where the Airbus A 320 Twin-jet was very successful, Boeing offered its updated 737 model at 25 per cent below the current cost of production, an offer that was said to rely on a successful outcome to its four-year cost-cutting plan.

An even more vicious battle took place when Airbus, Boeing and McDonnell Douglas introduced new, bigger twin-aisle aircraft, each having incurred almost $\$ 1$ billion in development costs. The Airbus A330 was the first aircraft to go into production, but then Boeing entered with the 777 at much lower prices, enabling it to capture the major share of the market.


Figure 1.5 Experience curves

Where the experience effect is substantial, a penetration price not only enables the manufacturer to reduce its cost. It also compounds its cost advantage by denying sales to competitors. Moreover, efficient airlines cannot afford to operate a variety of aircraft. Whichever manufacturer wins the initial battle for orders is more likely to benefit from additional orders. These factors no doubt explain why Airbus was reported to have offered to cut the price of the A330 by 40 per cent to obtain a contract from Malaysian Airline System (Tieman 1996).

## A mixed strategy

Many large companies follow a mixed strategy. For example Du Pont, described earlier as 'one of the classic skimmers' followed a mixed strategy for both nylon and cellophane. However,
cellophane was nearer the penetration end of the spectrum, apparently because 'the cost elasticity of volume output and the price elasticity of growing demand were sufficiently high to permit a more rapid rate of expansion than was possible in nylon' (Kaplan et al. 1958). Again, in the pricing of the cotton picker, a major piece of farm machinery manufactured by International Harvester, the decision settled on a middle ground between the estimated maximum economic value as a replacement for hand labour and a sufficiently low price to give assurance of widespread adoption.

A mixed strategy seems to have been adopted by the producers of the new alcoholic drinks introduced in the mid 1990s, namely ice beer, ice cider, premium strength lagers, and beers and stouts in widget cans and bottles (having the appearance of draught beer when poured). Although these products all sell at premium
prices in a market that has steadily declined overall, the price has not prevented a rapid increase in sales. For example, in 1995 widget sales were estimated to be growing at 57 per cent a year, and premium lager by 6 per cent, while other lager sales were falling.

## The pricing of products in decline

As noted above, the pricing of mature products is influenced by the factors discussed in earlier sections. But there are further strategies that are of particular relevance when sales begin to decline. One possibility is to reformulate the product and sell it at a much lower price. This is common in the book trade, where the saturation of the hard-backed market is often the sign for the introduction of a soft-backed edition. There are however, relatively few products that lend themselves to substantial reformulation, and hence can make such distinct appeals to different market segments. (Moreover, even in books the interval between the publication of hard and soft editions has tended to decline, and sometimes both editions appear simultaneously.)

Second, a temporary revival in sales may be induced by a substantial price reduction. Finally, even when a price reduction has failed to make a significant impact on sales, additional profits
have been wrung out of declining products where the producers have been sufficiently strong-willed to reduce expenditure on advertising and $\mathrm{R} \& \mathrm{D}$.

## Promotional pricing

Promotional pricing is setting a price on a temporary basis below the price normally charged for that good or service. Promotional prices are often set when new products are introduced, in an attempt to persuade consumers to make trial purchases. Distributors may also be offered additional discounts as an inducement to stock the product. Setting a promotional price for a new product can, however, have a disadvantage. If consumers see the promotional price as a reference price then this may subsequently have a detrimental effect on sales at the higher, normal price.

This was found to be so by a group of researchers (Doob et al. 1969) who monitored the sale of five new brands in two groups of stores. In the first group the new brand was sold at a promotional price during the experimental period and at the normal price thereafter. In the other, control, group the normal price was maintained throughout. For all five brands, sales were higher in the first group (promotional

Table 1.10 Effect of initial selling price on subsequent sales

| Product | Experimental condition |  |  | Average weekly sales (units) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Price (\$) | Length of treatment (weeks) | During experimental price | After experimental price |
| Mouthwash | Experimental Control | $\begin{aligned} & 0.25 \\ & 0.39 \end{aligned}$ | $\begin{aligned} & 1 \frac{1}{2} \\ & 5 \end{aligned}$ | $\begin{aligned} & 300 \\ & 270 \end{aligned}$ | $\begin{aligned} & 365 \\ & 375 \end{aligned}$ |
| Toothpaste | Experimental Control | $\begin{aligned} & 0.41 \\ & 0.49 \end{aligned}$ | $\begin{aligned} & 3 \\ & 8 \end{aligned}$ | $\begin{array}{r} 1280 \\ 860 \end{array}$ | $\begin{aligned} & 1010 \\ & 1050 \end{aligned}$ |
| Aluminium foil | Experimental Control | $\begin{aligned} & 0.59 \\ & 0.64 \end{aligned}$ | $\begin{aligned} & 3 \\ & 8 \end{aligned}$ | $\begin{aligned} & 4110 \\ & 2950 \end{aligned}$ | $\begin{aligned} & 3275 \\ & 3395 \end{aligned}$ |
| Light bulbs | Experimental Control | $\begin{aligned} & 0.26 \\ & 0.32 \end{aligned}$ | $\begin{aligned} & 1 \\ & 4 \end{aligned}$ | $\begin{aligned} & 7350 \\ & 5100 \end{aligned}$ | $\begin{aligned} & 5270 \\ & 5285 \end{aligned}$ |
| Cookies | Experimental Control | $\begin{aligned} & 0.24 \\ & 0.29 \end{aligned}$ | $\begin{aligned} & 2 \\ & 6 \end{aligned}$ | $\begin{aligned} & 21925 \\ & 21725 \end{aligned}$ | $\begin{aligned} & 22590 \\ & 23225 \end{aligned}$ |

Source: Doob et al. (1969) as adapted by Monroe (1990).
price) during the experimental period, but higher in the control group thereafter.

After this introductory period, firms may make regular price promotions an integral part of their pricing strategy. Because this implies a reduction in average price, manufacturers should ideally identify the price reduction required to generate the desired increase in sales. However, a study of the sales patterns of 65 products suggested that in a significant proportion of promotions, money was given to consumers to no good purpose. Of the 65 promotions, 16 offered price reductions of less than 10 per cent, but 'even a casual glance at the record for the 16 brands indicated that the response to this range of discounts was not significant in terms of the job to be done', namely securing an increase in market share (Nielsen 1964). Larger reductions usually elicited short-term gains in market share, but permanent gains were found to be rare.

However, permanent brand switching appears to have resulted from the price cutting instituted by newspapers in the News International Group in 1993 (the first cut in price by two national newspapers since 1930), and continued into 1995. Against a national trend of declining sales, The Times and the Sun achieved substantial increases in circulation at the expense of rival titles.

The Sun's sales increased by more than 8 per cent between December 1992 and December 1993, and by a further 10 per cent by January 1996, by which time its lead over its main rival, the Daily Mirror, had increased to 1.5 million copies a day (The Times 19.1.94, 14.2.96).

In January 1996 sales of The Times were 94 per cent higher than when the price was first reduced in 1993, and its share of the broadsheet market had almost doubled to 25 per cent. A further growth in sales of 10 per cent was achieved in the following year (The Times 12.3.97).

Promotional pricing is sometimes used to counteract a loss of customers. Early in 1997 BT offered a series of concessions that were confined to former customers who had switched to competitors. These concessions included a
lower reconnection charge and a reduction of 25 per cent in the price of all national calls for three months.

## Predatory pricing

This is the term given to price reductions that are intended to seriously weaken rivals and ultimately to drive them out of the market. The authorities responsible for implementing the government's competition policy in the UK and the USA have acted to curb this practice, and The Times was accused by rivals of predatory pricing in complaints made to the Office of Fair Trading. However these complaints were not upheld. In this context it is interesting to note that the price cuts were reversed in 1995 (although price remained below that in early 1993), but that sales continued to increase. It must be concluded that this was a very successful example of promotional pricing.

On the other hand, predatory pricing could certainly be applied to the decision by Stagecoach to run a free bus service in Darlington, which forced the town's municipal bus service into liquidation (Financial Times, 12.2.96). Stagecoach had an annual turnover of around $£ 340$ million and was able to cross-subsidize the losses on its Darlington operation from profits earned on its other routes. It was allowed to do so because of a loophole in the regulations governing the deregulation of the bus market.

In the early part of 1996, KLM, the Dutch airline, was charging 1406 florins ( $£ 156$ ) for the Amsterdam-London return journey. In May of that year easyJet entered the market at 1200 florins and in June KLM brought down its fare to 1190 florins ( $£ 73$ ). The Financial Times (2.8.96) reported the existence of an internal memo which spoke of the need 'to stop the growth and development of easyJet and make sure that this newcomer will not be able to secure a solid position in the Dutch Market', wording that would seem to imply a policy of predatory pricing (Stewart 1997).

In the above two instances a large, strong company adopted predatory pricing to counteract a threat from a small, weaker competitor, a
policy that can run foul of the authorities responsible for maintaining competition. The authorities may be less inclined to intervene if the competitor is better able to defend itself. But in these circumstances predatory pricing may lead to a price war that harms both companies, as happened recently in the market for information on consumers' purchasing patterns, information that is sold to manufacturers of products stocked in supermarkets.

Until recently AC Nielsen Co., who obtained the information from physical audits of grocery stores, had a monopoly of the European market. Then Information Resources Inc. entered the market, using information gathered from point-of-sale scanners. The two firms bid up the price at which they obtained this information, and then reduced the price at which they sold it. IRI alleged that Nielsen offered its customers discounts of up to 30 per cent if they bought its data across Europe (Oram 1996a).

This policy of buying dear and selling cheap resulted in substantial losses. Nielsen lost $£ 16.3$ million on a turnover of $£ 45$ million in 1995. IRI lost $£ 12$ million in the UK in 1995 , and $£ 10$ million in 1996. It was therefore not surprising that the companies were reported to have agreed a truce (Oram 1996b).

## Price differentials

The justification for charging different prices to different customers or groups of customers (or to the same customers at different times) can be illustrated by reference to Figure 1.6, in which the demand curves refer to two sub-markets (customers or groups), $A$ and $B$, with differing elasticities of demand. In order to simplify the analysis we assume that at price $P$ the same quantity, $Q$, would be sold in both sub-markets. To produce this output the firm has to operate at full capacity. It can, however, increase its revenue by introducing price differentials.

When price is increased in sub-market $B$, in which demand is inelastic, the change in revenue is ICEP minus EHQS. When price is reduced in sub-market $A$, in which demand is elastic, the change in revenue is $F G R Q$ minus PHFL. In both


Figure 1.6 Price discrimination with constant output
instances, revenue increases although total output is unchanged. If the cost of supplying both sub-markets is the same then total cost will be unchanged and therefore total profit will increase.

Where firms have excess capacity they may reduce price to some customers in order to increase sales volume and revenue. In Figure 1.7 the firm initially charges $P$ and sells $Q$ in both sub-markets. It could increase sales volume by reducing prices in both, but revenue would increase only in sub-market $A$, where demand is elastic (OLGR is greater than OPHQ).

The effect on profits of a price reduction depends, of course, upon changes in costs as well as revenue. But when there is excess capacity, the cost of increasing output (incremental cost) may be well below average cost. This is often so in transport, where carrying an additional passenger usually adds little or nothing to operating costs. In this situation, there is an incentive to cut prices steeply, especially when competition is fierce.
The St. Petersburg Times published an analysis of the costs and revenues of one internal flight in the USA, Flight 369, Dallas to Tampa, on 29th


Figure 1.7 Price discrimination with increased output

September 1992 (The Times 22.4.93). Of the 12 first (business) class seats, two were occupied by fare paying passengers at a (discounted) fare of $\$ 288$. In the coach (economy) section, 50 seats were empty or occupied by airline employees. The remaining 88 seats were allocated as follows: 22 full price passengers at $\$ 202,38$ 'plan ahead' ( 7 or 14 days) at $\$ 70,13$ groups, for example conventions, at $\$ 78,9$ others, for example senior citizens, at $\$ 137,3$ frequent fliers travelling free and 3 miscellaneous, e.g. travel agents, at $\$ 158$.

In view of the fact that most of the seats were sold at discounted prices, it may not be too surprising that the flight failed to cover its full costs. But these costs included items such as depreciation, advertising and administration that would have been incurred even had the flight been cancelled. Revenue was well in ex-
cess of the costs directly incurred by the flight. Furthermore, the revenue from each group of passengers exceeded the costs of supplying them (apart, of course, from the frequent fliers).

## The sub-division of markets

Markets are frequently sub-divided by space, especially by firms selling to more than one country. Of a sample of over 100 exporters, more than two-thirds charged different prices in export and home markets. Moreover, further variations occurred between one export market and another, as shown in Table 1.11.

A major reason for price differentials was that suppliers tailored their prices to the competitive conditions in each market. Almost two-thirds of the firms adopted market-based pricing methods ('pricing by reference to competitors' prices, pricing by investigation of customer reaction, judgement of what the market will bear').

These findings were consistent with those of an earlier study of 29 British engineering firms. While most of the firms were emphatically opposed to prices in the home market that did not cover direct costs and make a contribution to overheads, in export pricing 9 firms were prepared if necessary to accept such prices (Rosendale 1973).

In assessing profitability, exporters have to take many factors into account, including likely movements in exchange rates, inflationary trends in different countries and the costs of insurance, transport and distribution. Distributors often add a substantially higher mark-up than the manufacturers would wish - up to 200 per cent in some instances (Cavusgil 1988). The problem is compounded if the firm uses several levels of distributors in reaching its final market. Consequently, many firms use as direct a method of distribution as possible.

## Table 1.11 Export price basis and discrimination (\%)

| Are ex-works prices the same for export as for the UK? | Yes | 31 |
| :--- | :--- | :--- |
|  | No | 69 |
| Are ex-works prices the same in all export markets? | Yes | 27 |
|  | No | 73 |

Price discrimination exists not only when different prices are set that do not reflect differences in costs, but also when a uniform delivered price is set even though it costs more to supply customers located in one area than another. The Monopolies Commission found that the London Brick Company, the dominant supplier of fletton bricks used in low-cost housing, had adopted this policy. In order to establish a national market for flettons, the company had sought orders from distant customers at a price that yielded lower profits. Subsequently, lower returns from distant areas were accepted in order to retain the benefits of scale economies in production and distribution.

Twenty-eight companies that had moved (either entirely or to a greater extent) to a delivered price system in export markets were asked to assess the consequences. Although overall there was no appreciable effect on the profitability of orders, there had clearly been a positive effect on sales volume (Table 1.12).

Table 1.12 The consequences of a delivered price system

## Number of companies

| Increase in work load | 10 |
| :--- | ---: |
| Increase in orders/sales | 19 |
| Fall in sales | 0 |
| Higher profits on exports | 5 |
| Lower profits on exports | 6 |

Source: Davies et al. (1988).

Suppliers may set different prices according to the time of day, week or year. Sub-division of the market by time is especially common in services that are difficult or impossible to store. This difficulty of storage is very important when the consumer's valuation of the product differs over time, as with a holiday on the Costa Del Sol (summer and winter), a journey by train or bus (commuter times and late evening), many leisure activities (evening and day).

Prices may also vary according to the time at which the order is placed. In recent years, as the supply of overseas holidays has outstripped demand, it has become almost customary for
tour operators to offer discounts - currently up to 15 per cent - for early bookings. Ironically, one of the aims of these discounts is to dissuade people from leaving their booking to the last minute in the hope of obtaining the even bigger discounts that have been available in previous years.

Finally, different prices may be charged according to the characteristics or status of the customer. Distinction may be made according to age (senior citizens, children), membership of a group (as in the earlier airline example) and so forth.

## Quantity discounts

A system of quantity discounts can be used to influence the pattern of orders, enabling a given volume to be supplied at minimum cost, and to increase the level of sales (or at least to prevent a loss of sales to competitors). The discount may relate either to (1) the amount of an individual product purchased or to (2) (in multi-product firms) the amount of all products purchased. Further, 'amount' may be measured in terms of (a) volume or (b) value.

In a non-cumulative system, the discount is based on the size of a single order. This encourages large orders, enabling savings to be made in manufacturing, handling and orderprocessing costs. In a cumulative system, the discount is based on the total amount purchased in a given period. This can help to 'tie' purchasers to a producer. But some suppliers have run foul of the Monopolies Commission, which has judged the policy to be anti-competitive.

The last, but by no means the least important, aspect of a discount structure is its depth, the size of discount for given purchase quantities. Each producer should take account of the discounts offered by competitors, although it appears that there is considerable diversity in some markets (Crowther 1966). Moreover, a producer may face very powerful purchasers who are able to obtain additional discounts.

Additional concessions can sometimes be obtained even from dominant producers. The Monopolies Commission (1970) found that

Metal Box had established a structure that would contribute to the full utilization of highly automated machinery. For processed food cans, discounts of up to 3 per cent were given for purchases of up to 50 millions a year, and discounts to a further 3 per cent were given for combined purchases of food and beverage cans of up to 200 millions a year. Additional rebates were also given on the basis of the quantity of any single kind of can purchased in a year. Finally, additional rebates were given to customers purchasing all their requirements from Metal Box.

Even though at that time Metal Box supplied more than three-quarters of the domestic market, and had so elaborate a discount structure, it still felt obliged to go outside the structure when negotiating orders with very large customers. In many cases, special terms were negotiated at the insistence of customers with considerable bargaining power. Although only 45 of the company's 624 customers bought at special prices, they accounted for 88 per cent of sales.

Table 1.13 shows the total cost of special terms given by 15 major manufacturers to three large grocery chains. These costs comprised lower prices, contributions to the retailers' advertising, and the provision of shop equipment and of sales staff.

## Table 1.13 Special terms received by large

 multiples| Retailer | Cost to manufacturers (\% of sales) |
| :--- | :---: |
| Tesco | 8.35 |
| Sainsbury | 7.77 |
| Asda | 7.06 |

Source: Monopolies Commission (198|).

Improvements in information technology have made it easier for suppliers to access data about their customers, including the amount that they buy. A simple example is the club-card introduced by major retailers such as Tesco. At present, these cards offer a flat cash bonus, for example 1 per cent of the value of sales. But differential bonuses are offered by some US supermarkets, with the biggest customers given 20 per cent off, the next biggest 10 per cent, the
next 5 per cent, and the rest paying the full price (The Times 22.11.95).

In some instances, firms have refused to supply customers who purchase small quantities that are unprofitable to the supplier. For example, some US banks have closed the accounts of unprofitable customers.

## Pricing to distributors

Manufacturers sell to distributors - wholesalers, retailers and so on - at a discount from the recommended retail price. The discount takes account of the services performed by the distributor: stocking, displaying and delivering the product, providing technical advice, and so forth.

In vehicle electrical equipment, Lucas gave discounts of 35 to 45 per cent to wholesale electrical agents and motor distributor agents that offered a specialized service in electrical equipment, that carried adequate stocks (particularly of spare parts for repairs), that could diagnose faults and that undertook repairs and testing; of $32^{1 / 2}$ to $42^{1 / 2}$ per cent to factors that offered a less comprehensive service; and of 30 to 40 per cent to stockists that had been appointed service agents of other manufacturers (Monopolies Commission 1963).

In retailing, high margins are required in the fashion trades such as shoes and clothing, because of the labour-intensive nature of the operation, the low rate of stock turnover and the risk of high stock losses. Lower margins are earned by retailers selling low-value, frequently purchased items with a low labour content, for example groceries sold by self-service.

A manufacturer may give less than the conventional trade discount if it can offer a compensating advantage, such as heavy advertising or superior product quality, which leads to a high rate of stockturn. Cadbury's used the high reputation of their products as a justification for offering retailers a margin that was conventional for chocolate but lower than usual for sugar confectionery when they entered the latter market.

In negotiating with larger retailers, manufacturers have to take into account not only the
lower price they receive but also the possibility that the large retailers will pass this on to undercut smaller rivals. If these smaller retailers are forced out of business then the manufacturers may lose custom.

However, a contraction of the distribution network need not be a disadvantage to manufacturers. In fact, manufacturers may seek to limit the number of distributors, for two reasons. First, it reduces the manufacturer's cost of distribution, and especially of transport. This helps to explain why the petrol companies have maintained discount structures that have contributed to the closure of many smaller petrol stations in recent years.

Second, as the remaining distributors acquire a larger share of the market their profits increase. If these are ploughed back in order to increase their efficiency then the manufacturer's total sales may increase. This is one of the reasons why a number of vehicle producers have reduced the size of their dealer networks.

## Pricing by retailers

Although some of the cost savings achieved by the large grocery retailers are passed on in the form of lower prices, which undercut their smaller rivals, especially one-man businesses, there is little evidence that the biggest multiples - Tesco, Sainsbury, Argyll (now Safeway), Asda and Marks \& Spencer - have sought to compete against each other by means of across-the-board price reductions. Indeed, it was recently suggested that British grocers earn margins that on average are four times those of their continental or US counterparts, partly because 'the band of grocers that controls three-fifths of all food sales is a disguised cartel', with each firm 'setting a baseline below which prices need not be cut further' (The Times, 10.1.96).

Another possible explanation is that British grocers are more efficient and stock a range of 'value added products', for example prepared foods, that have proved popular with customers. But British margins are also high on fruit and vegetables, giving weight to the 'cartel' theory.

The majors' high margins have provided the opportunity for other multiples to compete on a
'low-price/no-frills' basis. But the share of the market gained by these lower-priced competitors has again been mainly at the expense of oneman and other very small businesses.

Kwiksave is Britain's leading discount food retailer, with 850 stores. It stocks some 1,000 product lines (compared with over 10000 in a large superstore), including leading brands sold at about 10 per cent below the prices of the majors. But two more recent entrants charge even lower prices. Aldi, a German company, moved into the UK in the late 1980s and had opened 100 stores by 1994 . The product range is limited to between 500 and 600 items with an emphasis on basic foodstuffs, sold at prices up to 20 per cent below the majors. The Danish owned Netto, which opened its first store in 1990 and plans to have 350 outlets by the end of the decade, sells national brands at a claimed 30 per cent below the majors. These prices are achieved by a combination of very low margins ( 1 per cent compared with 7 to 10 per cent for the majors) and low expenditure on display and merchandising (Jones 1994).

## Own labels

Perhaps the most important form of price competition exercised by the major multiples is via own-label or own-brand products. Manufacturers are willing to produce own labels at prices below the corresponding manufacturers' brands because they can be supplied at a lower cost, through savings in the formulation of the product, packaging, advertising, and selling. Moreover, the addition of own labels can reduce unit costs by enabling economies of scale to be exploited and/or excess capacity to be utilised. (In some instances, own labels have been the main source of growth. Faced with Kellogg's monopoly in the market for cornflakes, Viota began supplying under Tesco's label and then to other multiples. The Canadian Cott Corporation entered the UK market by supplying own-label colas to Sainsbury, Virgin and so on. Earlier, Italian manufacturers of refrigerators and other consumer durables used own-label contracts as a means of entering the UK market.)

With certain exceptions, such as Marks \& Spencer, retailers stock both own-label and manufacturer brands in order to appeal to consumers for whom the relative importance of price differs. The cost saving normally enables the retailer to earn higher margins on own-labels, but still to sell at lower prices. In recent years a number of multiples, including Tesco, Sainsbury and Safeway, have introduced an additional range of even cheaper 'basic' own-label products.

Other forms of competition relating to price emphasized by the major multiples in recent years include loyalty cards, money-off vouchers and, of course, price promotions (selective price reductions).

A number of studies in the USA, using the information derived from scanning systems, seemed to suggest that the choice of products for promotions had little or no effect on the overall level of sales. From this, researchers were beginning to draw the conclusion that promotions were not an effective pricing strategy.

However, when Mulhern and Padgett (1995) analysed individual shopping baskets, they found that promotions had more positive effects. Among shoppers who identified the promotion
as one of their reasons for visiting the store, three-quarters also made purchases at regular prices, spending on average more on regular price than on promotion merchandise. Shoppers visiting the store for the promotion were no less profitable to the store than other shoppers (and they would, of course, add to the total volume of sales and hence profits).

In other branches of retailing, a number of firms have successfully traded with a 'low-price/no-frills' policy. These include warehouse clubs, factory outlet shopping centres and more conventional outlets such as What Everyone Wants, whose 'discount superstores' stock clothing, household goods and leisure goods.

For some retailers, price has not been an important form of competition, apart from temporary reductions during 'sales'. Department stores have traditionally competed in other ways, offering a wide product range, pre- and after-sales service, deliveries, cheap or free credit, and so on. The cost of these services normally has to be covered by charging higher prices. Moreover, low prices would not be consistent with the prestige image that these retailers seek to cultivate.

## CONCLUSIONS

Pricing decisions involve people at different levels of the organisation. For example, decisions on basic price may be made by the board or by an individual director, decisions concerning what discount to offer to a particular customer by a salesman. Although some decisions have a greater impact than others do, a common feature of all pricing decisions is that they have a direct effect on profit.
Consequently, it is important for the firm to obtain information about all the factors relevant to those decisions, including the activities of competitors and the attitudes and perceptions of consumers. Since these two sets of factors constantly change, information must be gathered on a regular basis.
Modern methods of data processing have made it much easier to gather, analyse and disseminate information, and in this sense pricing decisions have become more scientific. However, personal judgement will always have a part to play if only because the behaviour of competitors and consumers constantly changes. Firms must always be aware of the potential impact of changes in such factors as market structure, the degree of product differentiation, the level of demand, the length of the various stages of the product life cycle, and the price awareness and sensitivity of consumers.
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## 2 SMALL FIRMS

Frank Livesey


#### Abstract

In recent years small firms have increased in importance. This chapter defines them and examines their importance in the UK and in the EU. It then discusses the factors that favour small firms and those that influence their formation. A section on the death of small firms is followed by a discussion of small-firm finance and government policy in this area in the UK and the EU.


## Decline reversed

Up to the 1970s the trend in most developed economies was towards larger businesses and more concentrated industries. This trend could be explained in terms of the growing importance of economies of scale (see Chapter 3). But a different picture emerged in the 1980s and 1990s. Loveman and Sengenberger (1991) found that in all the countries they studied employment increased in small enterprises but fell in large enterprises, with the medium-size firm sector being reasonably stable. The European Commission (1995b) found that during 1988-95 employment increased in small firms in Europe and fell in medium and large firms (although the reverse was true towards the end of this period).

Changes in self-employment are an indicator of changes in the number of small firms (Table 2.1).

Bannock and Daly (1990) showed that in the UK manufacturing sector employment in small firms, as a proportion of the total, declined from

```
Table 2.1 International comparisons of (non-agricultural) self-employment: self-employment rate (\%)
```

|  | 1979 | 1992 |
| :--- | ---: | ---: |
| United Kingdom | 6.6 | 11.0 |
| Europe 12 | 11.4 | 12.9 |
| Canada | 6.7 | 8.0 |
| USA | 7.1 | 7.5 |
| Japan | 14.0 | 10.7 |

[^2]the 1930s through to the early 1970s, since when it has grown strongly. (The UK experience is discussed in greater detail below.) This reversal was so dramatic that
the small firm sector has been viewed in some policy-making circles as the main engine of the economic recovery. Indeed, by the late 1980s there was much talk of reconstructing not just the economy but also the national psyche via the creation of an 'enterprise culture' (Keasey and Watson 1993: 1).

## Small firms defined

There are many possible ways of defining small firms. For example, in order to identify changes in the number of small firms, they could be defined in terms of employment, assets or sales (turnover). Of these three alternatives, employment is probably the most suitable, because it avoids the disadvantage inherent in the others, namely that they are affected by inflation. It also avoids the difficulties that can arise in making international comparisons owing to changes in exchange rates. Although in the course of this chapter we use more than one definition, for much of the time we follow the European Commission (1994) publication, Enterprises in Europe, in defining small firms as businesses with less than a hundred employees.
This definition is also used in many of the statistics published by the Department of Trade and Industry, although the DTI stresses that
there is no single 'official' definition of small, pointing out that different criteria can be used in determining a firm's eligibility for various forms of government assistance. As will be seen below, a further distinction within the small firm sector is sometimes made between micro firms ( 0 to 9 employees) and small firms ( 10 to 99 employees).

## Small firms in the UK

One of the most striking changes in the UK economy over the past fifteen years or so has been the increase in the number of businesses. From 2.4 million in 1980, the number grew throughout the 1980s to reach a peak of 3.8 million in 1989, an increase of almost 60 per cent. As the recession set in, the number declined slightly in the early 1990 s, to 3.5 million at the end of 1992. But this was still more than 1 million above the 1980 figure, and a further increase, to over 3.6 million, has been recorded since then.

This growth in the number of businesses was due largely to an increase in the number of micro firms, especially self-employed businesses with no employees (Figure 2.1).

In the light of these changes it is not surprising to find that small firms have accounted for an increasing share of employment and gross value added (GVA). For example, while employment in manufacturing fell overall between 1980 and 1992, the number of jobs in manufacturing enterprises with under 100 employees increased by 100000. The share of these firms in manufacturing employment increased from 19 to 29 per cent, while the share of large firms ( 500 or more employees) fell from 68 to 52 per cent. During the same period, the share of GVA accounted for by enterprises with less than 200 employees increased from 21 to 29 per cent, while the share of enterprises with over 500 employees fell from 72 to 60 per cent (Department of Trade and Industry 1995).


Source: Labour Force Survey, Employment Department.
Figure 2.1 Self-employed with and without employees

A more detailed picture of the current situation is given in Table 2.2 and Figure 2.2.

Table 2.2 Number of businesses, employment and turnover by size of business, end 1994 (\%)

| Size <br> (number of <br> employees) | Number of <br> businesses |  | Employment |
| :--- | ---: | ---: | ---: | Turnover

- = less than 0.1

Source: Department of Trade and Industry (1996).


Figure 2.2 Percentage of employment in small businesses (less than 50 employees) by industry, end 1994

A comparison of the final two columns of Table 2.2 reveals that, overall, small firms, and especially micro businesses, are far more labourintensive than larger firms.

Figures 2.3 and 2.4 provide more detailed information about the varying importance of small firms in five sectors of the UK economy.

## Manufacturing

About a quarter of non-government jobs are in manufacturing, and the sector contains one in five of all firms. As shown in the following chapter, economies of scale tend to be especially important in manufacturing, and this helps to explain why micro enterprises are less common ( 89 per cent) than in industry as a whole ( 94 per cent). Nevertheless, small (including micro) firms account for 38 per cent of manufacturing employment and 25 per cent of turnover. Small firms are important in a broad range of industries, both traditional (for example textiles, clothing, wood and wood products, with 41, 52 and 63 per cent of turnover) and newer, high-tech (publishing, printing and reproduction of recorded media, 50 per cent of turnover).

## Construction

Around 8 per cent of non-government jobs are in construction, over 60 per cent being in micro businesses, mainly one or two person firms. Micro enterprises' contribution to turnover, at around 40 per cent, is larger than in any other sector.

Construction firms have been dominated by mainly self-employed craft and skilled manual workers. But it has been suggested that increased mechanization and developments in information technology may be resulting in the growth of small rather than micro firms, offering technical and professional jobs where skill boundaries are less rigid (Department of Trade and Industry 1995).

## Wholesale and retail

In wholesale, retail and repairs, which account for a fifth of non-government employment, there are over half a million small firms. Their share of

${ }^{3}$ Including those not shown separately.
Source: DTI Small Firms Statistics Unit.
Figure 2.3 Employment share by size (number of employees): United Kingdom 1993


Figure 2.4 Turnover share by size (number of employees), United Kingdom 1993
turnover is 45 per cent in wholesale and 37 per cent in retail and repairs (both excluding motor vehicles).

## Financial intermediation

During the 1980s the financial intermediation sector saw a dramatic growth in employment and in the number of businesses. Nevertheless, the sector is dominated by medium to large banking and insurance firms, small firms accounting for 22 per cent of turnover and only 10 per cent of employment. But small firms are more prominent in some parts of the industry such as 'other financial services' (which includes security broking and fund management), where their share of employment approaches 50 per cent.

## Business services

Micro enterprises provide a third of all jobs in business services, renting and real estate, a sector that experienced a boom in self-employment
in the 1980s. Small firms are especially important in data processing and handling, hardware and software consultancy, and maintenance and repair. Two-thirds of employment and nearly half of turnover are accounted for by firms employing less than a hundred people.

## Employment generation

Looking at employment as a whole, there can be no doubt about the importance of small firms in generating jobs in recent years. In the UK they created over two-thirds of net jobs between 1987 and 1989 (Daly 1991). Perhaps even more impressive was the fact that over the period 1989/91, when many small firms ceased trading in the recession, firms with less than 100 workers created 445000 new jobs, while there was a net job loss 142000 in firms with 500 plus workers. Within the small firm sector, net job generation was greatest in firms with 1 to 4 workers (228000) and 5 to 9 workers (105000) (Department of Employment 1993).


Figure 2.5 Self-employment (non-agricultural) as a percentage of total employment, 1992

Table 2.3 Small firms in the European Union

|  | Number of businesses | Share (\%) of <br> Total employment | Total turnover |
| :--- | :---: | :---: | :---: |
| One man businesses | 49.72 | 9.32 | 7.18 |
| 1 to 9 employees | 42.99 | 23.13 | 18.32 |
| 10 to 49 employees | $\underline{6.16}$ | $\underline{18.80}$ | $\underline{20.36}$ |
| Total small businesses | 98.87 | 51.25 | 45.86 |

Source: Statistics in Focus No. 6/1995; series Population and Social Conditions, catalogue no. CA-NK-95-006-EN-C. European Commission.

The growth in the small firms sector has been much more rapid in the UK than in other countries, although it started from a lower base. The sector's relative size in the UK is much closer now to that of other countries than it was at the beginning of the 1980s. The number of self-employed has risen by over three-quarters since 1979, and in 1992 the UK (non-agriculture) self-employment rate, at 11 per cent, was just below the European Union average (13 per cent) and similar to that of Japan (Figure 2.5).

## Small firms in Europe

Table 2.3 shows that in the fifteen European Union countries there are slightly more oneman businesses than small firms with employ-

Table 2.4 One-man businesses by sector, European Union

One-man businesses:
\% share of total

| Sector | Number of <br> enterprises | Employment |
| :--- | :---: | :---: |
| Industry | 43.33 | 3.33 |
| Construction | 47.29 | 10.87 |
| Distribution, | 45.53 | 13.15 |
| HORECA |  |  |
| Transport and |  | 8.01 |
| $\quad$ communications | 52.68 | 11.69 |
| Banking, finance | 58.15 | 13.69 |
| Other services | 60.50 | 9.32 |
| All sectors | 49.72 |  |

[^3]ees. But the latter are far more important in terms of their share of total employment and turnover. Together, small firms account for almost 99 per cent of all businesses, over half of total employment and almost 46 per cent of total turnover.

One-man businesses are especially prominent in banking and finance and in other services, and least so in industry (mainly manufacturing) (Table 2.4).

A similar picture can be seen in newly created businesses, (Table 2.5). This table also shows that owner-run businesses constitute a much higher proportion of new enterprises in some countries than in others.

Table 2.6 shows that small firms as a whole make a bigger contribution to activity in distribution (including hotels, restaurants and catering) and other services than in industry.

## International comparisons

It is difficult to make precise and comprehensive international comparisons, because of differ-

Table 2.5 One-man businesses as percentages of newly created firms, 1992

| Sector | Denmark |  |  | France |
| :--- | :---: | :---: | :---: | :---: |
| Industand | Sweden |  |  |  |
| Construction | 87 | 60 | 52 | 31 |
| Trade | 81 | 70 | 60 | 24 |
| HORECA $^{\text {a }}$ | 91 | 73 | 59 | 37 |
| Other services | 68 | 69 |  |  |

[^4]Table 2.6 Distribution of turnover by industrial sector and employment size band, Europe 12, 1990 (\%)

| Sector | Micro (0-9) | Small (10-49) | Medium and large | Total |
| :--- | :---: | :---: | :---: | ---: |
| Industry | 3.5 | 7.9 | 28.1 | 39.5 |
| Construction | 1.9 | 2.0 | 1.7 | 5.6 |
| Distribution | 12.9 | 13.2 | 15.1 | 41.2 |
| Other services | 5.5 | $\underline{4.8}$ | $\underline{4.5}$ | $\underline{49.4}$ |
| Total | 23.8 | 26.9 |  | 13.8 |

Source: Adapted from European Commission (I994).
ences in classification systems and statistical coverage. However, Table 2.7 shows that small businesses are especially prominent in Italy, Denmark and Portugal (in employment terms) and that they are less prominent in Germany, France and the UK. However, even in this latter group of countries they make a very substantial contribution to the national economy.

It is interesting to note that in 1992, the latest year for which figures were available at the time of writing, these same three countries, Germany, the UK and France, had the highest gross creation rates (new firms - of all sizes - as a percentage of the existing stock). However, in that year the recession caused the closure of an usually large number of firms, and the net crea-

Table 2.7 Relative importance of small businesses, by country

Small businesses: \% share of

| Country | Smail businesses: \% share of <br> Number of <br> enterprises |  | Total <br> employment |
| :--- | :---: | :---: | :---: |
| Total <br> turnover |  |  |  |
| Belgium | 98.9 | 45.3 | 50.0 |
| Denmark | 98.3 | 56.0 | 47.0 |
| France | 98.3 | 46.6 | 39.0 |
| Germany | 97.9 | 40.0 | 36.6 |
| Italy | 98.9 | 64.5 | 54.5 |
| Netherlands | 98.7 | 55.0 | 50.6 |
| Portugal | 98.9 | 55.0 | 43.8 |
| United |  |  |  |
| $\quad$ Kingdom | 98.6 | 42.0 | n.a. |
| Europe 12 | 98.8 | 50.0 | 43.0 |

n.a.: not available

Source: Adapted from European Commission (1994).
tion rate was negative in France and the UK (Table 2.8).

A more detailed picture of the importance of small firms in a number of countries, as indicated by their share of the number of enterprises, employment and turnover, is presented in Table 2.9.

## Factors favourable to small firms

In previous sections we demonstrated in statistical terms the importance of small firms, and we showed that their importance has increased in the UK since 1980. The statistical evidence indicates that small firms have an important role in the economy, otherwise they would not survive. Moreover, the increase in their importance suggests either that they have become more proficient or that the economic environment has changed so as to provide more opportunities that can be exploited by small firms and/or to reduce the advantages enjoyed by large ones.

In this context the development of new, more flexible forms of economic organisation is significant. The term post-Fordism has been applied to these new forms, because they differ from the mass production methods first adopted by Henry Ford. Murray (1988) has presented an idealized contrast between the two systems. Fordism is characterized by mass consumption, technology dedicated to one product, mass as-sembly-line production, semi-skilled workers, general or industrial unions, centralized national bargaining and geographically dispersed branch
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Table 2.8 Firm creation rates, 1992

| Country | Number of <br> creations | Number of <br> closures | Gross creation <br> rate (\%) | Net creation <br> rate (\%) |
| :--- | ---: | ---: | :---: | ---: |
| Austria | 658 | 787 | 4.9 | -1.0 |
| Denmark | 16758 | n.a. | 6.0 | n.a. |
| Finland | 18565 | 46725 | 9.2 | -14.0 |
| France | 274541 | 306005 | 11.7 | -1.3 |
| Germany | 416900 | 318000 | 19.3 | 4.6 |
| Netherlands | 24000 | 16300 | 6.4 | 2.1 |
| Sweden | 18364 | 18700 | 5.4 | 0.0 |
| United Kingdom | 183452 | 223765 | 12.5 | -2.7 |

n.a.: not available

Source: European Commission (1995b).

Table 2.9 Indices of small firms' share of economic activity (\%)

|  | Employment size class |  |  |  | 0 to 49 |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 to 9 | 10 to 19 | 20 to 49 |  |
| Belgium (1991) |  |  |  |  |  |
| VAT units | 64.5 | 30.5 | 2.5 | 1.8 | 98.3 |
| Employees | n.a. | 17.0 | 8.2 | 13.3 | 38.5 |
| Turnover | 9.1 | 19.5 | 9.4 | 13.6 | 51.6 |
| Denmark (1991) |  |  |  |  |  |
| Legal units | 44.2 | 45.3 | 5.5 | 3.4 | 98.4 |
| Employment | 5.6 | 25.6 | 10.7 | 13.6 | 55.5 |
| Turnover | 3.7 | 18.6 | 9.6 | 14.7 | 46.6 |
| France (1990) |  |  |  |  |  |
| Enterprises | 53.9 | 38.5 | 3.3 | 2.8 | 98.5 |
| Employment | 7.7 | 20.3 | 6.5 | 12.2 | 46.7 |
| Turnover | 5.6 | 13.8 | 6.2 | 13.5 | 39.1 |
| Germany (1990) |  |  |  |  |  |
| Enterprises | 27.1 | 59.8 | 7.5 | 4.6 | 99.0 |
| Employment | 2.9 | 15.4 | 9.7 | 18.2 | 46.2 |
| Turnover | 5.1 | 11.4 | 7.2 | 16.8 | 40.5 |
| Italy (1989) |  |  |  |  |  |
| Enterprises | n.a. | 91.2 | 0.6 | 2.2 | 94.0 |
| Employment | n.a. | 42.5 | 11.5 | 9.3 | 63.3 |
| Turnover | n.a. | 30.6 | 12.2 | 11.0 | 53.8 |
| Portugal (1991) |  |  |  |  |  |
| Enterprises | 58.6 | 35.7 | 2.9 | 1.8 | 99.0 |
| Employees | n.a. | 24.3 | 10.3 | 14.2 | 48.8 |
| Turnover | 4.3 | 16.9 | 8.7 | 13.8 | 43.7 |
| United Kingdom (1991) |  |  |  |  |  |
| Enterprises |  | 92.2 | 3.7 | 2.5 | 98.4 |
| Employment |  | 26.6 | 6.4 | 9.1 | 42.1 |
| Turnover |  | 9.6 | 3.8 | 6.1 | 19.5 |

n.a.: not available

Source: Adapted from European Commission (1994).
plants. Post-Fordism is characterized by fragmented niche markets, general flexible machinery, short-run batch production, multi-skilled workers, no unions or company unions, decentralized local or plant level bargaining, geographically concentrated new industrial districts and flexible specialist communities.

Over the past two decades the world economy has been characterized by increased competition, more uncertainty (due partly to increased competition and partly to political changes), rapid technological change, and the fragmentation of markets (due partly to increasing affluence). These developments were advantageous to firms able to use new technology flexibly to respond quickly to changes in market demand, and disadvantageous to firms organized along Fordist lines, with highly centralized, bureaucratic decision-taking procedures.

As this latter type of firm came under financial pressure, it responded either by changes in internal organizational and work practices, often in decentralized, semi-autonomous divisions, or by the greater use of specialized outside subcontractors (Bagguley 1990). These subcontractors may supply components and other goods and services such as maintenance, security, catering, accounting, and data-processing. These changes create a demand that small businesses are well suited to meet.

It appears that contracting out is most common when a small firm possesses specialist knowledge or equipment (O'Farrell et al. 1993, Reid 1993). Otherwise, firms are likely to deal with a few large suppliers in order to reduce administrative costs. This consideration, together with the introduction of just-in-time manufacturing methods, led many companies to reduce the number of suppliers in the 1980s (Rainnie 1991).

Keasey and Watson (1993) argue that these changes have been especially dramatic in the UK because of the previous dominance of large, bureaucratic organizations and the nature of its manufacturing sector. Moreover, the process was enhanced by a government committed to 'rolling back the state' by, for example, allowing private-sector firms to compete for work pre-
viously done 'in-house' by local authorities, the National Health Service and so forth.

The small firm sector may benefit from such changes in the economic environment because fewer firms die, existing firms grow or new firms are formed.

## The formation of new firms

There are many factors that could in principle influence the rate of formation of new firms, including the changes discussed in the previous section. In trying to identify the relative importance of these factors, two explanations or hypotheses have been advanced. Each of these starts from the assumption that the rate of formation is influenced by the difference between the (potential) profits from a new venture ( $P$ ) and the wage $(W)$ that could be earned by an employee. A widening of the gap between $P$ and $W$ will lead to an increase in the rate of new firm formation.

The so-called 'pull' hypothesis suggests that the gap widens primarily because of an increase in $P$. This might come about because of changes in the market such as those given above as characterizing post-Fordism. General economic conditions are also important. We showed earlier that the rate of formation was very high in the mid and late 1980s, a period of rapid economic growth. Economic growth implies a higher demand for goods and services, and hence increased opportunities for new firms. Moreover, new firms are then more likely to obtain the required financial resources (Keasey and Watson 1993).

The corollary is, of course, that the formation rate will fall in times of recession, such as the early 1990s, because of a fall in $P$. On the hand, the 'push' hypothesis suggests that the rate of formation will increase in recession because of the fall in $W$, especially when people become unemployed.

There is some evidence to support this second hypothesis. A study by Storey and Strange (1992) of new firms created in Cleveland in the 1980s found that 44 per cent of the owners had
been or were likely to become unemployed immediately prior to starting their current business. Similarly, an earlier study by Binks and Jennings (1986) found that about half of the founders of new firms in the Nottingham area in the early 1980 s, a period of very high unemployment, had been 'forced' into starting a firm because of unemployment. Incidentally, Binks and Jennings also found that the closure of existing firms in the recession provided a cheap source of second-hand machinery for the startups. However, overall, 'the empirical evidence from the UK and elsewhere has been less than decisive in settling the relative claims of the push and pull hypotheses' (Keasey and Watson 1993).

One of the reasons it has been difficult to determine the relative merits of these hypotheses is that the formation of new businesses is influenced by factors that neither hypothesis takes into account. Studies such as that by Scase and Goffee (1987) have found that many people start a business from non-economic motives: the desire to be independent, to use their skills and abilities more fully or to escape from a boring, undemanding job.

Moreover, government policy can sometimes give rise to both push and pull factors simultaneously. For example, Storey and Strange (1992) found that following the reduction in regional aid in the 1980s, Cleveland experienced a massive decline in inward investment. This, together with continuing falls in steel-making and chemicals, industries that previously dominated the area, meant that unemployment remained above the national average, an important push factor. On the other hand, macro-economic policy might have contributed to the rapid expansion of the economy in the mid 1980s, an important pull factor. (Specific government initiatives to aid small firms are considered in a later section.)

As noted above, changes in the population of small firms are influenced not only by the formation of new firms but also by the survival (or failure) of existing businesses, the subject to which we now turn.

## Survival and failure

A characteristic of the small firm sector is the high probability of failure. Whereas considerably less than 1 per cent of large quoted companies fail each year, approximately 10 per cent of small firms can be expected to do (Keasey and Watson 1993). If we take de-registration for value added tax as an indicator of failure, we find that casualties are especially heavy in the early years of trading, as shown in Table 2.10. (This table refers to all firms whose turnover is above the registration threshold.)

A study of the European economy (European Commission 1995b) found a similar failure rate. On average, 80 per cent of new businesses survived for 1 year, 65 per cent for 3 years and 50 per cent for 5 years. Survival rates tended to be above average in manufacturing and extractive industries (although this was not so in the UK).

The term 'failure' is used when a firm ceases trading (or, as above, de-registers for VAT), and this can happen for several reasons. Some small firms cease trading because the owner-manager retires, dies or decides to work for another firm. Owners who start businesses to avoid unemployment may become employees again once

Table 2.10 Lifespan of businesses registered for VAT

| Time since <br> registration <br> (years) | Registrations <br> surviving <br> $(\%)$ | De-registrations <br> as $\%$ of <br> registrations at <br> beginning of year |
| :---: | :---: | :---: |
| 1 | 87 | 13 |
| 2 | 73 | 16 |
| 3 | 62 | 15 |
| 4 | 54 | 13 |
| 5 | 47 | 13 |
| 6 | 42 | 11 |
| 7 | 38 | 10 |
| 8 | 35 | 8 |
| 9 | 32 | 9 |
| 10 | 30 | 6 |

Source: Adapted from Department of Trade and Industry (1995).
the economy revives. In many of these instances the term failure may not seem to be appropriate. However, the statistics often do not distinguish between these and other failures.

Many firms fail because of managerial shortcomings. One way of identifying these shortcomings is to ask what identifies firms that survive. Freeser and Willard (1990) found that rapidly growing firms made a more thorough analysis of what markets to enter and what products to supply. Freeser and Willard also found, as did Storey et al. (1988), that good market and product decisions are more likely to be made when the firm is managed by a relatively large team of owner-managers, with a wider range of experience and expertise.

The European Commission (1995b) found that the failure rate was significantly higher, especially in the first year, in one-man businesses than in businesses with employees. The respective survival rates were: France 80 and 92 per cent, Finland 75 and 85 per cent, Austria 81 and 92 per cent. Moreover, there was some evidence that the greater the initial number of employees the greater was the chance of survival.

Research by Storey and Cressy, discussed in Hobson (1995), revealed that in firms with a single owner, his or her previous experience was extremely important. Storey and Cressy tracked 2000 new business owners who set up in 1988 and 750 in 1991. They found that the chances of a business surviving increased continuously for each five-year age group between 20 and 50. Those establishing a new venture aged 50 to 55 had a 70 per cent chance of lasting for three and a half years. Those aged 20 to 25 had only a 30 per cent survival rate.

Storey and Cressy attributed this difference to two factors. Younger people are more likely to have alternative opportunities in the labour market and so are less likely to persevere in their business ventures. Older people are more likely to have a range of contacts and experience.

Incidentally, the study revealed that only 19 per cent of the businesses established in 1988 had survived for six years. This implied a higher death rate than previously thought. However, this could be due to the fact that a large
number of new businesses were formed in the late 1980s, and that this was soon followed by the longest recession experienced in the UK since the 1930s.

The importance of sound market decisions was also revealed by a study by Reid et al. (1993) of 73 firms with an average employment of nine. The firms were part of the 'competitive fringe' in various markets dominated by large firms. Competition within the fringe was fairly vigorous, but became 'intense (if not fatal) for those firms that encroach into the dominant firms' share of the market.' The firms that survived and prospered were those that had first concentrated on developing their own special niche within the fringe.

Niches may be based on location, on firmspecific skills or on customer types. For example, Reid found that a fence-making firm had chosen to set up in Scotland, a location distant from the source of chestnut timber, its primary input. This disadvantage had deterred other firms from locating in Scotland, and this had protected the firm from competition in its main markets, Scotland and Northern Ireland.

A firm making cassette tapes concentrated on maintaining longstanding relationships with certain high-volume customers by giving attention to service, delivery, quality and productivity. 'More attention is placed on increasing these existing customers' switching costs than in cultivating new customers. As a result the firm is able effectively to insulate itself from the predatory pressures of existing rivals' (Reid et al. 1993: 130).
On the other hand, Freeser and Willard (1990) found that high growth firms were characterized by a willingness to offer products to a wider range of markets. Indeed, they argue that this 'breadth of vision' differentiates high - from low - growth firms, a point also emphasized by Wicker and King (1989).
Storey et al. (1988) noted that research suggests that over a decade half of the jobs created by any 100 small firms will be created by the fastest-growing 4 firms. They found that these fast growers tended to differ from other firms in placing a much greater emphasis on marketing
and market-related activities. Their owners were strongly motivated toward achieving growth, and the firms' management had more experience and professional expertise.

Various other factors appear to influence the probability of a small firm surviving and growing, including location in a growing rather than an established region, being organized as a company or corporation (Mayer and Goldstein 1961, Wicker and King 1989) and access to an adequate supply of finance.

## Changes in size

Table 2.11 presents evidence on changes in the average size of newly established businesses. Increases in employment were extremely modest on average. Moreover, when allowance is made for the (very few) rapidly growing firms, it is likely that employment did not increase in the majority of firms.

## The financing of small firms

The Macmillan Committee (1931) was the first government appointed body to suggest that the financial needs of small businesses were not being adequately met by the existing financial institutions. Subsequent committees of inquiry

## Table 2.11 Changes in employment

|  | Average employment <br> At start-up |  |
| :--- | :---: | :---: |
| After 5 years |  |  |
| Finland | 8.6 | 8.5 |
| Netherlands |  |  |
| HORECA |  |  |
| Industry | 2.5 | 2.8 |
| Construction | 2.6 | 3.7 |
| $\quad$ Trade | 3.1 | 3.5 |
| Austria | 2.3 | 3.1 |
| Construction | 16.7 | 20.7 |
| Manufacturing | 6.3 | 6.6 |

[^5](Bolton Report 1971, Wilson Committee 1979) came to similar conclusions. Representatives of small businesses have proposed various remedies for ameliorating the situation. For example, the Federation of Small Businesses (1993) advocated the creation of a two-tier system of interest rates, with a lower rate for business borrowing than for consumption. (Many European countries offer preferential interest rates to smaller businesses, as shown below.) The FSB also suggested a reduced rate of tax for small companies on earnings ploughed back into the business, concessions on National Insurance contributions and the abolition of the uniform business rate.

## Banks and small firms

Most small businesses rely, to a greater or lesser extent, on funds provided by the clearing banks. For example Keasey and Watson (1993) found that of a sample of 110 firms, 92 per cent had loans, 91 per cent of the loans coming from banks. There has been a prolonged debate about the relationship between the two, a debate that became more intense during the recession in the early 1990s. The main areas of contention were identified by Hutchinson and McKillop (1992) as the cost of financing (bank charges and the interest rate on loans), collateral requirements, and the willingness of banks to maintain or increase the supply of loan capital.

The rate of interest charged on loans is influenced by the lender's assessment of the risk that the borrower will be unable to meet the interest payments and repay the loan. Given the higher failure rate among small businesses, it is not unreasonable for lenders to charge a higher interest rate to compensate for the higher risk. But what is a reasonable, fair premium? The Wilson Committee (1979) found that on average small firms paid 2 per cent more than large firms, a premium the Committee thought was excessive. A similar margin appears to have been maintained in the 1980s (Bannock and Morgan 1988, Hutchinson and McKillop 1992). However, with the rapid increase in the number of small businesses in this period, noted above, the level of perceived risk might have risen.

There is no comprehensive evidence concerning bank charges and fees, the second element in the cost of capital. But these were listed most frequently as a cause of concern by the respondents in Bannock and Morgan's survey.

The higher the collateral required for a loan, the lower the risk faced by the supplier of finance, and therefore the lower should be the rate of interest. It appears that the collateral required in the UK has been too high, given the interest rate. Bannock and Morgan found that for firms in the UK with less than 9 employees, the average collateral loan ratio was over three times the equivalent in the USA, and over twice as high for companies with 10 to 49 employees. Keasey and Watson (1993) found that of 101 firms with loans, only 2 did not have to provide some kind of security. Of the 101 firms, 47 per cent had to provide unlimited personal guarantees and 25 per cent secured the loans on the assets of the business.

The final major issue identified by Hutchinson and McKillop, the willingness of the banks to maintain the supply of capital, received increasing attention during the recession, when the banks were accused of failing to give sufficient support to businesses in 'temporary' difficulties. Hutchinson and McKillop point out that although banks often respond to increased risk by raising interest rates, they may refuse to lend when the level of risk is very high. This is normal banking practice, consonant with the banks' responsibilities to their depositors. As the level of risk increases in recession, refusal to lend, for example by renewing overdrafts or extending loan repayment periods, may become more common.
To what extent this happened in the last recession is not clear. Bradford (1993) reported that only 3.2 per cent of small firms surveyed cited access to finance as a problem. (Of course any firms that had failed due to a lack of finance would not be included in this survey.) Moreover, only 21 per cent of the firms starting a business in 1993 wished to borrow money as compared to 50 per cent three years earlier.

According to Davies (1996), the best that could be said about the relationship between the banks
and small firms in 1993 was that both sides were in a state of 'armed neutrality'. Two enquiries undertaken by the Bank of England at the behest of the Chancellor had found no evidence of reprehensible behaviour by the banks, but nor had they resolved the underlying problem of suspicion and mistrust. However, Davies enumerated several beneficial changes that had taken place since then.

First, interest rates on loans had fallen in line with reductions in base rates. Moreover, the process of determining charges had become more transparent. (The Federation of Small Businesses (1993) had complained about a lack of transparency.) Second, the proportion of lending to small firms represented by overdrafts had declined from 49 to 37 per cent, while term lending, which gives the borrower more security, increased to 63 per cent. Third, improvements had been made in the banks' products and lending processes. Different lending packages had been devised for different sorts of small businesses. This had allowed bank charges for simple transactions to be reduced, and more flexible lending facilities to be offered to growth businesses.

## Equity finance

UK banks have been criticized for being less willing to provide permanent (equity) capital than banks in, for example, Germany. This criticism relates to the financing of larger as well as smaller firms, and it may have some validity. But it is also true that the owners of small firms are often reluctant to seek equity capital, presumably because they wish to exclude outside investors from decision-making and profit-sharing. Cowling et al. (1991) found that 70 per cent of small firm owners had never considered equity finance from banks as a source of longterm finance, and that 61 per cent would object to this source.

## Venture capital

There has been a substantial increase in the provision of equity finance to small and med-ium-sized firms, much of it in the form of
venture capital. (Most venture capital organisations are independent specialists, but some are owned by other financial institutions such as banks, insurance companies and pension funds.)

Indeed, venture capital was one of the most vigorous growth areas of the UK economy in the 1980s. In 1981, 30 venture capital organizations committed $£ 66$ million to 163 companies. In 1992 the UK industry invested $£ 1326$ million in 1297 enterprises worldwide, primarily small and medium-sized, unquoted companies. This represented an annualized growth rate, in real terms, of 27 per cent. In 1992 the UK industry accounted for 39 per cent of investment undertaken by all European venture capital organizations, and the UK has become the third largest venture capital centre in the world, after the USA and Japan (Murray 1995).

However, far more of this investment has gone towards the restructuring of existing, established firms (via management buy-outs, buyins, expansion and so forth) than towards the financing of new firms. Over the period 1987-91, investment in start-ups varied between 4 and 8 per cent of the total, and early-stage investments varied between 2 and 9 per cent (Murray 1995).

## Informal investment

Venture capital companies are generally reluctant to consider investments below $£ 250000$, because of the high risks and disproportionately high costs involved. This suggests that the 'equity gap' still remains, and indeed may be growing. It has been suggested that informal or 'business angel' investing may have an active role in helping to close this gap. For example, the Advisory Council on Science and Technology has stated that an 'active informal venture capital market is a prerequisite for a vigorous enterprise economy' (ACOST 1990). However, ACOST also noted that this market was underdeveloped in the UK, and that this was a major barrier to the growth of smaller companies.

The market comprises private individuals who provide risk capital directly to new and growing businesses with which they have no prior connection. In the UK, the vast majority of these investments are of less than $£ 50000$, being
concentrated in start-ups and early-stage ventures. In addition, the investors often provide very valuable business expertise.

The Small Business Research Trust found that, after relatives, private individuals were the most important source of external equity capital, being used by about 5 per cent of small firms, as compared to the less than 1 per cent using venture capital funds. Harrison and Mason (1993) estimated that SMEs had raised some $£ 2$ billion from this market, compared with the $£ 1.25$ billion estimated (Bannock et al. 1991) to have been invested by the venture capital industry.

Harrison and Mason concluded that there were considerable untapped funds. They found that most active informal investors had more funds available than could find suitable investments. Moreover, 'virgin angels', high-net-worth individuals with an entrepreneurial background, who had not yet entered the market, considerably outnumbered active investors. In recent years, the government has taken steps to try to improve the efficiency of this market, as we show below.

## Alternative Investment Market

The Official List of the Stock Exchange caters for companies with a minimum capitalization of $£ 700000$ and a three-year trading record, willing to trade at least 25 per cent of their equity. These requirements, together with the cost of entry, exclude most small companies, and to cater for their needs the AIM was opened in June 1995.

The intention was that the market should be available to as wide a range of companies as possible, with no restrictions on market capitalization, length of trading record or percentage of equity in the hands of the public. Potential entrants to the market have to provide a prospectus and meet the audit requirements of company law. But the Stock Exchange does not pre-vet prospectuses, and is not responsible for the accuracy of documents.

The less stringent regulation and the higher mortality rate among small companies mean that investment in AIM companies tends to be more risky than investment in larger companies
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