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Preface
This book -is the result of a workshop on the 

processing of complex sounds held in Sarasota Florida in 
April 1986. The workshop was supported by the Air Force 
Office of Scientific Research (AFOSR), Life Sciencesf and 
was chaired by the editors of this book. A series of 
recent events led to the workshop and to publication 
of this book. In 1982f Dr. John Tangney of AFOSR asked 
the Committee on Hearingf Bioacoustics and Biomechanics 
(CHABA) of the National Academy of Sciences to survey 
recent developments and trends in the biological and 
behavioral study of the auditory system. The result of 
the request from AFOSR was a 1983 Symposium on Basic 
Research in Hearing organized by CHABA and sponsored by 
the AFOSR (Dolan and Yostf J. Acoust. Soc. Am. 78, No.l 
Part 2, 1985). After reviewing the proceedings of the 
CHABA Symposium and considering its program goals, AFOSR 
began a program of support for research on complex 
auditory perception. The support by the AFOSR, the 
discussions at the CHABA Symposium, and the increase 
volume of research on the topic of auditory processing of 
complex sounds stimulated us to organize a meeting on 
this topic. With the support of the AFOSR the Sarasota 
Workshop on Auditory Processing of Complex Sounds was 
held in April, 1986.

Although the chapters in this book include most of 
the topics presented at the workshop, the book is not a 
"proceedings." We did not organize the workshop with the 
intent of publishing a book. The topics were chosen from 
the many excellent submitted papers in order to sample as 
diverse a cross-section of research as possible and yet 
provide continuity to the three day meeting. The quality 
and quantity of abstracts submitted for inclusion in the 
workshop and the enthusiastic and insightful discussions 
at the meeting convinced us and the participants that a 
timely publication devoted to these topics would be a 
useful contribution. Therefore, following the workshop 
the authors prepared chapters in camera-ready form in 
order to produce a book in a short period of time. The 
chapters are not just transcriptions of the presentations 
given at the workshop, but were written as brief papers 
on the topic of the author's interest. Authors were 
encouraged to provide some background and to make sure 
the germinal references on their topic were included in 
the bibliography.

Assistance for this project has come from many 
sources. The Workshop and the book would not be possible 
without the foresight and dedicated support of John
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Preface
Tangney as a Program Director in the Life Sciences 
Division of AFOSR. The staff at the Sarasota Sheraton 
Hotel provided a pleasant environment in which to meet. 
Lawrence Erlbaum Press has been very helpful in assisting 
us in getting the book out quickly. The staff of the 
Parmly Hearing Institute at Loyola University, especially 
Marilyn Larson, Beth Langer, Ned Avejic, and Scott 
Stubenvoll have been invaluable, as has the staff of the 
Department of Speech and Hearing Sciences at Indiana 
University, especially Janet Farmer. Most importantly we 
want to thank the authors of the chapters and the 
participants and observers at the Workshop. Without their 
stimulating ideas, high quality research, and good- 
natured acceptance of our deadlines and ultimatums, there 
would be no book.

We hope this book captures some of the excitement we 
felt at the workshop as we discussed this new era in the 
study of auditory processing. All of the important 
contributions that are being made to understanding 
auditory processing of complex sounds could not be 
included in this single volume. However, the chapters do 
touch base with many of the lines of research and theory 
on complex sound and its perception, and they should 
provide both food for thought and a broad introduction to 
the literature on a topic that we are sure will be 
studied intensely during the next couple of decades.
WAY
CSW



Introduction: Auditory Processing of Complex Sounds

William A. Yost 
Parmly Hearing Institute 
Loyola University 
Chicago, Illinois
Charles S. Watson
Department of Speech and Hearing Sciences 
Indiana University 
Bloomington, Indiana

This Introduction provides a general overview of 
some of the major concepts that appear throughout the 
chapters of the book. It is not an exhaustive coverage of 
the subjects discussed in the individual chapters, 
although it does attempt to highlight some of the new 
directions taken by the authors in their study of 
auditory processing of complex sounds.

This workshop brought together investigators with a 
remarkable diversity of approaches to the general problem 
of how humans (and nonhumans) process (or "hear," or 
"perceive") complex sounds. The only common denominator 
at the onset was that each had responded to an 
announcement (mailed or published in a journal), asking 
for contributed papers for a "workshop on complex sound 
perception." Surprisingly, this yielded a range of 
topics, research paradigms, and theoretical perspectives 
with some well-defined themes.

We anticipated that "complexity" would mean 
different things to different people, but the range of 
meanings that can be inferred from these twenty-eight 
papers is actually relatively small. In general, "simple 
sounds" are considered to be the individual pure tones or 
noise bursts that have served as the stimuli in most 
studies of the auditory system since Helmholtz. "Complex 
stimuli" mean those that vary systemically in either 
their spectrum, or in time, or both. While most of the 
contributors created complex stimuli to test particular 
hypotheses about auditory processing, a few dealt with 
natural or environmental sounds, speech, birdsongs, or 
music.

Many of the authors avoided the need to discuss 
physical criteria for stimulus "complexity," and instead 
opted for distinctions based on mechanisms of processing.
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Yost and Watson - Introduction

"Simple processing" in the spectral domain was equated by 
most authors with a critical band (CB) model, and in the 
temporal domain with the time constant of a simple 
temporal integrator. "Complex processing" was shown to 
require a considerable variety of mechanisms beyond these 
traditional workhorses of auditory theory, including 
spectral-shape and temporal-pattern detectors, and even 
more elaborate analyzers (hardware, software, or both) 
whose operation in many cases requires knowledge of the 
sources of complex sounds.

In general, the contributions can,be divided into:
(1) spectral processing, (2) temporal processing, (3) 
pitch, (4) speech, (5) physiological processing, and (6) 
perceptual organization; including "object" or event 
perception and central mechanisms. These a posteriori 
categories cannot, of course, capture the scope of 
numerous papers that treated more than one of these 
topics as, for example, several that dealt with Stimuli 
varying both in spectrum and in time. The papers have 
been grouped into these six categories, but the reader is 
warned not to expect discussions of spectral processing 
to be confined to papers in the section bearing that 
name, and so forth.

The chapters that deal with spectral aspects of 
complex processing generally agree, as observed above, 
that considerably more elaborate frequency analysis can 
be demonstrated in psychoacoustic experiments than is 
predictable from a "bare-boned" critical-band filter 
bank. It should be stressed that none of these "failures 
of critical band theory" in fact provide evidence against 
the CB as an initial stage in frequency analysis. Several 
lines of investigation, however, demonstrate that when it 
is to the advantage of the listener to do so, he or she 
can simultaneously process energy arriving in several 
critical bands. That ability is demonstrated in two 
types of experiments. In one, a broad-band spectral 
array itself is treated as the meaningful event ( i.e., a 
"signal"), rather than just one part of the spectrum 
(that associated with the output of a single auditory 
filter). Studies of "profile analysis" or spectral shape 
discrimination and its derivatives are examples of this 
approach. In the other, it is shown that temporal 
correlations among the noise levels across critical bands 
can reduce the masking efficiency of a critical-band 
masker (co-modulation release from masking or CMR). In 
both cases, mechanisms are implied which are 
simultaneously sensitive to the relative levels in each
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of a number of adjacent auditory channels. Common sense 
would have predicted at least one of these findings; 
vowel identification obviously requires recognition of 
spectral shape.

Some of the chapters discuss the nature of the 
physiological code that might subserve spectral pattern 
processing. The consensus seems to be that rate codes and 
temporal codes are both used by the central nervous 
system to process complex spectral patterns. These lines 
of research (both psychophysical and physiological) 
promise to establish the limits within which such 
spectral-shape- or profile-based recognition can operate.

Many sounds of everyday life may be described as 
temporal sequence of stimuli. If very similar (highly 
correlated) sounds occur in close temporal proximity, 
then under many circumstances, the auditory system is 
most sensitive to the first arriving information rather 
than to the pattern of the events. Studies of the 
precedence effect have provided insights into the 
mechanisms that govern the influence of the first 
acoustic wavefront. When the sequence of sounds is made 
up of different or uncorrelated acoustic events, the 
temporal pattern may lead to a variety of perceptions. 
Often times one part of a temporal pattern may be "heard 
out" from the background of the rest of the sound. In 
many contexts the last acoustic events are the most 
salient. The analogy to the foreground/background 
concepts of stream segregation (as derived from Gestalt 
Theory) is one theoretical approach to describe the 
dominance or saliency of certain aspects of a complex 
temporal pattern. Several computational schemes also 
provide insights into how to model discrimination among 
different sequences of sound. A variety of lines of 
research show the major role played by temporal 
modulation in our perception of complex sounds. The 
abundance of useful information available in the temporal 
code of the auditory nerve provides a physiological 
argument favoring temporal modulation as a variable 
around which many perceptions of complex sounds appear to 
be organized.

There are only so many words that can be used 
to describe a sound. One of the most common is "pitch." 
Although there is some disagreement about the precise 
definition of pitch, a variety of complex sounds are 
capable of producing sensations listeners refer to has 
having that perceptual attribute. Many authors consider
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pitch to be a major organizing feature for our 
perceptions of complex sounds. Models based only on 
auditory neural tuning or only on neural temporal 
periodicity, have failed to provide adequate descriptions 
of the pitch evoked by many complex sounds. Thus, the 
debate concerning whether complex pitch is spectrally or 
temporally based continues. Much of the research in this 
book suggests that the extraction of pitch from complex 
stimuli is not an "either-or" question. In both spectral 
shape processing and pitch processing neural tuning and 
temporal coding must be considered. In addition, although 
the auditory nerve contains a wealth of temporal and 
spectral information, central mechanisms are probably 
required to fully process the peripheral neural code in a 
manner adequate to account for complex pitch perception.

If a complex sound contains short term spectral 
changes then these might give rise to pitches which 
listeners could use in processing these sounds. The work 
on stream segregation, spectral shape discrimination, and 
tonal pattern recognition suggest the need to consider 
possible long-term and short-term spectral cues that may 
be used to detect, discriminate, or identify many complex 
sounds.

Most of the chapters generally conclude, not only 
that the peripheral mechanisms of auditory tuning and 
simple temporal integration are inadequate to explain the 
hearing of complex sounds, but also that some fairly 
elaborate central processing must be involved. A few 
papers explicitly deal with selective attention, short­
term memory capacity, and other such cognitive 
constructs. It is clear that the "passive" auditory 
system is in fact very dynamic and can effectively be 
"programmed" to look like quite a variety of acoustic 
information processing devices. If we are to cope with 
such practical issues as auditory code learning (speech 
or non-speech), it is essential that we learn some of the 
primary limitations within which the central processor 
functions. How long can a sound be, if it is to be 
accurately recalled, or recognized later? How much of a 
complex sound must be processed "categorically," if any? 
Within what parameters must selective auditory attention 
function? Are there two auditory modes, one for speech 
and one for non-speech? Or, do we process very familiar 
sounds (e.g. speech in our native tongue) differently 
from novel sounds? Several papers made efforts to deal 
with these issues, but it is clear that a great deal
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remains to be done before we will understand the actual 
auditory processing that occurs at a cocktail party.

One fascinating line of thought carries on from the 
tradition of Gestalt Psychology. Certain organizing 
principles seem to be used when we hear a novel complex 
sound. Sometimes a portion of a total waveform "stands 
out", i.e. seems to be closer. That is an instance of 
auditory Gestalt perception. Those chapters concerned 
with Gestalt theory suggest a number of possible 
organizing rules for processing novel sounds. Certainly, 
frequency similarity is one of the potent determinants of 
forming a "figure" from the "background." It appears 
that musicians may be ahead of basic scientists in 
understanding some of these organizing axioms. Many of 
these concepts appear to be applicable whether we use 
speech and human communication, complex non-speech 
sounds, music, or an animal model, such as songbirds, as 
our tool for understanding auditory processing.

In general, the chapters in this book do two things. 
They provide many examples of why tuning and/or simple 
temporal integration are not sufficient mechanisms to 
account for the perception of complex sounds. They also 
review a variety of recent experimental findings that 
should be considered when models or theories of 
perceptual organization are proposed to describe auditory 
perception of complex sounds. These chapters provide a 
few answers and many, many questions. It is the latter, 
that indicates a rich future for the study of hearing.

5



THE DETECTION OF SPECTRAL SHAPE CHANGE
Leslie R. Bernstein, Virginia Richards, and David M. 
Green
Psychology Department, University of Florida, 
Gainesville, Florida, 32611, U.S.A.
Introduction

We describe several experiments involving the 
detection of a change in the spectral shape of a 
complex auditory signal, what we call profile-analysis. 
All of the experiments are discrimination tasks 
involving a broadband "standard" spectrum and some 
alteration of that spectrum produced by adding a 
"signal" to the standard. For all of the experiments 
described here, we used a standard composed of a set of 
equal-amplitude sinusoidal components. The spectrum 
of the standard was, therefore, essentially flat. In 
different experiments, various waveforms were added to 
this standard to create changes in its spectral shape, 
and the ability to detect such changes was measured.
In the first experiments, we describe how the relative 
phase among the components of the standard waveform 
influences the detection of a signal. The results are 
very simple. Phase seems to play no important role.
The detection of a change in spectral shape appears to 
depend only on changes in the power spectrum of the 
signal and is independent of the temporal waveform. 
Next, we describe how the detection of an increment in 
a single component depends on the frequency of that 
component. These results provide the basic data to 
evaluate complex changes in the whole spectrum, such as 
a sinusoidal ripple in the amplitudes of the components 
over the entire spectrum. Our data indicate that 
there is a sizable discrepancy between the ability to 
detect changes occurring over the entire spectrum and 
the ability to detect changes in single components.
Procedure

We used a two-alternative, forced-choice procedure 
to evaluate the detectability of the change in spectral 
shape. In one interval, the listener heard the 
"stardard" sound; in the other interval, the listener 
heard the "standard plus signal". The signal component 
was always added at a fixed phase relation to the 
standard component, generally in-phase. An adaptive
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two-down, one-up rule was used to estimate 70.7 % 
correct detection. The thresholds reported are the 
signal amplitude re the component of the standard to 
which the signal is added. A threshold of 0 dB means 
that the signal and standard components are equal in 
amplitude. Typically, the average threshold was based 
on at least 12 runs of 50 trials. Each sound was 
generated digitially and presented for about 100 msec.

The standard spectrum was composed of a sum of 
sinusoidal components. Except for one experiment where 
the number of components is varied, there were 21 
components extending in frequency from 200 to 5000 Hz. 
The ratio of the frequencies between sucessive 
components was constant; that is, the frequencies were 
spaced equally on a logarithmic scale. Because 
distance along the basilar membrane is proportional to 
the logarithm of frequency, our components provided a 
roughly uniform stimulus over the linear receptor 
surface of the cochlea.

One final experimental feature must be clearly 
understood. Because we are interested in the detection 
of a change in spectral shape, we must ensure that the 
observer is not simply discriminating a change in 
intensity at a single frequency region. To do this, 
we randomly varied the overall level of the sound on 
each and every presentation. The level of the sound 
was chosen from a rectangular distribution of intensity 
covering a range of 20 or 40 dB in 1 dB steps. The 
median level was about 50 to 60 dB SPL. Thus, while 
the "flat" standard might be presented at 71 dB, the 
altered spectrum, the "signal plus standard", might be 
presented at 34 dB on a given trial of the forced- 
choice procedure. The observer's task was to detect 
the sound with the altered spectral shape despite the 
difference in overall level.
Effects of phase

In most of the experiments concerning profile 
analysis, the phase of each component of the multitonal 
complex has been chosen at random and the same waveform 
(except for random variation of level) is presented 
during each "non-signal" interval. Therefore, the 
logical possibility exists that observers might 
recognize some aspect or aspects of the temporal 
waveform. If this were true, then discrimination could
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be based on some alteration of the temporal waveform 
during the "signal" interval rather than by a change in 
the spectral shape of the stimulus per se.

Green and Mason (1985) investigated this 
possibility directly with the following experimental 
manipulations. Multicomponent complexes were generated 
which consisted of 5, 11, 21, or 43 components spaced 
logarithmically. In all cases, the frequency of the 
lowest component was 200 Hz, the highest was 5 kHz.
The overall level of the complex was varied randomly 
over a 40 dB range across presentations with a median 
level of 45 dB SPL per component. The signal consisted 
of an increment to the 1-kHz, central component of the 
complex.

In what Green and Mason termed the "fixed-phase" 
condition, four different complexes were generated for 
each number of components (5, 11, 21, and 43) by 
randomly selecting the phases of each component. Note 
that for these fixed-phase conditions, the same 
waveform (except for random variation of overall level) 
occurred during each non-signal interval.

In what Green and Mason called the "random-phase" 
conditions, 88 different phase-randomizations of the 
multicomponent complex were generated. On each interval 
of each trial, one of the 88 waveforms was selected at 
random (with replacement) for presentation. Thus, the 
temporal waveforms generally differed on each 
presentation. The amplitude spectra, however, were 
identical.

Figure 1. Signal threshold 
(dB) as a function of the 
number of components in the 
complex. Open circlest data 
obtained for each of the four 
phase-randomizations when the 
phase of each component was 
fixed throughout a blocX of 
trials ("fixed-phase" 
condition). Filled trianglest 
data from the "random-phase" 
condition in which the phases 
of.the components were chosen 
at random on each 
presentation.

Number of Components in Complex

The results are presented in Figure 1. For each 
value of component number, the open circles represent
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the thresholds obtained for each of the four 
randomizations in the fixed-phase condition. The 
triangles represent the data obtained in the random- 
phase conditions. The results indicate that changing 
the phase of the individual components and thus the 
characteristics of the temporal waveform has little, if 
any, effect on discrimination even if the waveform is 
chosen at random on each and every presentation. These 
data are consistent with those obtained by Green,
Mason, and Kidd (1984) who generated waveforms 
utilizing a procedure similar to the fixed-phase 
condition described above.

The inability of changes in the phase of the 
individual components, and thus changes in the 
characteristics of the temporal waveform, to affect 
discrimination supports the view that, in these tasks, 
observers are, indeed, basing their judgements on 
changes in spectral shape.

The form of the function relating threshold to the 
number of components in the complex is one that has 
been replicated many times in our laboratory. In 
general, as the number of components and thus the 
density of the profile is increased from 3 to 11 or 21 
performance improves. An intuitive explanation for 
this result is that as the number of components which 
compose the profile is increased, additional 
independent bands or channels contribute to an estimate 
of the "level" of the profile.

Further increases in the density of the profile 
lead to decrements in performance and this trend is, 
for the most part, explained by simple masking. When 
the components are spaced so closely such that several 
components fall within the "critical band" of the 
signal, the addition of the signal produces a smaller 
relative increase in intensity and thus becomes more 
difficult to detect. In future publications we will 
present a more detailed analysis of these effects.
Frequency Effects

The results discussed above suggest that detection 
of an increment to a single component of a multi- 
component complex is based on changes in spectral 
shape. The phase relation among the components appears

9
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to have little, if any, effect on performance.
In exploring the nature of this process, one 

fundamental question is whether the frequency of the 
component which is incremented (the frequency region 
where the change in the power spectrum occurs) greatly 
influences the ability to detect a change in spectral 
shape.

This question also bears on that of how the 
auditory system codes intensity. There are, at least, 
two different mechanisms that have been proposed as the 
basis for detecting changes in the intensity of 
sinusoidal components. One is what we will call the 
"rate" model. It assumes that changes in acoustic 
intensity are coded as changes in the rate at which 
fibers of the eighth nerve fire. One limitation of 
this model is the fact that the firing rates of 
practically all auditory fibers saturate as the 
intensity of the stimulus is increased (Kiang 1965? 
Sachs and Abbas, 1974? Evans and Palmer, 1980). The 
dynamic range of firing rate for many fibers is only 
about 20 to 30 dB. On the other hand, it is possible 
that there is some residual information in small 
changes of rate even at the highest stimulus levels 
where the amount of change produced by increasing the 
intensity of the stimulus is small. There is also the 
question of how one should regard saturation when one 
considers the entire populatiqn of fibers which may 
respond to a given stimulus in that different 
populations of fibers may saturate at different 
intensities.

A second view of intensity coding stresses the 
temporal characteristics of neural discharges. Sachs 
and Young (1979) and Young and Sachs(1979) have 
demonstrated that "neural spectograms" based on neural 
synchrony measures preserve the shape of speech spectra 
better than those based on firing rate. We were, 
therefore, particularly interested in how well 
observers could detect a change in spectral shape at 
very high frequencies. At the highest frequencies, 
above 2000 Hz, neural synchrony deteriorates and, if 
that code were used to signal changes in spectral 
shape, then the ability to detect such alterations in 
the acoustic spectrum should also deteriorate.

In one previous study, Green and Mason (1985), we
10
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made some measurements of how the locus in frequency 
affects the ability to detect a change in a complex 
spectrum. Our results suggested that the mid-frequency 
region, 500 to 2000 Hz, yielded the best performanace 
but variability among the different observers was 
sizable. Also, those data may have been contaminated 
by the listeners having received substantial prior 
practice with signals which were in the middle of the 
range.

The results of our most extensive experiment 
(Green, Onsan, and Forrest, 1986) on this issue are 
shown in Figure 2. The standard spectrum is a complex 
of 21-components, all equal in amplitude and equally 
spaced in logarithmic frequency. The overall level of 
the standard was varied over a 20-dB range with a 
median level of 40 dB SPL per component. The signal, 
whose frequency is plotted along the abscissa of the 
figure, was an increment in the intensity of a single 
component. The ordinate, like that of Fig. 1, is the 
signal level re the component level to which it was 
added. The results show that best detection occurs in a 
frequency range of 300 to 3000 Hz, with only a mild 
deterioration occurring at the higher and lower 
frequencies. If detection of an increment in this task 
were mediated by changes in neural synchrony, one would 
expect to observe considerably poorer performance at 
the highest frequencies as compared to the middle and 
low frequencies. This did not occur.

200 1000 5000

FREQUENCY IN Hr

One other result from this recent study also 
deserves mention. The experiment described immediately 
above was repeated with one important exception. The 
median level of the standard was 60 rather than 40 dB 
SPL. This higher intensity level would be expected to
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produce firing rates at or close to saturation in 
nearly all fibers. Despite this fact, the thresholds 
obtained were, in almost all cases, lower than those 
obtained at the lower intensity level.

In conclusion, these two results do not afford a 
determination of the underlying neural code which 
mediates the detection of a change of spectral shape in 
our experiments.
Complex Spectral Changes

The experiments described above involve changes in 
the intensity of a single component of the multi- 
component profile (a "bump" in the spectrum). We now 
turn our attention to more complicated manipulations, 
experiments in which the intensities of several 
components of the spectrum were altered simultaneously. 
A primary goal of these experiments was to determine 
whether listeners* ability to detect these complex 
changes could be predicted on the basis of their 
sensitivity to changes in the intensity of a single 
component in the profile.

Figure 3. Three different 
frequencies, k, using 
sinusoidal variation. The 
signal amplitude at each 
component frequency is given 
by Eq. 1 and is added to the 
standard with a relative 
amplitude about 1/5 the 
standard amplitude.

Once again, a flat, "standard" composed of 
logarithmically spaced components ranging from 200 to 
5000 Hz was used. The signal, however had an 
amplitude-spectrum that varied sinusoidally. The 
amplitude of the ith component, a[i], was given by

a[i] = sin( 2 * pi * k * i/M ) i=l,M Eq. 1
where k represents the "frequency" of the variation and 
M is the number of components presented. We refer to 
this variation in amplitude as a "sinusoidally rippled" 
spectrum, and to k as the "ripple frequency". Figure 3 
illustrates the result of in-phase addition of the
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"standard" and the "signal" of for case M=21. The 
three values of k are as indicated. Cosinusoidally 
rippled amplitude spectra have also been examined.
Such signals are generated as described above, except 
that the sine term of Eq. 1 is replaced by cosine.

Two points deserve note. The first is that k, the 
frequency of the ripple, is restricted by the number of 
components. This value must be smaller than one half 
the number of components (k < M/2). Second, changing 
the value of k does not alter the signal's root-mean- 
square (RMS) amplitude. All values of k produce the 
same a[i]'s, only their order is changed.

Thresholds were measured as the RMS amplitude of 
the signal re the RMS amplitude of the standard.
Values of k ranged from 1 to 10. Thresholds were 
virtually constant for all values of k (ripple 
frequency) and type of varialtion (sine or cosine), 
with an average of -24.5 dB across all conditions 
(Green, Onsan and Forrest, 1986).

These data define a modulation transfer function 
(MTF). Interestingly, this function is flat rather 
than exhibiting the low-pass characteristic that is 
typically observed in sensory psychophysics. Because k 
may not exceed 10 for this 21-component complex, we 
were unable to investigate higher ripple frequencies 
and thus to assess more completely the form of the MTF. 
Undoubtedly, thresholds would increase if the ripple 
frequency were sufficiently large. We are currently 
examining the effect of greater ripple frequencies by 
using profiles composed of a greater number of 
components. These data will allow us to describe more 
fully the MTF i.e., the relation between the frequency 
of the ripple and detectability.

Finally, let us compare the rippled specrtum 
thresholds with predictions based on the ability to 
discriminate a bump in the spectrum; data obtained 
using increments to a single component of the profile. 
Because the ability to detect an increment in a single 
component of a 21 component spectrum is, to a first 
approximation, independent of the frequency of the 
signal (Fig. 2), one may predict the threshold for 
these 21 component rippled spectra. If we assume that 
the information concerning changes in the intensity of 
each of the signal's 21 channels is processed

13
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independently and that d 1 is proportional to pressure, 
then the optimal combination is the one in which the 
squared d* for the complex stimulus is equal to the sum 
of the squared d's associated with the each of the 
channels (Green and Swets, 1966). This leads to the 
expectation that the detectability will be improved by 
the square root of 21.

The process is as follows. The detection of a 
bump in a flat profile leads to thresholds of about -16 
dB. This translates to a pressure of 0.16 relative to 
the standard. Thus, we would expect that the average 
pressure per component for a 21 component signal to be 
0.16/421 or 0.035 (relative to the standard) which is 
equivalent to an RMS amplitude of -29 dB. This value 
is 4.5 dB smaller than the mean of -24.5 dB observed. 
Thus, performance on the complex spectral shape 
discrimination task is poorer than expected based on 
the data collected using changes in the intensity of a 
single component in the spectrum.

One could argue, of course, that there are less 
than 21 independent estimates of the spectrum. This is 
certainly possible, but two points argue against it.
The first is that only six or seven independent 
channels across the 200 to 5000 Hz range are needed in 
order to acheive the level of performance found in 
using the rippled spectra. Second, if the different 
components are not processed independently, then 
increasing the ripple frequency would be expected to 
produce increases in discrimination thresholds.
Rather, we find that ripple frequency does not affect 
threshold levels over the range of values tested, and 
that the thresholds obtained using complex, rippled 
spectra fall short of those expected based on the 
results of discrimination of changes in a single 
component of the profile.
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Auditory discrimination of complex sounds: The effects
of amplitude perturbation on spectral shape 
dis criminat ion.

Gerald Kidd, Jr.
Department of Communication Disorders, Boston University, 
48 Cummington Street, Boston, Massachusetts.02215

This paper describes some of the conditions 
limiting performance in spectral shape discrimination 
experiments. Specifically examined is the relationship 
between detection of an alteration in a broadband 
reference spectrum, the effects of ’’random perturbation” 
in amplitude of the reference spectrum and the infor­
mation available to the observer in sequential stimulus 
presentations. The experimental results help illustrate 
the complexities of devising a comprehensive model of 
’’auditory profile analysis".

INTRODUCTION
The work described in this paper is based on a 

series of experiments performed during the past four 
years dealing with the perception of complex sounds.
The author’s collaborators on portions of this work were 
David M. Green, Thomas E. Hanna and Christine R. Mason.

From infancy, human listeners learn to identify a 
vast number of complex, nonspeech sounds based on their 
characteristic patterns of time-varying acoustic energy. 
Thus, we are able to detect, locate, attend to, and 
derive information from a multitude of sound sources in 
our environment.

As a result of the availability of electronic sound 
production equipment over one-half century ago, the 
study of auditory perception has focused on relating 
observer’s perceptions to simple acoustic signals. Pure 
tones, and to some degree, bands of random noise, are 
readily characterized by the perceptual correlates of 
intensity, frequency and duration; that is, loudness, 
pitch and apparent duration. Further, it is relatively 
easy to vary the physical properties of these signals in 
a well-defined manner and expect that detectability or 
discriminability will also vary in an orderly and 
meaningful way.

An important goal of current research in audition 
is to relate the theories and models developed over the
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past half-century using simple acoustic signals to 
listener’s auditory behavior in the complex, time- 
varying acoustic environment we live in. This is now a 
realistic goal because the technical tools have become 
available for generating complex sounds of arbitrary 
composition quickly and accurately. Just as the advent 
of modern electronics expanded and shaped auditory 
research early in the century, so has the availability 
of low-cost digital computers allowed the synthesis of 
virtually any physically realizable waveform. Thus, it 
is possible to devise a whole new class of experiments 
that would have been difficult, if not impossible, 
twenty years ago.

As the technical limitations on research in complex 
sound perception disappear, fundamental questions remain 
about what should be measured, how we should measure it 
and why it is important. Which aspects of complex 
acoustic signals have meaningful perceptual correlates? 
Which physical properties of sounds may be varied to 
produce orderly detection or discrimination functions 
that teach us something about perception of complex 
sounds in the ’’real world”?

Kidd - Spectral Shape

EXPERIMENTAL RESULTS AND DISCUSSION
The experiments described in this paper were 

designed to measure the discriminability of complex 
sounds on the basis of spectral shape. Spectral shape 
discrimination, per se, received relatively little 
attention untii a recent series of papers by Green and 
his colleagues from Harvard University (Spiegel et al., 
1981; Spiegel and Green, 1982; Green et al., 1983;
Green and Kidd, 1983; Green, 1983; Green et al., 1984; 
Mason et al,, 1984; Green and Mason, 1985; Kidd, Mason 
and Green, 1986). The basic paradigm requires that the 
listener detect an alteration (such as an intensity 
increment or decrement) to a broadband spectrum. While 
such a measurement would seem to be a minor variant on 
the traditional tone-in-noise masking experiment, one 
important improvisation was added by Spiegel et al. 
(1981). They limited the usefulness of choosing the 
more intense sound of each pair by randomly ’’roving" 
the overall level of each sound from interval to inter­
val of every 2AFC trial. They used the term "profile 
analysis" to describe the process whereby changes in 
spectral shape were discriminable. The first figure is 
a schematic of common reference and comparison stimuli 
that are used in spectral shape discrimination experi-
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merits. In this figure, two complex, multitone spectra 
are shown. The spectrum on the left is the reference 
spectrum and is composed of 21 equal-amplitude tones 
equally spaced in logarithmic frequency from 200 to 5000 
Hz. The spectrum on the right is the comparison 
spectrum and is identical to that on the left, except 
that a signal has been added. The signal is a 1000 Hz 
sinusoid added in-phase to the 1000 Hz component of the 
reference spectrum. The result of the addition of the 
signal is an increment in the amplitude of a part of the 
reference spectrum. The listener may discriminate 
between the two sounds on the basis of a qualitative cue 
that reflects an alteration in the shape of the refer­
ence spectrum. To assure that discrimination is based 
on spectral shape, however, a within-trial random rove 
of the overall level of the sounds is employed. Thus, 
as shown in Figure 1, the nonsignal stimulus may have a 
greater overall SPL than the sound containing the signal 
limiting the usefulness of overall level as a cue in 
discrimination. All of the experimental results des­
cribed in this paper were obtained using a 40-dB within- 
trial random rove of overall level. If the listener 
were to attend to the output of a single critical band 
centered on the 1000 Hz component, that level would 
contain little useful information. In this procedure, 
the level of any given sound is chosen randomly from a 
rectangular distribution of levels (cf. Mason et al., 
1984).

The procedure of randomly roving the value of a 
reference sound to limit the information available for 
discrimination has been widely used in auditory 
psychophysics. For example, Harris (1952) used a 
"roving standard" frequency to measure the effects of
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Figure 1. Multitone spectra used in spectral shape 
discrimination experiments.

18


