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## PREFACE

This book has grown out of the Linear Analysis course given in Cambridge on numerous occasions for the third-year undergraduates reading mathematics. It is intended to be a fairly concise, yet readable and down-to-earth, introduction to functional analysis, with plenty of challenging exercises. In common with many authors, I have tried to write the kind of book that I would have liked to have learned from as an undergraduate. I am convinced that functional analysis is a particularly beautiful and elegant area of mathematics, and I have tried to convey my enthusiasm to the reader.

In most universities, the courses covering the contents of this book are given under the heading of Functional Analysis; the name Linear Analysis has been chosen to emphasize that most of the material in on linear functional analysis. Functional Analysis, in its wide sense, includes partial differential equations, stochastic theory and non-commutative harmonic analysis, but its core is the study of normed spaces, together with linear functionals and operators on them. That core is the principal topic of this volume.

Functional analysis was born around the turn of the century, and within a few years, after an amazing burst of development, it was a wellestablished major branch of mathematics. The early growth of functional analysis was based on 19th century Italian function theory, and was given a great impetus by the birth of Lebesgue's theory of integration. The subject provided (and provides) a unifying framework for many areas: Fourier Analysis, Differential Equations, Integral Equations, Approximation Theory, Complex Function Theory, Analytic Number Theory, Measure Theory, Stochastic Theory, and so on.

From the very beginning, functional analysis was an international subject, with the major contributions coming from Germany, Hungary, Poland, England and Russia: Fisher, Hahn, Hilbert, Minkowski and Radon from Germany, Fejér, Haar, von Neumann, Frigyes Riesz and Marcel Riesz from Hungary, Banach, Mazur, Orlicz, Schauder, Sierpiński and Steinhaus from Poland, Hardy and Littlewood from England, Gelfand, Krein and Milman from Russia. The abstract theory of normed spaces was developed in the 1920s by Banach and others, and was presented as a fully fledged theory in Banach's epoch-making monograph, published in 1932.

The subject of Banach's classic is at the heart of our course; this material is supplemented with a body of other fundamental results and some pointers to more recent developments.

The theory presented in this book is best considered as the natural continuation of a sound basic course in general topology. The reader would benefit from familiarity with measure theory, but he will not be at a great disadvantage if his knowledge of measure theory is somewhat shaky or even non-existent. However, in order to fully appreciate the power of the results, and, even more, the power of the point of view, it is advisable to look at the connections with integration theory, differential equations, harmonic analysis, approximation theory, and so on.

Our aim is to give a fast introduction to the core of linear analysis, with emphasis on the many beautiful general results concerning abstract spaces. An important feature of the book is the large collection of exercises, many of which are testing, and some of which are quite difficult. An exercise which is marked with a plus is thought to be particularly difficult. (Needless to say, the reader may not always agree with this value judgement.) Anyone willing to attempt a fair number of the exercises should obtain a thorough grounding in linear analysis.

To help the reader, definitions are occasionally repeated, various basic facts are recalled, and there are reminders of the notation in several places.

The third-year course in Cambridge contains well over half of the contents of this book, but a lecturer wishing to go at a leisurely pace will find enough material for two terms (or semesters). The exercises should certainly provide enough work for two busy terms.

There are many people who deserve my thanks in connection with this book. Undergraduates over the years helped to shape the course; numerous misprints were found by many undergraduates, including John Longley, Gábor Megyesi, Anthony Quas, Alex Scott and Alan Stacey.

I am grateful to Dr Pete Casazza for his comments on the completed manuscript. Finally, I am greatly indebted to Dr Imre Leader for having suggested many improvements to the presentation.

Cambridge, May 1990
Béla Bollobás

For this second edition, I have taken the opportunity to correct a number of errors and oversights. I am especially grateful to R. B. Burckel for providing me with a list of errata.
B. B.

## 1. BASIC INEQUALITIES

The arsenal of an analyst is stocked with inequalities. In this chapter we present briefly some of the simplest and most useful of these. It is an indication of the size of the subject that, although our aims are very modest, this chapter is rather long.

Perhaps the most basic inequality in analysis concerns the arithmetic and geometric means; it is sometimes called the AM-GM inequality. The arithmetic mean of a sequence $a=\left(a_{1}, \ldots, a_{n}\right)$ of $n$ reals is

$$
A(a)=\frac{1}{n} \sum_{i=1}^{n} a_{i} ;
$$

if each $a_{i}$ is non-negative then the geometric mean is

$$
G(a)=\left(\prod_{i=1}^{n} a_{i}\right)^{1 / n},
$$

where the non-negative $n$th root is taken.
Theorem 1. The geometric mean of $n$ non-negative reals does not exceed their arithmetic mean: if $a=\left(a_{1}, \ldots, a_{n}\right)$ then

$$
\begin{equation*}
G(a) \leqslant A(a) . \tag{1}
\end{equation*}
$$

Equality holds iff $a_{1}=\cdots=a_{n}$.
Proof. This inequality has many simple proofs; the witty proof we shall present was given by Augustin-Louis Cauchy in his Cours d'Analyse (1821). (See Exercise 1 for another proof.) Let us note first that the theorem holds for $n=2$. Indeed,

$$
\left(a_{1}-a_{2}\right)^{2}=a_{1}^{2}-2 a_{1} a_{2}+a_{2}^{2} \geqslant 0 ;
$$

SO

$$
\left(a_{1}+a_{2}\right)^{2} \geqslant 4 a_{1} a_{2}
$$

with equality iff $a_{1}=a_{2}$.
Suppose now that the theorem holds for $n=m$. We shall show that it holds for $n=2 m$. Let $a_{1}, \ldots, a_{m}, b_{1}, \ldots, b_{m}$ be non-negative reals. Then

$$
\begin{aligned}
\left(a_{1} \ldots a_{m} b_{1} \ldots b_{m}\right)^{1 / 2 m} & =\left\{\left(a_{1} \ldots a_{m}\right)^{1 / m}\left(b_{1} \ldots b_{m}\right)^{1 / m}\right\}^{1 / 2} \\
& \leqslant \frac{1}{2}\left\{\left(a_{1} \ldots a_{m}\right)^{1 / m}+\left(b_{1} \ldots b_{m}\right)^{1 / m}\right\} \\
& \leqslant \frac{1}{2}\left(\frac{a_{1}+\ldots+a_{m}}{m}+\frac{b_{1}+\ldots+b_{m}}{m}\right) \\
& =\frac{a_{1}+\ldots+a_{m}+b_{1}+\ldots+b_{m}}{2 m}
\end{aligned}
$$

If equality holds then, by the induction hypothesis, we have $a_{1}=$ $\cdots=a_{m}=b_{1}=\cdots=b_{m}$. This implies that the theorem holds whenever $n$ is a power of 2 .

Finally, suppose $n$ is an arbitrary integer. Let

$$
n<2^{k}=N \quad \text { and } \quad a=\frac{1}{n} \sum_{i=1}^{n} a_{i}
$$

Set $a_{n+1}=\cdots=a_{N}=a$. Then

$$
\prod_{i=1}^{N} a_{i}=a^{N-n} \prod_{i=1}^{n} a_{i} \leqslant\left(\frac{1}{N} \sum_{i=1}^{N} a_{i}\right)^{N}=a^{N}
$$

so

$$
\prod_{i=1}^{n} a_{i} \leqslant a^{n}
$$

with equality iff $a_{1}=\cdots=a_{N}$, in other words iff $a_{1}=\cdots=a_{n}$.
In 1906 Jensen obtained some considerable extensions of the AM-GM inequality. These extensions were based on the theory of convex functions, founded by Jensen himself.

A subset $D$ of a real vector space is convex if every convex linear combination of a pair of points of $D$ is in $D$, i.e. if $x, y \in D$ and $0<t<1$ imply that $t x+(1-t) y \in D$. Note that if $D$ is convex, $x_{1}, \ldots, x_{n} \in D, \quad t_{1}, \ldots, t_{n}>0 \quad$ and $\quad \sum_{i=1}^{n} t_{i}=1$ then $\sum_{i=1}^{n} t_{i} x_{i} \in D$.

Indeed, assuming that a convex linear combination of $n-1$ points of $D$ is in $D$, we find that

$$
x_{2}^{\prime}=\sum_{i=2}^{n} \frac{t_{i}}{1-t_{1}} x_{i} \in D
$$

and so

$$
\sum_{i=1}^{n} t_{i} x_{i}=t_{1} x_{1}+\left(1-t_{1}\right) x_{2}^{\prime} \in D .
$$

Given a convex subset $D$ of a real vector space, a function $f: D \rightarrow \mathbb{R}$ is said to be convex if

$$
\begin{equation*}
f(t x+(1-t) y) \leqslant t f(x)+(1-t) f(y) \tag{2}
\end{equation*}
$$

whenever $x, y \in D$ and $0<t<1$. We call $f$ strictly convex if it is convex and, moreover, $f(t x+(1-t) y)=t f(x)+(1-t) f(y)$ and $0<t<1$ imply that $x=y$. Thus $f$ is strictly convex if strict inequality holds in (2) whenever $x \neq y$ and $0<t<1$. A function $f$ is concave if $-f$ is convex and it is strictly concave if $-f$ is strictly convex. Clearly, $f$ is convex iff the set $\{(x, y) \in D \times \mathbb{R}: y \geqslant f(x)\}$ is convex.
Furthermore, a function $f: D \rightarrow \mathbb{R}$ is convex (concave, ...) iff its restriction to every interval $[a, b]=\{t a+(1-t) b: 0 \leqslant t \leqslant 1\}$ in $D$ is convex (concave, ...). Rolle's theorem implies that if $f:(a, b) \rightarrow \mathbb{R}$ is differentiable then $f$ is convex iff $f^{\prime}$ is increasing and $f$ is concave iff $f^{\prime}$ is decreasing. In particular, if $f$ is twice differentiable and $f^{\prime \prime} \geqslant 0$ then $f$ is convex, while if $f^{\prime \prime} \leqslant 0$ then $f$ is concave. Also, if $f^{\prime \prime}>0$ then $f$ is strictly convex and if $f^{\prime \prime}<0$ then $f$ is strictly concave.

The following simple result is often called Jensen's theorem; in spite of its straightforward proof, the result has a great many applications.

Theorem 2. Let $f: D \rightarrow \mathbb{R}$ be a concave function. Then

$$
\begin{equation*}
\sum_{i=1}^{n} t_{i} f\left(x_{i}\right) \leqslant f\left(\sum_{i=1}^{n} t_{i} x_{i}\right) \tag{3}
\end{equation*}
$$

whenever $x_{1}, \ldots, x_{n} \in D, t_{1}, \ldots, t_{n} \in(0,1)$ and $\sum_{i=1}^{n} t_{i}=1$. Furthermore, if $f$ is strictly concave then equality holds in (3) iff $x_{1}=\cdots=x_{n}$.

Proof. Let us apply induction on $n$. As for $n=1$ there is nothing to prove and for $n=2$ the assertions are immediate from the definitions, let us assume that $n \geqslant 3$ and the assertions hold for smaller values of $n$.

Suppose first that $f$ is concave, and let

$$
x_{1}, \ldots, x_{n} \in D, \quad t_{1}, \ldots, t_{n} \in(0,1) \quad \text { with } \sum_{i=1}^{n} t_{i}=1
$$

For $i=2, \ldots, n$, set $t_{i}^{\prime}=t_{i} /\left(1-t_{1}\right)$, so that $\sum_{i=2}^{n} t_{i}^{\prime}=1$. Then, by applying the induction hypothesis twice, first for $n-1$ and then for 2 , we find that

$$
\begin{aligned}
\sum_{i=1}^{n} t_{i} f\left(x_{i}\right) & =t_{1} f\left(x_{1}\right)+\left(1-t_{1}\right) \sum_{i=2}^{n} t_{i}^{\prime} f\left(x_{i}\right) \\
& \leqslant t_{1} f\left(x_{1}\right)+\left(1-t_{1}\right) f\left(\sum_{i=2}^{n} t_{i} x_{i}\right) \\
& \leqslant f\left(t_{1} x_{1}+\left(1-t_{1}\right) \sum_{i=2}^{n} t_{i}^{\prime} x_{i}\right) \\
& =f\left(\sum_{i=1}^{n} t_{i} x_{i}\right) .
\end{aligned}
$$

If $f$ is strictly concave, $n \geqslant 3$ and not all $x_{i}$ are equal then we may assume that not all of $x_{2}, \ldots, x_{n}$ are equal. But then

$$
\left(1-t_{1}\right) \sum_{i=2}^{n} t_{i}^{\prime} f\left(x_{i}\right)<\left(1-t_{1}\right) f\left(\sum_{i=2}^{n} t_{i}^{\prime} x_{i}\right) ;
$$

so the inequality in (3) is strict.
It is very easy to recover the AM-GM inequality from Jensen's theorem: $\log x$ is a strictly concave function from $(0, \infty)$ to $\mathbb{R}$, so for $a_{1}, \ldots, a_{n}>0$ we have

$$
\frac{1}{n} \sum_{i=1}^{n} \log a_{i} \leqslant \log \sum_{i=1}^{n} \frac{a_{i}}{n},
$$

which is equivalent to (1). In fact, if $t_{1}, \ldots, t_{n}>0$ and $\sum_{i=1}^{n} t_{i}=1$ then

$$
\begin{equation*}
\sum_{i=1}^{n} t_{i} \log x_{i} \leqslant \log \sum_{i=1}^{n} t_{i} x_{i}, \tag{4}
\end{equation*}
$$

with equality iff $x_{1}=\cdots=x_{n}$, giving the following extension of Theorem 1.

Theorem 3. Let $a_{1}, \ldots, a_{n} \geqslant 0$ and $p_{1}, \ldots, p_{n}>0$ with $\sum_{i=1}^{n} p_{i}=1$. Then

$$
\begin{equation*}
\prod_{i=1}^{n} a_{i}^{p_{i}} \leqslant \sum_{i=1}^{n} p_{i} a_{i} \tag{5}
\end{equation*}
$$

with equality iff $a_{1}=\cdots=a_{n}$.
Proof. The assertion is trivial if some $a_{i}$ is 0 ; if each $a_{i}$ is positive, the assertion follows from (4).

The two sides of (5) can be viewed as two different means of the sequence $a_{1}, \ldots, a_{n}$ : the left-hand side is a generalized geometric mean and the right-hand side is a generalized arithmetic mean, with the various terms and factors taken with different weights. In fact, it is rather natural to define a further extension of these notions.

Let us fix $p_{1}, \ldots, p_{n}>0$ with $\sum_{i=1}^{n} p_{i}=1$ : the $p_{i}$ will play the role of weights or probabilities. Given a continuous and strictly monotonic function $\varphi:(0, \infty) \rightarrow \mathbb{R}$, the $\varphi$-mean of a sequence $a=\left(a_{1}, \ldots, a_{n}\right)$ ( $a_{i}>0$ ) is defined as

$$
M_{\varphi}(a)=\varphi^{-1}\left(\sum_{i=1}^{n} p_{i} \varphi\left(a_{i}\right)\right)
$$

Note that $M_{\varphi}$ need not be rearrangement invariant: for a permutation $\pi$ the $\varphi$-mean of a sequence $a_{1}, \ldots, a_{n}$ need not equal the $\varphi$-mean of the sequence $a_{\pi(1)}, \ldots, a_{\pi(n)}$. Of course, if $p_{1}=\cdots=p_{n}=1 / n$ then every $\varphi$-mean is rearrangement invariant.

It is clear that

$$
\min _{1 \leqslant i \leqslant n} a_{i} \leqslant M_{\varphi}(a) \leqslant \max _{1 \leqslant i \leqslant n} a_{i}
$$

In particular, the mean of a constant sequence $\left(a_{0}, \ldots, a_{0}\right)$ is precisely $a_{0}$.

For which pairs $\varphi$ and $\psi$ are the means $M_{\varphi}$ and $M_{\psi}$ comparable? More precisely, for which pairs $\varphi$ and $\psi$ is it true that $M_{\varphi}(a) \leqslant M_{\psi}(a)$ for every sequence $a=\left(a_{1}, \ldots, a_{n}\right) \quad\left(a_{i}>0\right)$ ? It may seem a little surprising that Jensen's theorem enables us to give an exact answer to these questions (see Exercise 31).

Theorem 4. Let $p_{1}, \ldots, p_{n}>0$ be fixed weights with $\sum_{i=1}^{n} p_{i}=1$ and let $\varphi, \psi:(0, \infty) \rightarrow \mathbb{R}$ be continuous and strictly monotone functions, such that $\varphi \psi^{-1}$ is concave if $\varphi$ is increasing and convex if $\varphi$ is decreasing. Then

$$
M_{\varphi}(a) \leqslant M_{\psi}(a)
$$

for every sequence $a=\left(a_{1}, \ldots, a_{n}\right)\left(a_{i}>0\right)$. If $\varphi \psi^{-1}$ is strictly concave (respectively, strictly convex) then equality holds iff $a_{1}=\cdots=a_{n}$.

Proof. Suppose that $\varphi$ is increasing and $\varphi \psi^{-1}$ is concave. Set $b_{i}=\psi\left(a_{i}\right)$ and note that, by Jensen's theorem,

$$
\begin{aligned}
M_{\varphi}(a)=\varphi^{-1}\left(\sum_{i=1}^{n} p_{i} \varphi\left(a_{i}\right)\right) & =\varphi^{-1}\left(\sum_{i=1}^{n} p_{i}\left(\varphi \psi^{-1}\right)\left(b_{i}\right)\right) \\
& \leqslant \varphi^{-1}\left(\left(\varphi \psi^{-1}\right)\left\{\sum_{i=1}^{n} p_{i} b_{i}\right\}\right) \\
& =\psi^{-1}\left(\sum_{i=1}^{n} p_{i} \psi\left(a_{i}\right)\right)=M_{\psi}(a)
\end{aligned}
$$

If $\varphi \psi^{-1}$ is strictly concave and not all $a_{i}$ are equal then the inequality above is strict since not all $b_{i}$ are equal.

The case when $\varphi$ is decreasing and $\varphi \psi^{-1}$ is convex is proved analogously.

When studying the various means of positive sequences, it is convenient to use the convention that $a$ stands for a sequence $\left(a_{1}, \ldots, a_{n}\right)$, $b$ for a sequence ( $b_{1}, \ldots, b_{n}$ ) and so on; furthermore,

$$
\begin{aligned}
a^{-1} & =\frac{1}{a}=\left(a_{1}^{-1}, \ldots, a_{n}^{-1}\right), & a+x & =\left(a_{1}+x, \ldots, a_{n}+x\right)
\end{aligned} \quad\left(x \in \mathbb{R}^{+}\right),
$$

and so on.
If $\varphi(t)=t^{r}(-\infty<r<\infty, r \neq 0)$ then one usually writes $M_{r}$ for $M_{\varphi}$. For $r>0$ we define the mean $M_{r}$ for all non-negative sequences: if $a=\left(a_{1}, \ldots, a_{n}\right)\left(a_{i} \geqslant 0\right)$ then

$$
M_{r}(a)=\left(\sum_{i=1}^{n} p_{i} a_{i}^{r}\right)^{1 / r}
$$

Note that if $p_{1}=\cdots=p_{n}=1 / n$ then $M_{1}$ is the usual arithmetic mean $A, M_{2}$ is the quadratic mean and $M_{-1}$ is the harmonic mean. As an immediate consequence of Theorem 4, we shall see that $M_{r}$ is a continuous monotone increasing function of $r$.

In fact, $M_{r}(a)$ has a natural extension from $(-\infty, 0) \cup(0, \infty)$ to the whole of the extended real line $[-\infty, \infty]$ such that $M_{r}(a)$ is a continuous monotone increasing function. To be precise, put

$$
M_{\infty}(a)=\max _{1 \leqslant i \leqslant n} a_{i}, \quad M_{-\infty}(a)=\min _{1 \leqslant i \leqslant n} a_{i}, \quad M_{0}(a)=\prod_{i=1}^{n} a_{i}^{p_{i}}
$$

Thus $M_{0}(a)$ is the weighted geometric mean of the $a_{i}$. It is easily checked that we have $M_{r}(a)=\left\{M_{-r}\left(a^{-1}\right)\right\}^{-1}$ for all $r(-\infty \leqslant r \leqslant \infty)$.

Theorem 5. Let $a=\left(a_{1}, \ldots, a_{n}\right)$ be a sequence of positive numbers, not all equal. Then $M_{r}(a)$ is a continuous and strictly increasing function of $r$ on the extended real line $-\infty \leqslant r \leqslant \infty$.

Proof. It is clear that $M_{r}(a)$ is continuous on $(-\infty, 0) \cup(0, \infty)$. To show that it is strictly increasing on this set, let us fix $r$ and $s$, with $-\infty<r<s<\infty, r \neq 0$ and $s \neq 0$. If $0<r$ then $t^{r}$ is an increasing function of $t>0$, and $t^{r / s}$ is a concave function, and if $r<0$ then $t^{r}$ is decreasing and $t^{r / s}$ is convex. Hence, by Theorem 4, we have $M_{r}(a)<M_{s}(a)$.

Let us write $A(a)$ and $G(a)$ for the weighted arithmetic and geometric means of $a=\left(a_{1}, \ldots, a_{n}\right)$, i.e. set

$$
A(a)=M_{1}(a)=\sum_{i=1}^{n} p_{i} a_{i} \quad \text { and } \quad G(a)=M_{0}(a)=\prod_{i=1}^{n} a_{i}^{p_{i}} .
$$

To complete the proof of the theorem, all we have to do is to show that

$$
M_{\infty}(a)=\lim _{r \rightarrow \infty} M_{r}(a), \quad M_{-\infty}(a)=\lim _{r \rightarrow-\infty} M_{r}(a), \quad G(a)=\lim _{r \rightarrow 0} M_{r}(a) .
$$

The proofs of the first two assertions are straightforward. Indeed, let $1 \leqslant m \leqslant n$ be such that $a_{m}=M_{\infty}(a)$. Then for $r>0$ we have

$$
M_{r}(a) \geqslant\left(p_{m} a_{m}^{r}\right)^{1 / r}=p_{m}^{1 / r} a_{m} ;
$$

so $\liminf _{r \rightarrow \infty} M_{r}(a) \geqslant a_{m}=M_{\infty}(a)$. Since $M_{r}(a) \leqslant M_{\infty}(a)$ for every $r$, we have $\lim _{r \rightarrow \infty} M_{r}(a)=M_{\infty}(a)$, as required. Also,

$$
M_{-\infty}(a)=\left\{M_{\infty}\left(a^{-1}\right)\right\}^{-1}=\left\{\lim _{r \rightarrow \infty} M_{r}\left(a^{-1}\right)\right\}^{-1}=\lim _{r \rightarrow-\infty} M_{r}(a) .
$$

The final assertion, $G(a)=\lim _{r \rightarrow 0} M_{r}(a)$, requires a little care. In keeping with our conventions, for $-\infty<r<\infty(r \neq 0)$ let us write $a^{r}=\left(a_{1}^{r}, \ldots, a_{n}^{r}\right)$. Then, clearly,

$$
M_{r}(a)=A\left(a^{r}\right)^{1 / r} .
$$

Also, it is immediate that

$$
\lim _{r \rightarrow 0} \frac{1}{r}\left(a_{i}^{r}-1\right)=\left.\frac{\partial}{\partial r} \mathrm{e}^{r \log a_{i}}\right|_{r=0}=\log a_{i}
$$

and so

$$
\begin{equation*}
\lim _{r \rightarrow 0} \frac{1}{r}\left\{A\left(a^{r}\right)-1\right\}=\log G(a) \tag{6}
\end{equation*}
$$

Since

$$
\log t \leqslant t-1
$$

for every $t>0$, if $r>0$ then

$$
\log G(a)=\frac{1}{r} \log G\left(a^{r}\right) \leqslant \frac{1}{r} \log A\left(a^{r}\right) \leqslant \frac{1}{r}\left\{A\left(a^{r}\right)-1\right\}
$$

Letting $r \rightarrow 0$, we see from (6) that the right-hand side tends to $\log G(a)$ and so

$$
\lim _{r \rightarrow 0+} \log M_{r}(a)=\lim _{r \rightarrow 0+} \frac{1}{r} \log A\left(a^{r}\right)=\log G(a)
$$

implying

$$
\lim _{r \rightarrow 0+} M_{r}(a)=G(a)
$$

Finally,

$$
\lim _{r \rightarrow 0-} M_{r}(a)=\lim _{r \rightarrow 0+}\left\{M_{r}\left(a^{-1}\right)\right\}^{-1}=G\left(a^{-1}\right)^{-1}=G(a)
$$

The most frequently used inequalities in functional analysis are due to Hölder, Minkowski, Cauchy and Schwarz. Recall that a hermitian form on a complex vector space $V$ is a function $\varphi: V \times V \rightarrow \mathbb{C}$ such that $\varphi(\lambda x+\mu y, z)=\lambda \varphi(x, z)+\mu \varphi(y, z)$ and $\varphi(y, x)=\overline{\varphi(x, y)}$ for all $x, y, z \in V$ and $\lambda, \mu \in \mathbb{C}$. (Thus $\varphi(x, \lambda y+\mu z)=\bar{\lambda} \varphi(x, y)+\bar{\mu} \varphi(x, z)$.) A hermitian form $\varphi$ is said to be positive if $\varphi(x, x)$ is a positive real number for all $x \in V(x \neq 0)$.

Let $\varphi(\cdot, \cdot)$ be a positive hermitian form on a complex vector space $V$. Then, given $x, y \in V$, the value

$$
\varphi(\lambda x+y, \lambda x+y)=|\lambda|^{2} \varphi(x, x)+2 \operatorname{Re}(\lambda \varphi(x, y))+\varphi(y, y)
$$

is real and non-negative for all $\lambda \in \mathbb{C}$. For $x \neq 0$, setting $\lambda=$ $-\overline{\varphi(x, y)} / \varphi(x, x)$, we find that

$$
|\varphi(x, y)|^{2} \leqslant \varphi(x, x) \varphi(y, y)
$$

and the same inequality holds, trivially, for $x=0$ as well. This is the

Cauchy-Schwarz inequality. In particular, as

$$
\varphi(x, y)=\sum_{i=1}^{n} x_{i} \bar{y}_{i}
$$

is a positive hermitian form on $\mathbb{C}^{n}$,

$$
\left|\sum_{i=1}^{n} x_{i} \bar{y}_{i}\right| \leqslant\left(\sum_{i=1}^{n}\left|x_{i}\right|^{2}\right)^{1 / 2}\left(\sum_{i=1}^{n}\left|y_{i}\right|^{2}\right)^{1 / 2},
$$

and so

$$
\begin{equation*}
\left|\sum_{i=1}^{n} x_{i} y_{i}\right| \leqslant\left(\sum_{i=1}^{n}\left|x_{i}\right|^{2}\right)^{1 / 2}\left(\sum_{i=1}^{n}\left|\bar{y}_{i}\right|^{2}\right)^{1 / 2}=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{2}\right)^{1 / 2}\left(\sum_{i=1}^{n}\left|y_{i}\right|^{2}\right)^{1 / 2} . \tag{7}
\end{equation*}
$$

Our next aim is to prove an extension of (7), namely Hölder's inequality.

Theorem 6. Suppose

$$
p, q>1 \quad \text { and } \quad \frac{1}{p}+\frac{1}{q}=1
$$

Then for complex numbers $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$ we have

$$
\begin{equation*}
\left|\sum_{k=1}^{n} a_{k} b_{k}\right| \leqslant\left(\sum_{k=1}^{n}\left|a_{k}\right|^{p}\right)^{1 / p}\left(\sum_{k=1}^{n}\left|b_{k}\right|^{q}\right)^{1 / q} \tag{8}
\end{equation*}
$$

with equality iff all $a_{k}$ are 0 or $\left|b_{k}\right|^{q}=t\left|a_{k}\right|^{p}$ and $a_{k} b_{k}=\mathrm{e}^{\mathrm{i} \theta}\left|a_{k} b_{k}\right|$ for all $k$ and some $t$ and $\theta$.

Proof. Given non-negative reals $a$ and $b$, set $x_{1}=a^{p}, x_{2}=b^{q}$, $p_{1}=1 / p$ and $p_{2}=1 / q$. Then, by Theorem 3,

$$
\begin{equation*}
a b=x_{1}^{p_{1}} x_{2}^{p_{2}} \leqslant p_{1} x_{1}+p_{2} x_{2}=\frac{a^{p}}{p}+\frac{b^{q}}{q}, \tag{9}
\end{equation*}
$$

with equality iff $a^{p}=b^{q}$.
Hölder's inequality is a short step away from here. Indeed, if

$$
\left(\sum_{k=1}^{n}\left|a_{k}\right|\right)\left(\sum_{k=1}^{n}\left|b_{k}\right|\right) \neq 0
$$

then by homogeneity we may assume that

$$
\sum_{k=1}^{n}\left|a_{k}\right|^{p}=\sum_{k=1}^{n}\left|b_{k}\right|^{q}=1 .
$$

But then, by (9),

$$
\left|\sum_{k=1}^{n} a_{k} b_{k}\right| \leqslant \sum_{k=1}^{n}\left|a_{k} b_{k}\right| \leqslant \sum_{k=1}^{n}\left(\frac{\left|a_{k}\right|^{p}}{p}+\frac{\left|b_{k}\right|^{q}}{q}\right)=\frac{1}{p}+\frac{1}{q}=1
$$

Furthermore, if equality holds then

$$
\left|a_{k}\right|^{p}=\left|b_{k}\right|^{q} \quad \text { and } \quad\left|\sum_{k=1}^{n} a_{k} b_{k}\right|=\sum_{k=1}^{n}\left|a_{k} b_{k}\right|
$$

implying $a_{k} b_{k}=\mathrm{e}^{\mathrm{i} \theta}\left|a_{k} b_{k}\right|$. Conversely, it is immediate that under these conditions we have equality in (8).

Note that if $M_{r}$ denotes the $r$ th mean with weights $p_{i}=n^{-1}$ $(i=1, \ldots, n)$ and for $a=\left(a_{1}, \ldots, a_{n}\right)$ and $b=\left(b_{1}, \ldots, b_{n}\right)$ we put $a b=\left(a_{1} b_{1}, \ldots, a_{n} b_{n}\right),|a|=\left(\left|a_{1}\right|, \ldots,\left|a_{n}\right|\right)$ and $|b|=\left(\left|b_{1}\right|, \ldots,\left|b_{n}\right|\right)$, then Hölder's inequality states that if $p^{-1}+q^{-1}=1$ with $p, q>1$, then

$$
M_{1}(|a b|) \leqslant M_{p}(|a|) M_{q}(|b|)
$$

A minor change in the second half of the proof implies that (8) can be extended to an inequality concerning the means $M_{1}, M_{p}$ and $M_{q}$ with arbitrary weights (see Exercise 8).

The numbers $p$ and $q$ appearing in Hölder's inequality are said to be conjugate exponents (or conjugate indices). It is worth remembering that the condition $p^{-1}+q^{-1}=1$ is the same as

$$
(p-1)(q-1)=1, \quad(p-1) q=p \quad \text { or } \quad(q-1) p=q
$$

Note that 2 is the only exponent which is its own conjugate. As we remarked earlier, the special case $p=q=2$ of Hölder's inequality is called the Cauchy-Schwarz inequality.

In fact, one calls 1 and $\infty$ conjugate exponents as well. Hölder's inequality is essentially trivial for the pair $(1, \infty)$ :

$$
M_{1}(|a b|) \leqslant M_{1}(|a|) M_{\infty}(|b|)
$$

with equality iff there is a $\theta$ such that $\left|b_{k}\right|=M_{\infty}(|b|)$ and $a_{k} b_{k}=$ $\mathrm{e}^{\mathrm{i} \theta}\left|a_{k} b_{k}\right|$ whenever $a_{k} \neq 0$.

The next result, Minkowski's inequality, is also of fundamental importance: in chapter 2 we shall use it to define the classical $l_{p}$ spaces.

Theorem 7. Suppose $1 \leqslant p<\infty$ and $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$ are complex numbers. Then

$$
\begin{equation*}
\left(\sum_{k=1}^{n}\left|a_{k}+b_{k}\right|^{p}\right)^{1 / p} \leqslant\left(\sum_{k=1}^{n}\left|a_{k}\right|^{p}\right)^{1 / p}+\left(\sum_{k=1}^{n}\left|b_{k}\right|^{p}\right)^{1 / p} \tag{10}
\end{equation*}
$$

with equality iff one of the following holds:
(i) all $a_{k}$ are 0 ;
(ii) $b_{k}=t a_{k}$ for all $k$ and some $t \geqslant 0$;
(iii) $p=1$ and, for each $k$, either $a_{k}=0$ or $b_{k}=t_{k} a_{k}$ for some $t_{k} \geqslant 0$.

Proof. The assertion is obvious if $p=1$ so let us suppose that $1<p<\infty$, not all $a_{k}$ are 0 and not all $b_{k}$ are 0 . Let $q$ be the conjugate of $p: p^{-1}+q^{-1}=1$. Note that

$$
\sum_{k=1}^{n}\left|a_{k}+b_{k}\right|^{p} \leqslant \sum_{k=1}^{n}\left|a_{k}+b_{k}\right|^{p-1}\left|a_{k}\right|+\sum_{k=1}^{n}\left|a_{k}+b_{k}\right|^{p-1}\left|b_{k}\right| .
$$

Applying (8), Hölder's inequality, to the two sums on the right-hand side with exponents $q$ and $p$, we find that

$$
\begin{aligned}
\sum_{k=1}^{n} \mid a_{k} & +\left.b_{k}\right|^{p} \\
& \leqslant\left(\sum_{k=1}^{n}\left|a_{k}+b_{k}\right|^{(p-1) q}\right)^{1 / q}\left\{\left(\sum_{k=1}^{n}\left|a_{k}\right|^{p}\right)^{1 / p}+\left(\sum_{k=1}^{n}\left|b_{k}\right|^{p}\right)^{1 / p}\right\} \\
& =\left(\sum_{k=1}^{n}\left|a_{k}+b_{k}\right|^{p}\right)^{1 / q}\left\{\left(\sum_{k=1}^{n}\left|a_{k}\right|^{p}\right)^{1 / p}+\left(\sum_{k=1}^{n}\left|b_{k}\right|^{p}\right)^{1 / p}\right\}
\end{aligned}
$$

Dividing both sides by

$$
\left(\sum_{k=1}^{n}\left|a_{k}+b_{k}\right|^{p}\right)^{1 / q}
$$

we obtain (8). The case of equality follows from that in Hölder's inequality.

Minkowski's inequality is also essentially trivial for $p=\infty$, i.e. for the $M_{\infty}$ mean:

$$
M_{\infty}(|a+b|) \leqslant M_{\infty}(|a|)+M_{\infty}(|b|)
$$

with equality iff there is an index $k$ such that $\left|a_{k}\right|=M_{\infty}(|a|)$, $\left|b_{k}\right|=M_{\infty}(|b|)$ and $\left|a_{k}+b_{k}\right|=\left|a_{k}\right|+\left|b_{k}\right|$.

The last two theorems are easily carried over from sequences to integrable functions, either by rewriting the proofs, almost word for word, or by approximating the functions by suitable step functions. Readers unfamiliar with Lebesgue measure will lose nothing if they take $f$ and $g$ to be piecewise continuous functions on $[0,1]$.

Theorem 8. (Hölder's inequality for functions) Let $p$ and $q$ be conjugate indices and let $f$ and $g$ be measurable complex-valued functions on a measure space ( $X, \mathscr{F}, \mu$ ) such that $|f|^{p}$ and $|g|^{q}$ are integrable. Then $f g$ is integrable and

$$
\left|\int f g \mathrm{~d} \mu\right| \leqslant\left(\int|f|^{p} \mathrm{~d} \mu\right)^{1 / p}\left(\int|g|^{q} \mathrm{~d} \mu\right)^{1 / q} .
$$

Theorem 9. (Minkowski's inequality for functions) Let $1 \leqslant p<\infty$ and let $f$ and $g$ be measurable complex-valued functions on a measure space $(X, \mathscr{F}, \mu)$ such that $|f|^{p}$ and $|g|^{p}$ are integrable. Then $|f+g|^{p}$ is integrable and

$$
\left(\int|f+g|^{p} \mathrm{~d} x\right)^{1 / p} \leqslant\left(\int|f|^{p} \mathrm{~d} x\right)^{1 / p}+\left(\int|g|^{p} \mathrm{~d} x\right)^{1 / p} .
$$

## Exercises

All analysts spend half their time hunting through the literature for inequalities which they want to use but cannot prove.

Harald Bohr

1. Let $A_{n}=\left\{x=\left(x_{i}\right)_{1}^{n}: \sum_{i=1}^{n} x_{i}=n\right.$ and $x_{i} \geqslant 0$ for every $\left.i\right\} \subset \mathbb{R}^{n}$.
(i) Show that $g(x)=\prod_{i=1}^{n} x_{i}$ is bounded on $A_{n}$ and attains its supremum at some point $z=\left(z_{i}\right)_{1}^{n} \in A_{n}$.
(ii) Suppose that $x \in A$ and $x_{1}=\min x_{i}<x_{2}=\max x_{i}$. Set $y_{1}=$ $y_{2}=\frac{1}{2}\left(x_{1}+x_{2}\right)$ and $y_{i}=x_{i}$ for $3 \leqslant i \leqslant n$. Show that $y=$ $\left(y_{i}\right)_{1}^{n} \in A_{n}$ and $g(y)>g(x)$. Deduce that $z_{i}=1$ for all $i$.
(iii) Deduce the AM-GM inequality.
2. Show that if $\psi:(a, b) \rightarrow(c, d)$ and $\varphi:(c, d) \rightarrow \mathbb{R}$ are convex functions and $\varphi$ is increasing then $\left(\varphi^{\circ} \psi\right)(x)=\varphi(\psi(x))$ is convex.
3. Suppose that $f:(a, b) \rightarrow(0, \infty)$ is such that $\log f$ is convex. Prove that $f$ is convex.
4. Let $f:(a, b) \rightarrow(c, b)$ and $\varphi:(c, b) \rightarrow \mathbb{R}$ be such that $\varphi$ and $\varphi^{-1} \circ f$ are convex. Show that $f$ is convex.
5. Let $\left\{f_{\gamma}: \gamma \in \Gamma\right\}$ be a family of convex functions on $(a, b)$ such that $f(x)=\sup _{\gamma \in \Gamma} f_{\gamma}(x)<\infty$ for every $x \in(a, b)$. Show that $f(x)$ is also convex.
6. Suppose that $f:(0,1) \rightarrow \mathbb{R}$ is an infinitely differentiable strictly convex function. Is it true that $f^{\prime \prime}(x)>0$ for every $x \in(0,1)$ ?
