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Preface and acknowledgments

This book provides a framework for analyzing and describing grammatical struc-
ture, building on what linguists have learned about language in general while
paying careful attention to the unique features of each particular language. Its
primary focus is on syntax (sentence structure), but it also deals with aspects of
meaning, function, and word structure that are directly relevant to syntax.

This is a book about syntactic analysis, rather than syntactic theory. I have
adopted a simplified version of Lexical Functional Grammar (LFG) as the an-
alytical framework for the book, but I have tried in each chapter to emphasize
linguistic phenomena over formal notation. The analyses presented here are very
much in the spirit of LFG, but the notation employed is modified and simpli-
fied compared to that of standard LFG. Those readers who want a more complete
introduction to LFG as a formal system are encouraged to consult Bresnan (2001),
Dalrymple (2001), or Falk (2001).

This book is written at a level which should be appropriate for advanced un-
dergraduate or beginning graduate students. It presupposes some familiarity with
basic linguistic concepts and terminology, but no previous background in formal
syntax. The contents can be covered fairly easily in a typical semester-length
course. The book does not assume that its readers have native-speaker intuitions
about English. So, for example, in some places the meanings of English idioms
are explained, alternative possible interpretations of certain constructions are
explicitly spelled out, etc.

Only a few exercises are included in this volume, and they are clustered in
the first five chapters of the book. Most of these exercises focus more on the
interpretation of linguistic evidence than on the primary analysis of unfamiliar
language data. Many teachers will want to supplement these with other, more
analytical, data problems, depending on the needs and background of the students.
In teaching this material, I have also found it extremely helpful to have students
write a short research paper about some aspect of the syntax of their own language,
or another language that they know well. Exploring one particular issue in greater
depth helps to solidify their grasp of the framework as a whole. This project also
gives students a small taste of what it feels like to do original research, and gets
them reading some of the relevant linguistic literature.

It would be only a slight exaggeration to say that every linguist I know has
helped me with this project in one way or another, and it is impossible for me
to list them all by name. But, in addition to specific contributions mentioned in
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the footnotes, special thanks are due to the following people for linguistic and
editorial advice: Wayan Arka, Dorothee Beerman, Joan Bresnan, Don Burquest,
Mary Dalrymple, Yo Matsumoto, Sam Mchombo, Brian O’Herin, Jane Simpson,
Fu Tan, and Janet Watkins. Thanks also to the faculty, staff, and students of the
Linguistics Department at Stanford University, who did so much to make my
sabbatical there in 2000–01 enjoyable and productive. Finally, thanks to my wife,
Chaw-Nen, for her patience with this very time-consuming process.
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1 Three aspects of syntactic structure

Probably no one has ever before said or heard the following sentence, yet any
normal adult speaker of English will understand it:

(1) John Adams could have been elected to a fourth term as President, if his
step-sister had not been so ugly.

In the same way, a speaker of any language will say and hear many sentences
during the course of a normal day which he has never said or heard before. More-
over, other speakers of the same language will not only recognize these original
creations as being well-formed sentences but will also (usually) understand what
they mean.

These observations tell us something important about the nature of language.
A person who knows how to speak a language does not have to memorize
every possible sentence in that language. Rather, speakers produce sentences
creatively . Some common phrases and sentences may be repeated so often
that they are memorized as a single unit, e.g., idioms and proverbs. But, for the
most part, we do not memorize sentences; rather, we construct them when we
need them, to express a particular idea.

This creative use of language is possible because the patterns of a language
are determined by a set of rules . A speaker who (unconsciously) “knows”
these rules can use them to create and understand any number of new sentences.
Linguists use the term grammar to refer to the set of rules needed to produce
well-formed utterances in a particular language. The chief concern of this book
will be to help you analyze and describe the kinds of grammatical patterns com-
monly found in human languages, in particular those aspects of the grammar that
are relevant to syntax , i.e., the arrangement of words in a sentence.

1.1 Grammar and grammaticality

Our ultimate goal, as linguists, is to understand the speaker’s “internal
grammar,” i.e., the system of rules which a speaker unconsciously uses in speaking
and listening. Since speakers are not aware of using these rules, they cannot
simply tell us what the rules are. (As noted below, we are not speaking here of
prescriptive rules, like those commonly taught in school. Those would be
easier for speakers to describe, because they are consciously learned.) We begin
by making observations about what people say, what they do not say, how they
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2 analyzing syntax: a lexical–functional approach

interpret what other speakers say, etc. Our description of the grammar, based on
careful analysis of these observations, will involve formulating explicit rules that
can model (i.e., produce the same grammatical patterns as) the speaker’s internal
grammar.

Of course, in order to speak and understand a language we must know not only
rules but also words. Linguists use the term lexicon to refer to the set of all the
words (or, more generally, meaningful elements) in the language. We can think of
the lexicon as the speaker’s “mental dictionary.” Much of the information in the
lexicon is unpredictable, such as the fact that the pronunciation /kæt/ refers (in
English) to a small carnivorous mammal with whiskers. But the lexicon contains
a number of regularities as well. Precisely how much regularity is a hotly debated
question; we will return to this issue in chapter 3. In this chapter, we introduce
some basic concepts needed for discussing grammatical systems.

1.1.1 “Grammaticality” and variation

In claiming that sentence (1) is a well-formed English sentence we
do not imply that it is either true or sensible. In fact, it is stunningly illogical and
historically inaccurate on several counts. (That is why no one else is likely ever
to have said it before.) This distinction between the form of a sentence and its
meaning is an important one. In some cases we might consider a sentence to be
well-formed even when it has no sensible meaning at all. Chomsky (1957) used
the following pair of sentences, which have become famous through countless
repetitions, to illustrate this point:

(2) a Colorless green ideas sleep furiously.
b Furiously sleep ideas green colorless.

Chomsky claimed: “Sentences [2a] and [2b] are equally nonsensical, but any
speaker of English will recognize that only the former is grammatical.” The
second part of this claim has sometimes been disputed, but the essential point is
that speakers have an intuitive sense of “grammaticality,” or correctness of form,
which does not depend on our ability to interpret the meaning of the sentence.

Chomsky argued that any speaker of English would consider sentence (2a) to be
“grammatical,” even though it makes no sense. (More specifically, the meanings
of the individual words in this sentence are not compatible with each other,
and so this combination of word-meanings produces contradictory information.)
Conversely, as the following sentences show, we can often understand a sentence
perfectly well even if it is not “grammatical”:

(3) a Me Tarzan, you Jane.
b Those guys was trying to kill me.
c When he came here?

When speakers reject the sentences in (3) as being “ungrammatical” or “bad
English,” they mean that one (or more) of the rules of their internal grammar
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has been violated. One way in which a linguist tries to understand this internal
grammar is to formulate a set of rules which will model the judgments of a
native speaker: a set of rules which will produce all of the sentences that speakers
consider to be grammatical but none of the sentences that speakers consider to be
ungrammatical.

This may sound like a fairly straightforward goal, but there are a number of
factors which complicate the process. For one thing, speakers of a given language
do not always agree about the grammaticality of particular sentences. Each of
the sentences in (4a, b, c), for example, would be perfectly acceptable to English
speakers from certain geographical areas, but sound quite odd to English speakers
from other areas. This kind of variation among regional dialects is found at least to
some extent in most of the world’s languages. Sentence (4d) involves a different
kind of variation, namely variation among individual speakers. It is not associated
with a particular region; even speakers from the same dialect area may differ as
to whether they would say such sentences, or accept them as being grammatical.1

(4) a I might could be persuaded to try that.
b My back door needs fixed.
c The ship is arriving Monday week.
d They have come visited us every day this month.

Of course language is a means of communication, and if two speakers have
radically different internal grammars, communication will be extremely difficult if
not impossible. For many purposes, we can speak of “the grammar” of a language
as if it were a body of knowledge which all speakers of that language must share;
and to a very large extent this is true. But we must always be aware of the variation
among dialects and individuals which this over-simplified view ignores. Indeed,
the variation itself is also something that linguists seek to document and explain.

Another challenge to the linguist who wants to describe and model the rule
system of a language is that languages are always changing. Moreover, community
attitudes about language often change more slowly than the actual practice of the
community in speaking the language. Consider the examples in (5).

(5) a With two things hath God man’s soul endowed.
b I know not what course others may take, but as for me . . .
c The problem is, is that no one wants this job.
d The mission of the Enterprise is to boldly go where no man has gone before.

The word order of (5a) was perfectly normal in Old English (before 1100 ad ),
but most speakers of modern English will probably consider it extremely odd,
if not actually ungrammatical. Example (5b) is taken from a famous speech by
Patrick Henry (1775 ad ). Similar examples are very common in Shakespeare
and the King James Bible (1611 ad), but today they are regarded as archaic or
(in modern usage) unnatural.

The construction in (5c) is a much more recent innovation. It is now very
widely used in informal speech, at least in American English, but most educated
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speakers would probably reject it in formal written styles. Moreover, standard
reference books on English grammar, school textbooks, etc. do not recognize it
as an acceptable way of speaking.

Sentence (5d) is an example of a “split infinitive,” because the adverb boldly
appears in the middle of the infinitive to go. This pattern emerged in the fourteenth
century due to a cluster of morphological and syntactic changes in Middle English,
and has been used quite commonly ever since (Hall, 1882; Kiparsky, 1997).
However in the nineteenth century, as part of a growing concern for defining
“correct” usage in English, influential authorities began to assert that the split
infinitive was “bad English” (i.e., ungrammatical), apparently because no such
pattern exists in Latin. This judgment is maintained in school textbooks to the
present day.

The case of the split infinitive is a notorious example of a prescriptive
approach to grammar: grammarians telling other people how to talk. Of course,
there are many contexts where a prescriptive approach is appropriate and indeed
necessary: e.g., in planning and developing the standard form of a new national
language, in teaching adult language learners to speak correctly, in teaching high
school students to write acceptable essays, etc. But these areas of “applied lin-
guistics” will not be our primary focus.

The approach we adopt in this book will be descriptive rather than pre-
scriptive. This means that we take it as our goal to observe, describe, and analyze
what speakers of a language actually say, rather than trying to tell them what they
should or should not say. Most of our examples will come from published sources.
As a result, these examples often represent a standardized or high-prestige variety
of the language.2 But the same approach can be applied to data from non-standard
dialects, or even languages which have no written form at all. Indeed, one of the
goals of this book is to equip you to undertake this kind of research.

Our approach will be primarily synchronic ; that is, we will be primarily
interested in describing the structure of a particular language or dialect at a par-
ticular time (normally the present), rather than comparing it with related dialects
or investigating how the language has changed over time.

As we noted in the introduction to this chapter, syntax is the branch of
linguistics which seeks to describe and account for the arrangement of words in
a sentence. In order to do this we will often need to look at the structure of the
words themselves, i.e., at certain aspects of the morphology . For example, in
some languages the presence of a certain prefix or suffix on the verb determines
where other words in the sentence may or may not occur. Moreover, even though
form and meaning are partially independent of each other, as we have seen, they
are also intimately connected. So in studying the form of sentences we will often
be led to consider their semantics (i.e., meaning) as well.

Finally, in addition to the form and meaning of individual sentences, we will
sometimes need to consider connections between one sentence and another, or the
function of a particular sentence in a specific context. (The study of these aspects
of language use is called pragmatics .) And we may occasionally mention
stylistic or social factors which influence the kind of sentence patterns a speaker
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might use; but our primary focus will be on the sentence patterns themselves.
Morphology, semantics, pragmatics, and sociolinguistics are major fields of study
in their own right, but in this book we will touch on them only where they are
directly relevant to the syntactic issues that we consider.

1.1.2 Sentence structure

A sentence is not simply a string of words, one after another. An over-
whelming body of linguistic and psycho-linguistic evidence shows that speak-
ers think of sentences as having a fairly complex structure, with certain words
grouped together to function as units, larger groups formed from smaller groups,
and important relationships defined between one group and another.

Of course, these structural relationships are “invisible,” because all we hear
is the string of words. In some ways the task of the linguist is similar to that of
early chemists. By observing changes in the physical properties of substances
when they were combined in various ways, these chemists were able to develop
theories about the unseen structures of atoms and molecules which could account
for their observations. In the same way, the linguist tries to understand unseen
linguistic structures based on observations about what can be heard.

One reason for thinking that sentences do in fact have this kind of abstract
structure is that a given string of words may be ambiguous , i.e., allow two
different interpretations, even when none of the individual words in the string is
itself ambiguous. Consider the following examples (adapted from Huddleston,
1984).

(6) a Liz attacked the man with a knife.
b Ed likes Sue more than Jill.
c The proposal that Hitler was advancing seemed preposterous.

The meaning of example (6a) depends on the structural relationships of the phrase
with a knife. This sentence could be used to answer two different questions: Who
did Liz attack? The man with a knife or What did Liz attack the man with? With
a knife.

The meaning of example (6b) depends on the relationship of the word Jill to
the verb like: is Jill to be understood as the subject of like (as in Ed likes Sue
more than Jill likes Sue), or as the object of like (as in Ed likes Sue more than
Ed likes Jill)? The meaning of example (6c) depends on the relationship between
the word proposal and the phrase that Hitler was advancing. Is the proposal
something which is being advanced by Hitler? Or is Hitler himself supposedly
advancing, and the proposal merely a report (by some other person) of this event?3

Such examples of structural ambiguity can provide important evidence
about the structures which speakers assign to sentences.

Languages show great variety in terms of the strings of words that they use;
that is one of the reasons why word-by-word translation fails so miserably. But
when we compare abstract structural properties, languages turn out to be much
more similar to each other than we might have guessed. In some respects the
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variation among languages is surprisingly limited. For this reason, studying data
from a wide range of languages can be a great help to us in knowing what to look
for when we tackle a new language, particularly if that language has not been
analyzed before.

1.2 Outline of a framework

The job of the syntactician can be divided into two main steps: first,
determine the correct structure(s) for each grammatical sentence; and second,
formulate a set of rules which will distinguish between grammatical and ungram-
matical structures for that language (i.e., allow us to predict which structures will
be grammatical and which ungrammatical). Of course, the two tasks are closely
related, and we will be concerned with both. But we will devote most of our atten-
tion in this book to the first of these issues, in particular to the kinds of evidence
that are relevant for determining linguistic structure.

In order to discuss the details of syntactic structure with any kind of precision
we will need to develop (i) a technical vocabulary; (ii) a system for representing
structural relations; and (iii) a set of concepts which are relevant to this task.
Such an inventory of vocabulary, notation and concepts is called a syntactic
framework.

A good framework must do at least three things. First, it should make it easy to
describe the syntactic patterns found in any particular language. Second, it should
make it easy to compare syntactic patterns between languages. Third, it should
allow us to make generalizations about human language in general, i.e., to state
theories (factual claims about how language works).

In the remainder of this chapter, we will sketch out the beginnings of a frame-
work for syntactic analysis. As a way of introducing some of the concepts which
we will need to use in talking about syntactic structure, let us first think about
structural complexity. What makes a sentence “complex”? Which of the follow-
ing Malay sentences is the most complex? Try to rank them, from simplest to
most complex.

(7) a Dia mandi.
3sg bathe
‘He is bathing.’

b Saya makan nasi.
1sg eat cooked.rice
‘I eat/am eating rice.’

c Orang tua itu makan nasi goreng setiap hari.
person old that eat rice fry each day
‘That old person eats fried rice every day.’

d Dia belajar untuk menjadi pensyarah.4

3sg study in.order become lecturer
‘He is studying to become a lecturer.’
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One way to measure complexity, though perhaps not the most revealing way,
is by absolute length (number of words). On this basis, (7a) is clearly the simplest
and (7c) the most complex. Of course, there are other, and more persuasive,
reasons for considering (7a) to be the simplest. Semantically it names a single
event, ‘bathe’, which involves just one participant. Sentence (7b), on the other
hand, names an event which involves two participants, the “eater” and the “eaten.”

Sentence (7c) names an event of exactly the same type as (7b). It uses the
same verb (makan ‘eat’) and involves the same number of participants playing
the same roles. So in this respect we might evaluate them as being equally simple.
But (7c) also contains an additional piece of information, namely the fact that this
event occurs ‘every day.’ This time phrase is, in a sense, added on to the basic
description of the event.

In discussing the meaning of a clause, we will use the term predicate to
refer to the word which names the action, event, or state described by that clause.
Typically this word will be a verb.

Now any event named by the predicate ‘eat’ must involve at least two partic-
ipants, the “eater” and the “eaten.” (This is true even though one or the other of
these participants may not be mentioned in a particular description of the event,
e.g., John is still eating or The fish was eaten.) For this reason we say that the
predicate ‘eat’ takes two arguments . But a time phrase like ‘every day’ is not
an inherent part of the meaning of ‘eat.’ This kind of phrase can be added freely to
virtually any clause that describes an event. An extra piece of information of this
kind, something that is not an argument of the predicate, is called an adjunct .

The argument structure of a predicate is a representation of the number
and type of arguments associated with that predicate, as illustrated in (8). We will
use the general term agent to represent the participant who performs a certain
action, and the term patient for the participant that something happens to; see
section 1.2.1 for further discussion and examples.

(8) bathe < agent >

eat < agent, patient >

Argument structure is important to the syntax, because it determines many
of the basic grammatical properties of the clause in which the predicate occurs.
Argument structure is closely related to meaning, but it is obviously not intended
to represent the full meaning of a sentence, or even of a predicate. For example,
it is true that (7b) and (7c) have the same argument structure; but that does not
mean that the meaning of the two sentences is equivalent. One reason for this is
that adjuncts are not a part of the argument structure. Another reason is that the
argument structure indicates only the role which each argument plays in the event,
but does not give any information about the inherent properties of the arguments
themselves, e.g., the fact that the agent in (7c) is an old person.

This last point brings us back to another important difference between (7b)
and (7c). Sentence (7b), repeated below as (9a), consists of three basic elements:
a subject, a verb, and a direct object. (What we mean by “subject” and “direct
object” will be discussed in section 1.2.3.) Each of these elements is named by
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a single word. Sentence (7c) (ignoring the adjunct phrase) has the same three
basic elements; but here the subject and object are each expressed by a phrase
containing more than one word, as shown by the brackets in (9b).

(9) a [Saya] makan [nasi].
1sg eat cooked.rice
‘I eat/am eating rice.’

b [Orang tua itu] makan [nasi goreng].
person old that eat rice fry
‘That old person eats fried rice.’

The fact that groups of words can function as units (or constituents )
within sentences is an important aspect of the grammar of every human language.
In analyzing the structure of a sentence, it is very important to identify the con-
stituent boundaries (i.e., to determine which words group together as units), to
specify the linear order of constituents in the sentence, and to specify the order-
ing of the words within each constituent. The aspect of syntactic structure which
represents these kinds of information is called constituent structure (or
phrase structure).

Now let us return to sentence (7d), repeated below as (10). This sentence is
shorter than (7c), in that it contains fewer words; and it involves only a single
participant (the one who is studying). So at first glance it may look simpler
than (7c). But the meaning is more complex. This sentence actually describes
two events, ‘studying’ and ‘becoming a lecturer.’ The two events have a certain
logical relationship to each other: the agent does X in order to achieve Y. Each
of these events is named by a distinct predicate, belajar ‘study’ and menjadi
‘become,’ and each predicate has its own argument structure.

(10) Dia belajar untuk menjadi pensyarah. (= 7d)
3sg study in.order become lecturer
‘He is studying to become a lecturer.’

Corresponding to this semantic complexity, the grammatical structure of (7d) is
considerably more complex than that of (7c). This kind of sentence structure will
be discussed in some detail in chapter 5. For now we will just observe that in (7d)
we find one clause (or simple sentence) embedded within another. That is, one
clause functions as a constituent of another, specifically in this case as an adjunct.
Moreover, the subject of the embedded clause is understood to be identical with
the subject of the main clause. The function of the embedded clause within the
larger sentence, and the relationship between the subject of the embedded clause
and the subject of the main clause, are part of the functional structure
of the sentence.

We have mentioned three aspects of the structural complexity of sentence (7d):
argument structure, constituent structure, and functional structure. These three
aspects of syntactic structure will be important for our analysis of a wide variety
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of constructions; so in the remainder of this chapter we will briefly review some
of the basic features of each.

1.2.1 Argument structure

As stated above, argument structure is a representation of the number
and type of arguments associated with a particular predicate. Determining the
number of arguments is not always as easy as one might expect; but identifying
the “type” of these arguments may seem even more difficult. What exactly do we
mean by this?

In fact this question has been a hotly debated issue among linguists. The ap-
proach which we will adopt here is to assign participants to broad semantic or
conceptual categories according to the role they play in the described event or
situation: “agent” for participants that do something; “patient” for participants to
whom something is done; “experiencer” for participants who think or feel some-
thing, etc. Unfortunately (but not surprisingly) there is no one set of semantic role
labels which all linguists agree on, and different linguists sometimes use the same
labels in different ways. But in this book we will refer to (at least) the following
semantic roles:

(11) Inventory of semantic rolesInventory of semantic roles :
agent : causer or initiator of events
experiencer : animate entity which perceives a stimulus or registers a

particular mental or emotional process or state
recipient : animate entity which receives or acquires something
beneficiary : entity (usually animate) for whose benefit an action is

performed
instrument : inanimate entity used by an agent to perform some action
theme : entity which undergoes a change of location or possession, or

whose location is being specified
patient : entity which is acted upon, affected, or created; or of which a

state or change of state is predicated
stimulus : object of perception, cognition, or emotion; entity which is

seen, heard, known, remembered, loved, hated, etc.
location: spatial reference point of the event. The location role

includes the sub-types source , goal , and path , which respectively
describe the origin (or beginning-point), destination (or end-point), and
pathway of a motion

accompaniment (or comitative ): entity which accompanies or is
associated with the performance of an action

Some examples of the most common of these roles are given in (12):

(12) a John gave Mary a bouquet of roses.
agent recipient theme

b John baked Mary a chocolate cake.
agent beneficiary patient
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c John opened the lock with a key.
agent patient instrument

d The key opened the lock.
instrument patient

e Sherlock Holmes heard a piercing scream.
experiencer stimulus

For many verbs, it is not too difficult to identify the arguments with one or
another of these roles; some examples are given in (13). But in other cases a
particular argument may not seem to fit naturally into any of these categories; for
example, what is the semantic role of mother in Susan resembles her mother? Or
an argument may appear to bear two roles; for example, John seems to be both
an agent and a theme in John jumped into the well.

(13) dance <agent>
eat <agent, patient>
love <experiencer, stimulus>
give <agent, theme, recipient>

These kinds of issues have been discussed at considerable length, but for our
purposes they do not represent a major problem. The primary function of these
role labels is to allow us to distinguish among the arguments of a particular
predicate.5 Thus some linguists prefer to use unique labels for each predicate, as
we did above in referring to the arguments of eat as the “eater” and the “eaten.”
But it is also true that the categories in (11) are quite useful for describing a wide
variety of grammatical patterns. That is why the use of these labels remains so
popular, in spite of certain well-known problems.

Notice that the list in (11) is restricted to argument roles. Some other com-
monly expressed types of semantic information, e.g., time, manner, purpose, etc.
are not included here, because the elements which express these concepts are
almost always adjuncts rather than arguments. This distinction between argu-
ments and adjuncts is important, but not always easy to make. The basic difference
is that arguments are closely associated with the meaning of the predicate itself,
while adjuncts are not.

Adjuncts contribute to the meaning of the sentence as a whole, but are never
necessary to complete the meaning of the predicate. Thus adjuncts are always
optional, whereas arguments are frequently obligatory. Sentence (14a) shows that
the object of use is obligatory, and therefore an argument. As (14b) illustrates, even
when an argument is grammatically optional it may be semantically obligatory; for
example, even when the patient of eat is not expressed, we know that something
gets eaten. But adjuncts can always be omitted without creating this kind of
implication, as seen in (15).

(14) Arguments
a Mary used my shirt for a hand towel.

*Mary used for a hand towel.
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b John ate an apple.
John ate. (implies that John ate something)

(15) adjuncts
a George fell down the stairs last night.

George fell down the stairs. (no implied time reference)

b My daughter intentionally swallowed a penny.
My daughter swallowed a penny. (neutral with respect to volitionality)

A second important difference is that arguments must be unique within their
clause, but adjuncts may be freely multiplied. For example, the third sentence in
(16a) is ungrammatical because it contains two recipient phrases; this shows that
the recipient of give is an argument. On the other hand, the grammaticality of
(16b–c) shows that time and manner phrases are adjuncts, rather than arguments.

(16) a John gave Susan a bouquet of roses.
John gave a bouquet of roses to his mother.

*John gave Susan a bouquet of roses to his mother.

b Time adjuncts
George fell down the stairs last night at 3:00 AM during the typhoon.

c Manner adjuncts
My daughter suddenly, impulsively, without thinking, swallowed a penny.

A third difference is that verbs may place selectional restrictions
on their arguments, but not on adjuncts. For example, the patient of drink must be
a liquid. The patient of assassinate must be an important political figure. German
has two words for ‘eat’: essen, which requires a human agent; and fressen, which
requires a non-human agent. Restrictions of this kind, which are associated with
a specific verb, are never imposed on adjuncts.

Notice that selectional restrictions of this kind must be stated in terms of
semantic roles (agent, patient, etc.) rather than grammatical relations (subject,
object, etc.). This is illustrated in (17–19). The examples in (17) show that the
patient of drink must be a liquid, whether it appears as object or subject. The
examples in (18) show that the verb love requires an animate experiencer, not an
animate subject; (18b), which has an animate subject, is extremely odd, whereas
(18a), which has an inanimate subject, is perfectly sensible. And (19) shows that
the experiencer of teach must be animate, whether it appears as a direct object
(19a) or the object of a preposition (19b).

(17) a #John drank his sandwich.
b #The sandwich was drunk by John.

(18) a That book is loved by children around the world.
b #Children around the world are loved by that book.

(19) a #Mary taught her motorcycle classical Chinese.
b #Mary taught classical Chinese to her motorcycle.
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A number of other criteria for distinguishing arguments from adjuncts have
been proposed, but this is a complex issue and we will not pursue it further here.

1.2.2 Constituent structure

The constituent structure of a sentence contains informa-
tion about constituent boundaries, linear order and syntactic categories (parts of
speech). The most commonly used notation for representing constituent structure
is the phrase structure tree diagram. A very simple tree diagram is shown in (20):

(20) A

B C

This tree contains three nodes . The top-most node, A, is the mother of
the two lower nodes, B and C. B and C are daughters of the same mother,
and so we refer to them as sister nodes. The simple tree in (20) represents a
constituent of category A which is composed of two parts, one of category B and
the other of category C, occurring in that order.

When a tree diagram is used to represent the constituent structure of a gram-
matical unit (e.g., a phrase or sentence), syntactic categories are used to label the
nodes; the most common of these are listed in (21).

(21) Word-level Phrasal
N = noun NP = noun phrase
A = adjective AP = adjective phrase
V = verb VP = verb phrase
P = preposition PP = preposition phrase
Det = determiner S = sentence or clause
Adv = adverb
Conj = conjunction

A constituent within a sentence corresponds to all and only the material
which is dominated by a single node (i.e., all the daughters, granddaughters, great-
granddaughters, etc. of that node). The linear order of constituents is shown by
the left-to-right order of the corresponding nodes, and the linear order of words in
the sentence is shown by the left-to-right order of the terminal nodes (i.e.,
the lowest nodes in the tree).

To give a concrete example, the constituent structure for a simple preposition
phrase (PP) in English (omitting the terminal nodes) is shown in (22a). This
diagram shows that the preposition P must precede its object NP; and that within
NP, the determiner Det will precede the head noun N. This tree represents the
structure of phrases such as on the beach, under the table, etc. Figure (22b) shows
the structure of the Malay sentence in (9b), which is repeated below. Note that the
tree in (22b) assumes a “flat” clause structure, lacking any VP node, because we
have not presented any evidence for the existence of a VP constituent in Malay.
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(22) a PP

N

NPP

Det

b

Orang tua itu makan nasi goreng

S

NP V NP

Adj DetN AdjN

(9) b [Orang tua itu] makan [nasi goreng].
person old that eat rice fry
‘That old person eats fried rice.’

In order to specify which tree structures are grammatical in a particular
language, the grammar of the language must contain (i) a set of phrase
structure rules , and (ii) a lexicon . A phrase structure (PS) rule is a
simple, context-free rule (i.e., no conditioning environment is stated) which de-
fines a possible combination of mother and daughter nodes. The simple PS rule in
(23) says that the tree fragment in (20) is a valid combination, i.e., a grammatical
structure.

(23) A → B C

In order for a larger tree to be considered grammatical, each node in the tree
must be licensed in this way by some phrase structure rule in the grammar of
the language. To license (or “generate”) the PP structure in (22a), the grammar
of English must contain the rules in (24a). To generate the tree structure in (22b),
the grammar of Malay must contain rules like those in (24b); the parentheses in
this rule are used to mark optional elements.6

(24) a English
PP → P NP
NP → Det N

b Malay
S → NP V NP
NP → N (Adj) (Det)
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Phrase sructure rules of this kind determine possible tree structures, but the ac-
tual words of a sentence (terminal nodes of the tree) are provided by the lexicon.
The lexicon can be thought of as the speaker’s “mental dictionary.” It is more
than just a list of all the words in the language. Each word must have a lexical
entry which contains information about the meaning, pronunciation, and gram-
matical features of that particular word. The grammatical information contained
in the lexical entry will determine the contexts in which this word may occur.
An important part of this information is the word’s syntactic category (part of
speech). While general phrase structure rules like those in (24) license possi-
ble combinations of mother and daughter nodes in the tree, a special rule of
lexical insertion licenses a node whose label is a word-level category
(e.g., N, A, V, etc.) to have as its only daughter a word belonging to that same
category.

In the next chapter we will discuss linguistic criteria for identifying constituents
and categories in a particular language; but first we need to review a few basic
facts about functional structure.

1.2.3 Functional structure

Grammatical relations like subject and object are an impor-
tant part of the grammatical structure of a sentence, in particular of that aspect
which we referred to above as functional structure . The terms “subject”
and “object” are very familiar, of course, but it may be helpful to clarify what they
actually mean. Some traditional grammars define the subject as the “doer of the
action”, and the object as the “person or thing acted upon by the doer.” This defi-
nition seems to work for sentences like (25a–b), but is clearly wrong in examples
like (25c–d).

(25) a Mary slapped John.
b A dog bit John.
c John was bitten by a dog.
d John underwent major heart surgery.

John is “acted upon” in all four of these sentences; but the NP John bears the
object relation in (25a–b) and the subject relation in (25c–d). Phrases like “the
doer of the action” or “the person or thing acted upon” identify particular semantic
roles, namely agent and patient. But, as these examples illustrate, the subject is
not always an agent, and the patient is not always an object.

Another traditional definition of the subject is “what the sentence is about.”
Again, this definition seems to work for many sentences, but fails in others. All
three of the sentences in (26) seem to be “about” Bill (i.e., Bill is the topic); but
Bill is the subject in (26a), the object in (26b), and neither subject nor object
in (26c). These examples show that we cannot reliably identify the subject of
a sentence with either the agent or the topic. Rather, we must define subjects
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and other grammatical relations on the basis of their syntactic properties. We
will return to this issue frequently in later chapters; see especially chapters 10
and 11.

(26) a Bill is a very crafty fellow.
b (Jack is pretty reliable, but) Bill I don’t trust.
c As for Bill, I wouldn’t take his promises very seriously.

Subjects and objects are often referred to as terms , or direct argu-
ments . Arguments which are not subjects or objects are called indirect or
oblique arguments . These labels reflect the idea that the relationship be-
tween a verb and its subject or object is “closer,” or has greater syntactic signif-
icance, than the relationship with other elements in the clause. One indicator of
the special status of subjects and objects in English is that subjects and objects
are expressed by bare noun phrases, whereas oblique arguments (as well as many
adjuncts) are marked with prepositions. Some examples of oblique argument
phrases are presented in the following sentences:

(27) a Michael Jackson donated his sunglasses to the National Museum. (recipient )
b Samson killed the Philistines with a jawbone. (instrument )
c The Raja constructed a beautiful palace for his wife. (beneficiary )
d The Prime Minister deposited his money in a Swiss bank. (Location)

We will use the abbreviations SUBJ, OBJ, and OBL to refer to subjects, objects
and oblique arguments, respectively. Some sentences, like those in (28), seem to
have more than one object NP. In this case we will refer to the object which
is closest to the verb (marked with a single underline in these examples) as the
direct or primary object (abbreviated OBJ). We will refer to the object
which is farther from the verb (marked here with a double underline) as the
secondary object , using the abbreviation OBJ2.

(28) a Mary gave her son a new bicycle.
b Reluctantly, Henry showed Susan his manuscript.
c Uncle George told the children a story.

Notice that the secondary object relation does not correspond to the tradi-
tional notion “indirect object.”7 In traditional grammar, Mary would be called the
“indirect object” of both sentences (29a) and (29b). But in this usage the term
“indirect object” actually refers to a semantic role (recipient, goal, or beneficiary)
rather than to a grammatical relation. The grammatical relation of Mary is dif-
ferent in these two sentences: Mary is the primary object in (29a) but an oblique
argument in (29b).

(29) a John gave Mary his old radio.
b John gave his old radio to Mary.
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To summarize, then, we can classify the elements of a simple clause (aside
from the predicate itself) as either arguments or adjuncts. In order to be expressed
grammatically, arguments must be assigned a grammatical relation within the
clause. We have identified two basic classes of argument relations, obliques vs.
terms (or direct arguments). Terms (i.e., subj, obj, obj2) play an active role in
a wide variety of syntactic constructions, while oblique arguments are relatively
“inert.” This classification of clausal elements is summarized in the following
diagram:

(30)

Arguments Adjuncts

Terms Oblique args.

SUBJ
OBJ
OBJ2

OBL

It is sometimes helpful to ignore (temporarily) details of word order and con-
stituent structure within a sentence, and to focus exclusively on the assignment of
grammatical relations. On such occasions we will use a simple network diagram
to represent this information.8 For example, the relational structure of the simple
sentence John loves Mary could be represented as follows:

(31)

Johnloves

PRED OBJ
SUBJ

Mary

Each arc of the diagram represents a major element of the clause. The
PRED(icate), i.e., the verb in this case, is the head of the clause; the other arcs
represent either arguments or (in more complex examples) adjuncts. Note that
the order of elements here is arbitrary; the diagram is an abstract representa-
tion of grammatical relations, and carries no information about word order and
constituency.

1.2.4 Correspondences

We have introduced three different representations, each correspond-
ing to a different aspect of syntactic structure: argument structure, constituent
structure, and functional structure. Each representation provides a partial de-
scription of the structure of a sentence. In one sense, these three representations
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are independent of each other. None of the three is derived from the others. Rather,
all three descriptions are true simultaneously, each containing a different type of
information.

On the other hand, it is important for us to be able to specify the mappings,
or correspondences, between elements of these three structures. For example, we
need to be able to show who did what to whom; that is, which NP in the constituent
structure corresponds to which semantic role in argument structure. Grammatical
relations play a crucial role in defining these correspondences.

The mapping between semantic roles and grammatical relations is often re-
ferred to as linking . One way of representing this mapping is shown in (32).
As discussed in chapter 3, section 3.2.1, a number of different theories have been
proposed concerning how these correspondences are determined. But for now we
will simply assume that all of this information is contained in the lexical entry of
the verb.

(32) a sing <agent>
|

subj

b hit <agent, patient>
| |

subj obj

c put <agent, theme, goal>
| | |

subj obj obl

We will used the term subcategorization to refer to the set of grammat-
ical relations which are specified in a verb’s lexical entry. As the name implies,
we can use this information to divide the lexical category Verb into a number of
subcategories: verbs which take only a subject, verbs which take a subject and
an object, etc. The subcategorization of a verb plays a major role in determining
what syntactic environments that verb may occur in. To see why, let us consider
the mapping between constituent structure and functional structure.

We can use an annotated tree structure like that in (33a) to show the gram-
matical relation which is assigned to each phrasal constituent in the tree. (Most
syntacticians posit a VP constituent for English which includes the verb, its ob-
jects, and oblique arguments but not the subject. The evidence supporting this
hypothesis will be discussed in chapter 2, but for the purposes of this chapter we
will temporarily assume the “flat” structure shown in [33a].)

How is the assignment of grammatical relations determined? In many lan-
guages, this mapping is largely determined on the basis of case and/or agreement
morphology. But in English, which has very little of that kind of morphology but
relatively fixed word order, the mapping is determined by position: each grammat-
ical relation can be associated with a particular position in the phrase structure.
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These associations can be stated using annotated phrase structure rules like the
one in (33b).

(33) a

PP

NP

John gave the flowers to Mary

PNDet

V

S

NP NP
[SUBJ] [OBJ] [OBL]

b S → NP V (NP) (PP)
[subj] [obj] [obl]

The rule in (33b) will correctly generate the tree in (33a). Unfortunately, it
would also allow the ungrammatical sentences in (34) to be generated:

(34) a *John likes.
b ??Mary gives the young boy.
c *The girl yawns Mary.

These sentences are bad because the number of NPs in the clause does not
match the number of arguments which the verb requires. More precisely, the sub-
categorization requirements of the verbs are not satisfied: the set of grammatical
relations which the verb must assign does not match the number of NPs available
to bear those relations. Like is a transitive verb which requires an object; yawn is
an intransitive verb which does not take an object; and give requires three argu-
ments, while only two NPs are present in (34b). Obviously the grammar of the
language must include some mechanism for rejecting such sentences as being
ungrammatical.

1.2.5 Well-formedness conditions

The mismatch between the structure of the clause and the subcat-
egorization requirements of the verb becomes obvious when we compare the
functional structure of the clause with the verb’s argument structure. The func-
tional structure of (34b) is shown in (35a). As this diagram indicates, the clause
is incomplete: the verb give requires an oblique argument (the recipient) but
the clause does not contain any obliques. The problem with (34c) is just the
opposite: the clause contains too many arguments, rather than too few. Specif-
ically, as shown in (35b), the clause contains an OBJ; but no OBJ appears in
the subcategorization of the verb yawn. In such a case we say that the clause is
incoherent .


