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Preface

The most valuable acquisitions in a scientific or technical education are the
general-purpose mental tools which remain serviceable for a life-time.

—George Forsythe, “What to do till the computer scientist comes.” (1968)

Algorithms play the central role both in the science and practice of computing.
Recognition of this fact has led to the appearance of a considerable number

of textbooks on the subject. By and large, they follow one of two alternatives
in presenting algorithms. One classifies algorithms according to a problem type.
Such a book would have separate chapters on algorithms for sorting, searching,
graphs, and so on. The advantage of this approach is that it allows an immediate
comparison of, say, the efficiency of different algorithms for the same problem.
The drawback of this approach is that it emphasizes problem types at the expense
of algorithm design techniques.

The second alternative organizes the presentation around algorithm design
techniques. In this organization, algorithms from different areas of computing are
grouped together if they have the same design approach. I share the belief of many
(e.g., [BaY95]) that this organization is more appropriate for a basic course on the
design and analysis of algorithms. There are three principal reasons for emphasis
on algorithm design techniques. First, these techniques provide a student with
tools for designing algorithms for new problems. This makes learning algorithm
design techniques a very valuable endeavor from a practical standpoint. Second,
they seek to classify multitudes of known algorithms according to an underlying
design idea. Learning to see such commonality among algorithms from different
application areas should be a major goal of computer science education. After all,
every science considers classification of its principal subject as a major if not the
central point of its discipline. Third, in my opinion, algorithm design techniques
have utility as general problem solving strategies, applicable to problems beyond
computing.

19



20 Preface

Unfortunately, the traditional classification of algorithm design techniques
has several serious shortcomings, from both theoretical and educational points
of view. The most significant of these shortcomings is the failure to classify many
important algorithms. This limitation has forced the authors of other textbooks
to depart from the design technique organization and to include chapters dealing
with specific problem types. Such a switch leads to a loss of course coherence and
almost unavoidably creates a confusion in students’ minds.

New taxonomy of algorithm design techniques

My frustration with the shortcomings of the traditional classification of algorithm
design techniques has motivated me to develop a new taxonomy of them [Lev99],
which is the basis of this book. Here are the principal advantages of the new
taxonomy:

The new taxonomy is more comprehensive than the traditional one. It includes
several strategies—brute-force, decrease-and-conquer, transform-and-con-
quer, space and time trade-offs, and iterative improvement—that are rarely
if ever recognized as important design paradigms.
The new taxonomy covers naturally many classic algorithms (Euclid’s algo-
rithm, heapsort, search trees, hashing, topological sorting, Gaussian elimi-
nation, Horner’s rule—to name a few) that the traditional taxonomy cannot
classify. As a result, the new taxonomy makes it possible to present the stan-
dard body of classic algorithms in a unified and coherent fashion.
It naturally accommodates the existence of important varieties of several
design techniques. For example, it recognizes three variations of decrease-
and-conquer and three variations of transform-and-conquer.
It is better aligned with analytical methods for the efficiency analysis (see
Appendix B).

Design techniques as general problem solving strategies

Most applications of the design techniques in the book are to classic problems of
computer science. (The only innovation here is an inclusion of some material on
numerical algorithms, which are covered within the same general framework.)
But these design techniques can be considered general problem solving tools,
whose applications are not limited to traditional computing and mathematical
problems. Two factors make this point particularly important. First, more and
more computing applications go beyond the traditional domain, and there are
reasons to believe that this trend will strengthen in the future. Second, developing
students’ problem solving skills has come to be recognized as a major goal of
college education. Among all the courses in a computer science curriculum, a
course on the design and analysis of algorithms is uniquely suitable for this task
because it can offer a student specific strategies for solving problems.

I am not proposing that a course on the design and analysis of algorithms
should become a course on general problem solving. But I do believe that the
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unique opportunity provided by studying the design and analysis of algorithms
should not be missed. Toward this goal, the book includes applications to puzzles
and puzzle-like games. Although using puzzles in teaching algorithms is certainly
not a new idea, the book tries to do this systematically by going well beyond a few
standard examples.

Textbook pedagogy

My goal was to write a text that would not trivialize the subject but would still be
readable by most students on their own. Here are some of the things done toward
this objective.

Sharing the opinion of George Forsythe expressed in the epigraph, I have
sought to stress major ideas underlying the design and analysis of algorithms.
In choosing specific algorithms to illustrate these ideas, I limited the number of
covered algorithms to those that demonstrate an underlying design technique
or an analysis method most clearly. Fortunately, most classic algorithms satisfy
this criterion.
In Chapter 2, which is devoted to efficiency analysis, the methods used for
analyzing nonrecursive algorithms are separated from those typically used for
analyzing recursive algorithms. The chapter also includes sections devoted to
empirical analysis and algorithm visualization.
The narrative is systematically interrupted by questions to the reader. Some
of them are asked rhetorically, in anticipation of a concern or doubt, and are
answered immediately. The goal of the others is to prevent the reader from
drifting through the text without a satisfactory level of comprehension.
Each chapter ends with a summary recapping the most important concepts
and results discussed in the chapter.
The book contains over 600 exercises. Some of them are drills; others make
important points about the material covered in the body of the text or intro-
duce algorithms not covered there at all. A few exercises take advantage of
Internet resources. More difficult problems—there are not many of them—
are marked by special symbols in the Instructor’s Manual. (Because marking
problems as difficult may discourage some students from trying to tackle them,
problems are not marked in the book itself.) Puzzles, games, and puzzle-like
questions are marked in the exercises with a special icon.
The book provides hints to all the exercises. Detailed solutions, except for
programming projects, are provided in the Instructor’s Manual, available to
qualified adopters through Pearson’s Instructor Resource Center. (Visit www
.pearsoninternationaleditions.com/levitin to access this material.) Slides in
PowerPoint are available to all readers of this book via anonymous ftp through
the link at www.pearsoninternationaleditions.com/levitin.
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Changes for the third edition

There are a few changes in the third edition. The most important is the new order of
the chapters on decrease-and-conquer and divide-and-conquer. There are several
advantages in introducing decrease-and-conquer before divide-and-conquer:

Decrease-and-conquer is a simpler strategy than divide-and-conquer.
Decrease-and-conquer is applicable to more problems than divide-and-con-
quer.
The new order makes it possible to discuss insertion sort before mergesort
and quicksort.
The idea of array partitioning is now introduced in conjunction with the
selection problem. I took advantage of an opportunity to do this via the one-
directional scan employed by Lomuto’s algorithm, leaving the two-directional
scan used by Hoare’s partitioning to a later discussion in conjunction with
quicksort.
Binary search is now considered in the section devoted to decrease-by-a-
constant-factor algorithms, where it belongs.

The second important change is restructuring of Chapter 8 on dynamic pro-
gramming. Specifically:

The introductory section is completely new. It contains three basic examples
that provide a much better introduction to this important technique than
computing a binomial coefficient, the example used in the first two editions.
All the exercises for Section 8.1 are new as well; they include well-known
applications not available in the previous editions.
I also changed the order of the other sections in this chapter to get a smoother
progression from the simpler applications to the more advanced ones.

The other changes include the following. More applications of the algorithms
discussed are included. The section on the graph-traversal algorithms is moved
from the decrease-and-conquer chapter to the brute-force and exhaustive-search
chapter, where it fits better, in my opinion. The Gray code algorithm is added to the
section dealing with algorithms for generating combinatorial objects. The divide-
and-conquer algorithm for the closest-pair problem is discussed in more detail.
Updates include the section on algorithm visualization, approximation algorithms
for the traveling salesman problem, and, of course, the bibliography.

I also added about 70 new problems to the exercises. Some of them are algo-
rithmic puzzles and questions asked during job interviews.

Prerequisites

The book assumes that a reader has gone through an introductory programming
course and a standard course on discrete structures. With such a background,
he or she should be able to handle the book’s material without undue difficulty.
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Still, fundamental data structures, necessary summation formulas, and recurrence
relations are reviewed in Section 1.4, Appendix A, and Appendix B, respectively.
Calculus is used in only three sections (Section 2.2, 11.4, and 12.4), and to a very
limited degree; if students lack calculus as an assured part of their background, the
relevant portions of these three sections can be omitted without hindering their
understanding of the rest of the material.

Use in the curriculum

The book can serve as a textbook for a basic course on design and analysis of
algorithms organized around algorithm design techniques. It might contain slightly
more material than can be covered in a typical one-semester course. By and large,
portions of Chapters 3 through 12 can be skipped without the danger of making
later parts of the book incomprehensible to the reader. Any portion of the book
can be assigned for self-study. In particular, Sections 2.6 and 2.7 on empirical
analysis and algorithm visualization, respectively, can be assigned in conjunction
with projects.

Here is a possible plan for a one-semester course; it assumes a 40-class meeting
format.

Lecture Topic Sections

1 Introduction 1.1–1.3
2, 3 Analysis framework; O, �, � notations 2.1, 2.2
4 Mathematical analysis of nonrecursive algorithms 2.3
5, 6 Mathematical analysis of recursive algorithms 2.4, 2.5 (+ App. B)
7 Brute-force algorithms 3.1, 3.2 (+ 3.3)
8 Exhaustive search 3.4
9 Depth-first search and breadth-first search 3.5

10, 11 Decrease-by-one: insertion sort, topological sorting 4.1, 4.2
12 Binary search and other decrease-by-a-constant-

factor algorithms
4.4

13 Variable-size-decrease algorithms 4.5
14, 15 Divide-and-conquer: mergesort, quicksort 5.1–5.2
16 Other divide-and-conquer examples 5.3 or 5.4 or 5.5
17–19 Instance simplification: presorting, Gaussian elimi-

nation, balanced search trees
6.1–6.3

20 Representation change: heaps and heapsort or
Horner’s rule and binary exponentiation

6.4 or 6.5

21 Problem reduction 6.6
22–24 Space-time trade-offs: string matching, hashing, B-

trees
7.2–7.4

25–27 Dynamic programming algorithms 3 from 8.1–8.4
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28–30 Greedy algorithms: Prim’s, Kruskal’s, Dijkstra’s,
Huffman’s

9.1–9.4

31–33 Iterative improvement algorithms 3 from 10.1–10.4
34 Lower-bound arguments 11.1
35 Decision trees 11.2
36 P, NP, and NP-complete problems 11.3
37 Numerical algorithms 11.4 (+ 12.4)
38 Backtracking 12.1
39 Branch-and-bound 12.2
40 Approximation algorithms for NP-hard problems 12.3
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1
Introduction

Two ideas lie gleaming on the jeweler’s velvet. The first is the calculus, the
second, the algorithm. The calculus and the rich body of mathematical
analysis to which it gave rise made modern science possible; but it has been
the algorithm that has made possible the modern world.

—David Berlinski, The Advent of the Algorithm, 2000

Why do you need to study algorithms? If you are going to be a computer
professional, there are both practical and theoretical reasons to study algo-

rithms. From a practical standpoint, you have to know a standard set of important
algorithms from different areas of computing; in addition, you should be able to
design new algorithms and analyze their efficiency. From the theoretical stand-
point, the study of algorithms, sometimes called algorithmics, has come to be
recognized as the cornerstone of computer science. David Harel, in his delightful
book pointedly titled Algorithmics: the Spirit of Computing, put it as follows:

Algorithmics is more than a branch of computer science. It is the core of
computer science, and, in all fairness, can be said to be relevant to most of
science, business, and technology. [Har92, p. 6]

But even if you are not a student in a computing-related program, there are
compelling reasons to study algorithms. To put it bluntly, computer programs
would not exist without algorithms. And with computer applications becoming
indispensable in almost all aspects of our professional and personal lives, studying
algorithms becomes a necessity for more and more people.

Another reason for studying algorithms is their usefulness in developing an-
alytical skills. After all, algorithms can be seen as special kinds of solutions to
problems—not just answers but precisely defined procedures for getting answers.
Consequently, specific algorithm design techniques can be interpreted as problem-
solving strategies that can be useful regardless of whether a computer is involved.
Of course, the precision inherently imposed by algorithmic thinking limits the
kinds of problems that can be solved with an algorithm. You will not find, for
example, an algorithm for living a happy life or becoming rich and famous. On

27



28 Introduction

the other hand, this required precision has an important educational advantage.
Donald Knuth, one of the most prominent computer scientists in the history of
algorithmics, put it as follows:

A person well-trained in computer science knows how to deal with algorithms:
how to construct them, manipulate them, understand them, analyze them.
This knowledge is preparation for much more than writing good computer
programs; it is a general-purpose mental tool that will be a definite aid to
the understanding of other subjects, whether they be chemistry, linguistics,
or music, etc. The reason for this may be understood in the following way:
It has often been said that a person does not really understand something
until after teaching it to someone else. Actually, a person does not really
understand something until after teaching it to a computer, i.e., expressing
it as an algorithm . . . An attempt to formalize things as algorithms leads to
a much deeper understanding than if we simply try to comprehend things in
the traditional way. [Knu96, p. 9]

We take up the notion of algorithm in Section 1.1. As examples, we use three
algorithms for the same problem: computing the greatest common divisor. There
are several reasons for this choice. First, it deals with a problem familiar to ev-
erybody from their middle-school days. Second, it makes the important point that
the same problem can often be solved by several algorithms. Quite typically, these
algorithms differ in their idea, level of sophistication, and efficiency. Third, one of
these algorithms deserves to be introduced first, both because of its age—it ap-
peared in Euclid’s famous treatise more than two thousand years ago—and its
enduring power and importance. Finally, investigation of these three algorithms
leads to some general observations about several important properties of algo-
rithms in general.

Section 1.2 deals with algorithmic problem solving. There we discuss several
important issues related to the design and analysis of algorithms. The different
aspects of algorithmic problem solving range from analysis of the problem and the
means of expressing an algorithm to establishing its correctness and analyzing its
efficiency. The section does not contain a magic recipe for designing an algorithm
for an arbitrary problem. It is a well-established fact that such a recipe does not
exist. Still, the material of Section 1.2 should be useful for organizing your work
on designing and analyzing algorithms.

Section 1.3 is devoted to a few problem types that have proven to be partic-
ularly important to the study of algorithms and their application. In fact, there
are textbooks (e.g., [Sed11]) organized around such problem types. I hold the
view—shared by many others—that an organization based on algorithm design
techniques is superior. In any case, it is very important to be aware of the princi-
pal problem types. Not only are they the most commonly encountered problem
types in real-life applications, they are used throughout the book to demonstrate
particular algorithm design techniques.

Section 1.4 contains a review of fundamental data structures. It is meant to
serve as a reference rather than a deliberate discussion of this topic. If you need
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a more detailed exposition, there is a wealth of good books on the subject, most
of them tailored to a particular programming language.

1.1 What Is an Algorithm?

Although there is no universally agreed-on wording to describe this notion, there
is general agreement about what the concept means:

An algorithm is a sequence of unambiguous instructions for solving a
problem, i.e., for obtaining a required output for any legitimate input in
a finite amount of time.

This definition can be illustrated by a simple diagram (Figure 1.1).
The reference to “instructions” in the definition implies that there is some-

thing or someone capable of understanding and following the instructions given.
We call this a “computer,” keeping in mind that before the electronic computer
was invented, the word “computer” meant a human being involved in perform-
ing numeric calculations. Nowadays, of course, “computers” are those ubiquitous
electronic devices that have become indispensable in almost everything we do.
Note, however, that although the majority of algorithms are indeed intended for
eventual computer implementation, the notion of algorithm does not depend on
such an assumption.

As examples illustrating the notion of the algorithm, we consider in this
section three methods for solving the same problem: computing the greatest
common divisor of two integers. These examples will help us to illustrate several
important points:

The nonambiguity requirement for each step of an algorithm cannot be com-
promised.
The range of inputs for which an algorithm works has to be specified carefully.
The same algorithm can be represented in several different ways.
There may exist several algorithms for solving the same problem.

problem

algorithm

input output"computer"

FIGURE 1.1 The notion of the algorithm.
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Algorithms for the same problem can be based on very different ideas and
can solve the problem with dramatically different speeds.

Recall that the greatest common divisor of two nonnegative, not-both-zero
integers m and n, denoted gcd(m, n), is defined as the largest integer that divides
both m and n evenly, i.e., with a remainder of zero. Euclid of Alexandria (third
century b.c.) outlined an algorithm for solving this problem in one of the volumes
of his Elements most famous for its systematic exposition of geometry. In modern
terms, Euclid’s algorithm is based on applying repeatedly the equality

gcd(m, n) = gcd(n, m mod n),

where m mod n is the remainder of the division of m by n, until m mod n is equal
to 0. Since gcd(m, 0) = m (why?), the last value of m is also the greatest common
divisor of the initial m and n.

For example, gcd(60, 24) can be computed as follows:

gcd(60, 24) = gcd(24, 12) = gcd(12, 0) = 12.

(If you are not impressed by this algorithm, try finding the greatest common divisor
of larger numbers, such as those in Problem 6 in this section’s exercises.)

Here is a more structured description of this algorithm:

Euclid’s algorithm for computing gcd(m, n)

Step 1 If n = 0, return the value of m as the answer and stop; otherwise,
proceed to Step 2.

Step 2 Divide m by n and assign the value of the remainder to r .
Step 3 Assign the value of n to m and the value of r to n. Go to Step 1.

Alternatively, we can express the same algorithm in pseudocode:

ALGORITHM Euclid(m, n)

//Computes gcd(m, n) by Euclid’s algorithm
//Input: Two nonnegative, not-both-zero integers m and n

//Output: Greatest common divisor of m and n

while n �= 0 do
r ← m mod n

m ← n

n ← r

return m

How do we know that Euclid’s algorithm eventually comes to a stop? This
follows from the observation that the second integer of the pair gets smaller with
each iteration and it cannot become negative. Indeed, the new value of n on the
next iteration is m mod n, which is always smaller than n (why?). Hence, the value
of the second integer eventually becomes 0, and the algorithm stops.
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Just as with many other problems, there are several algorithms for computing
the greatest common divisor. Let us look at the other two methods for this prob-
lem. The first is simply based on the definition of the greatest common divisor of
m and n as the largest integer that divides both numbers evenly. Obviously, such
a common divisor cannot be greater than the smaller of these numbers, which we
will denote by t = min{m, n}. So we can start by checking whether t divides both
m and n: if it does, t is the answer; if it does not, we simply decrease t by 1 and
try again. (How do we know that the process will eventually stop?) For example,
for numbers 60 and 24, the algorithm will try first 24, then 23, and so on, until it
reaches 12, where it stops.

Consecutive integer checking algorithm for computing gcd(m, n)

Step 1 Assign the value of min{m, n} to t.

Step 2 Divide m by t. If the remainder of this division is 0, go to Step 3;
otherwise, go to Step 4.

Step 3 Divide n by t. If the remainder of this division is 0, return the value of
t as the answer and stop; otherwise, proceed to Step 4.

Step 4 Decrease the value of t by 1. Go to Step 2.

Note that unlike Euclid’s algorithm, this algorithm, in the form presented,
does not work correctly when one of its input numbers is zero. This example
illustrates why it is so important to specify the set of an algorithm’s inputs explicitly
and carefully.

The third procedure for finding the greatest common divisor should be famil-
iar to you from middle school.

Middle-school procedure for computing gcd(m, n)

Step 1 Find the prime factors of m.
Step 2 Find the prime factors of n.
Step 3 Identify all the common factors in the two prime expansions found in

Step 1 and Step 2. (If p is a common factor occurring pm and pn times
in m and n, respectively, it should be repeated min{pm, pn} times.)

Step 4 Compute the product of all the common factors and return it as the
greatest common divisor of the numbers given.

Thus, for the numbers 60 and 24, we get

60 = 2 . 2 . 3 . 5
24 = 2 . 2 . 2 . 3

gcd(60, 24) = 2 . 2 . 3 = 12.

Nostalgia for the days when we learned this method should not prevent us
from noting that the last procedure is much more complex and slower than Euclid’s
algorithm. (We will discuss methods for finding and comparing running times
of algorithms in the next chapter.) In addition to inferior efficiency, the middle-
school procedure does not qualify, in the form presented, as a legitimate algorithm.
Why? Because the prime factorization steps are not defined unambiguously: they
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require a list of prime numbers, and I strongly suspect that your middle-school
math teacher did not explain how to obtain such a list. This is not a matter
of unnecessary nitpicking. Unless this issue is resolved, we cannot, say, write a
program implementing this procedure. Incidentally, Step 3 is also not defined
clearly enough. Its ambiguity is much easier to rectify than that of the factorization
steps, however. How would you find common elements in two sorted lists?

So, let us introduce a simple algorithm for generating consecutive primes not
exceeding any given integer n > 1. It was probably invented in ancient Greece
and is known as the sieve of Eratosthenes (ca. 200 b.c.). The algorithm starts by
initializing a list of prime candidates with consecutive integers from 2 to n. Then,
on its first iteration, the algorithm eliminates from the list all multiples of 2, i.e., 4,
6, and so on. Then it moves to the next item on the list, which is 3, and eliminates
its multiples. (In this straightforward version, there is an overhead because some
numbers, such as 6, are eliminated more than once.) No pass for number 4 is
needed: since 4 itself and all its multiples are also multiples of 2, they were already
eliminated on a previous pass. The next remaining number on the list, which is
used on the third pass, is 5. The algorithm continues in this fashion until no more
numbers can be eliminated from the list. The remaining integers of the list are the
primes needed.

As an example, consider the application of the algorithm to finding the list of
primes not exceeding n = 25:

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
2 3 5 7 9 11 13 15 17 19 21 23 25
2 3 5 7 11 13 17 19 23 25
2 3 5 7 11 13 17 19 23

For this example, no more passes are needed because they would eliminate num-
bers already eliminated on previous iterations of the algorithm. The remaining
numbers on the list are the consecutive primes less than or equal to 25.

What is the largest number p whose multiples can still remain on the list
to make further iterations of the algorithm necessary? Before we answer this
question, let us first note that if p is a number whose multiples are being eliminated
on the current pass, then the first multiple we should consider is p . p because all its
smaller multiples 2p, . . . , (p − 1)p have been eliminated on earlier passes through
the list. This observation helps to avoid eliminating the same number more than
once. Obviously, p . p should not be greater than n, and therefore p cannot exceed√

n rounded down (denoted
⌊√

n
⌋

using the so-called floor function). We assume
in the following pseudocode that there is a function available for computing

⌊√
n
⌋

;
alternatively, we could check the inequality p . p ≤ n as the loop continuation
condition there.

ALGORITHM Sieve(n)

//Implements the sieve of Eratosthenes
//Input: A positive integer n > 1
//Output: Array L of all prime numbers less than or equal to n
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for p ← 2 to n do A[p] ← p

for p ← 2 to
⌊√

n
⌋

do //see note before pseudocode
if A[p] �= 0 //p hasn’t been eliminated on previous passes

j ← p ∗ p

while j ≤ n do
A[j ] ← 0 //mark element as eliminated
j ← j + p

//copy the remaining elements of A to array L of the primes
i ← 0
for p ← 2 to n do

if A[p] �= 0
L[i] ← A[p]
i ← i + 1

return L

So now we can incorporate the sieve of Eratosthenes into the middle-school
procedure to get a legitimate algorithm for computing the greatest common divi-
sor of two positive integers. Note that special care needs to be exercised if one or
both input numbers are equal to 1: because mathematicians do not consider 1 to
be a prime number, strictly speaking, the method does not work for such inputs.

Before we leave this section, one more comment is in order. The exam-
ples considered in this section notwithstanding, the majority of algorithms in use
today—even those that are implemented as computer programs—do not deal with
mathematical problems. Look around for algorithms helping us through our daily
routines, both professional and personal. May this ubiquity of algorithms in to-
day’s world strengthen your resolve to learn more about these fascinating engines
of the information age.

Exercises 1.1

1. What is an algorithm and what are its characteristics? Are algorithms
language-specific? Explain the derivation of the term “algorithm.”

2. Given that the official purpose of the U.S. patent system is the promotion
of the “useful arts,” do you think algorithms are patentable in this country?
Should they be?

3. a. Write down the steps for installing a television set in your home with the
precision required from an algorithm’s description.

b. Write down the steps for preparing tea with the precision required by an
algorithm.

4. Write an algorithm for sorting integer numbers in ascending order using any
sorting technique. For example, the unsorted numbers are 23, 45, 12, 37, 11,
56 and the sorted numbers in ascending order are 11, 12, 23, 37, 45, 56.
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5. Design an algorithm to find the sorted list from two sorted lists of numbers.
For example, for the lists 2, 5, 7, 12, 13, 24 and 1, 6, 15, 17, 35, the output
should be 1, 2, 5, 6, 7, 12, 13, 15, 17, 24, 35. What is the maximum number of
comparisons your algorithm makes if the lengths of the two given lists are m

and n, respectively?

6. a. Find gcd(31415, 14142) by applying Euclid’s algorithm.

b. Estimate how many times faster it will be to find gcd(31415, 14142) by
Euclid’s algorithm compared with the algorithm based on checking con-
secutive integers from min{m, n} down to gcd(m, n).

7. Prove the equality gcd(m, n) = gcd(n, m mod n) for every pair of positive
integers m and n.

8. What does Euclid’s algorithm do for a pair of integers in which the first is
smaller than the second? What is the maximum number of times this can
happen during the algorithm’s execution on such an input?

9. a. What is the minimum number of divisions made by Euclid’s algorithm
among all inputs 1 ≤ m, n ≤ 10?

b. What is the maximum number of divisions made by Euclid’s algorithm
among all inputs 1 ≤ m, n ≤ 10?

10. a. Euclid’s algorithm, as presented in Euclid’s treatise, uses subtractions
rather than integer divisions. Write pseudocode for this version of Euclid’s
algorithm.

b. Euclid’s game (see [Bog]) starts with two unequal positive integers on the
board. Two players move in turn. On each move, a player has to write on
the board a positive number equal to the difference of two numbers already
on the board; this number must be new, i.e., different from all the numbers
already on the board. The player who cannot move loses the game. Should
you choose to move first or second in this game?

11. The extended Euclid’s algorithm determines not only the greatest common
divisor d of two positive integers m and n but also integers (not necessarily
positive) x and y, such that mx + ny = d.

a. Look up a description of the extended Euclid’s algorithm (see, e.g., [KnuI,
p. 13]) and implement it in the language of your choice.

b. Modify your program to find integer solutions to the Diophantine equation
ax + by = c with any set of integer coefficients a, b, and c.

12. Locker doors There are n lockers in a hallway, numbered sequentially from
1 to n. Initially, all the locker doors are closed. You make n passes by the
lockers, each time starting with locker #1. On the ith pass, i = 1, 2, . . . , n, you
toggle the door of every ith locker: if the door is closed, you open it; if it is
open, you close it. After the last pass, which locker doors are open and which
are closed? How many of them are open?
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1.2 Fundamentals of Algorithmic Problem Solving

Let us start by reiterating an important point made in the introduction to this
chapter:

We can consider algorithms to be procedural solutions to problems.

These solutions are not answers but specific instructions for getting answers. It is
this emphasis on precisely defined constructive procedures that makes computer
science distinct from other disciplines. In particular, this distinguishes it from the-
oretical mathematics, whose practitioners are typically satisfied with just proving
the existence of a solution to a problem and, possibly, investigating the solution’s
properties.

We now list and briefly discuss a sequence of steps one typically goes through
in designing and analyzing an algorithm (Figure 1.2).

Understanding the Problem

From a practical perspective, the first thing you need to do before designing an
algorithm is to understand completely the problem given. Read the problem’s
description carefully and ask questions if you have any doubts about the problem,
do a few small examples by hand, think about special cases, and ask questions
again if needed.

There are a few types of problems that arise in computing applications quite
often. We review them in the next section. If the problem in question is one of
them, you might be able to use a known algorithm for solving it. Of course, it
helps to understand how such an algorithm works and to know its strengths and
weaknesses, especially if you have to choose among several available algorithms.
But often you will not find a readily available algorithm and will have to design
your own. The sequence of steps outlined in this section should help you in this
exciting but not always easy task.

An input to an algorithm specifies an instance of the problem the algorithm
solves. It is very important to specify exactly the set of instances the algorithm
needs to handle. (As an example, recall the variations in the set of instances for
the three greatest common divisor algorithms discussed in the previous section.)
If you fail to do this, your algorithm may work correctly for a majority of inputs
but crash on some “boundary” value. Remember that a correct algorithm is not
one that works most of the time, but one that works correctly for all legitimate
inputs.

Do not skimp on this first step of the algorithmic problem-solving process;
otherwise, you will run the risk of unnecessary rework.

Ascertaining the Capabilities of the Computational Device

Once you completely understand a problem, you need to ascertain the capabilities
of the computational device the algorithm is intended for. The vast majority of
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Understand the problem

Decide on:
computational means,

exact vs. approximate solving,
algorithm design technique

Design an algorithm

Prove correctness

Analyze the algorithm

Code the algorithm

FIGURE 1.2 Algorithm design and analysis process.

algorithms in use today are still destined to be programmed for a computer closely
resembling the von Neumann machine—a computer architecture outlined by
the prominent Hungarian-American mathematician John von Neumann (1903–
1957), in collaboration with A. Burks and H. Goldstine, in 1946. The essence of
this architecture is captured by the so-called random-access machine (RAM).
Its central assumption is that instructions are executed one after another, one
operation at a time. Accordingly, algorithms designed to be executed on such
machines are called sequential algorithms.

The central assumption of the RAM model does not hold for some newer
computers that can execute operations concurrently, i.e., in parallel. Algorithms
that take advantage of this capability are called parallel algorithms. Still, studying
the classic techniques for design and analysis of algorithms under the RAM model
remains the cornerstone of algorithmics for the foreseeable future.
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Should you worry about the speed and amount of memory of a computer at
your disposal? If you are designing an algorithm as a scientific exercise, the answer
is a qualified no. As you will see in Section 2.1, most computer scientists prefer to
study algorithms in terms independent of specification parameters for a particular
computer. If you are designing an algorithm as a practical tool, the answer may
depend on a problem you need to solve. Even the “slow” computers of today are
almost unimaginably fast. Consequently, in many situations you need not worry
about a computer being too slow for the task. There are important problems,
however, that are very complex by their nature, or have to process huge volumes
of data, or deal with applications where the time is critical. In such situations,
it is imperative to be aware of the speed and memory available on a particular
computer system.

Choosing between Exact and Approximate Problem Solving

The next principal decision is to choose between solving the problem exactly or
solving it approximately. In the former case, an algorithm is called an exact algo-
rithm; in the latter case, an algorithm is called an approximation algorithm. Why
would one opt for an approximation algorithm? First, there are important prob-
lems that simply cannot be solved exactly for most of their instances; examples
include extracting square roots, solving nonlinear equations, and evaluating def-
inite integrals. Second, available algorithms for solving a problem exactly can be
unacceptably slow because of the problem’s intrinsic complexity. This happens, in
particular, for many problems involving a very large number of choices; you will
see examples of such difficult problems in Chapters 3, 11, and 12. Third, an ap-
proximation algorithm can be a part of a more sophisticated algorithm that solves
a problem exactly.

Algorithm Design Techniques

Now, with all the components of the algorithmic problem solving in place, how do
you design an algorithm to solve a given problem? This is the main question this
book seeks to answer by teaching you several general design techniques.

What is an algorithm design technique?

An algorithm design technique (or “strategy” or “paradigm”) is a general
approach to solving problems algorithmically that is applicable to a variety
of problems from different areas of computing.

Check this book’s table of contents and you will see that a majority of its
chapters are devoted to individual design techniques. They distill a few key ideas
that have proven to be useful in designing algorithms. Learning these techniques
is of utmost importance for the following reasons.

First, they provide guidance for designing algorithms for new problems, i.e.,
problems for which there is no known satisfactory algorithm. Therefore—to use
the language of a famous proverb—learning such techniques is akin to learning
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to fish as opposed to being given a fish caught by somebody else. It is not true, of
course, that each of these general techniques will be necessarily applicable to every
problem you may encounter. But taken together, they do constitute a powerful
collection of tools that you will find quite handy in your studies and work.

Second, algorithms are the cornerstone of computer science. Every science is
interested in classifying its principal subject, and computer science is no exception.
Algorithm design techniques make it possible to classify algorithms according
to an underlying design idea; therefore, they can serve as a natural way to both
categorize and study algorithms.

Designing an Algorithm and Data Structures

While the algorithm design techniques do provide a powerful set of general ap-
proaches to algorithmic problem solving, designing an algorithm for a particular
problem may still be a challenging task. Some design techniques can be simply
inapplicable to the problem in question. Sometimes, several techniques need to
be combined, and there are algorithms that are hard to pinpoint as applications
of the known design techniques. Even when a particular design technique is ap-
plicable, getting an algorithm often requires a nontrivial ingenuity on the part of
the algorithm designer. With practice, both tasks—choosing among the general
techniques and applying them—get easier, but they are rarely easy.

Of course, one should pay close attention to choosing data structures appro-
priate for the operations performed by the algorithm. For example, the sieve of
Eratosthenes introduced in Section 1.1 would run longer if we used a linked list
instead of an array in its implementation (why?). Also note that some of the al-
gorithm design techniques discussed in Chapters 6 and 7 depend intimately on
structuring or restructuring data specifying a problem’s instance. Many years ago,
an influential textbook proclaimed the fundamental importance of both algo-
rithms and data structures for computer programming by its very title: Algorithms
+ Data Structures = Programs [Wir76]. In the new world of object-oriented pro-
gramming, data structures remain crucially important for both design and analysis
of algorithms. We review basic data structures in Section 1.4.

Methods of Specifying an Algorithm

Once you have designed an algorithm, you need to specify it in some fashion. In
Section 1.1, to give you an example, Euclid’s algorithm is described in words (in a
free and also a step-by-step form) and in pseudocode. These are the two options
that are most widely used nowadays for specifying algorithms.

Using a natural language has an obvious appeal; however, the inherent ambi-
guity of any natural language makes a succinct and clear description of algorithms
surprisingly difficult. Nevertheless, being able to do this is an important skill that
you should strive to develop in the process of learning algorithms.

Pseudocode is a mixture of a natural language and programming language-
like constructs. Pseudocode is usually more precise than natural language, and its
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usage often yields more succinct algorithm descriptions. Surprisingly, computer
scientists have never agreed on a single form of pseudocode, leaving textbook
authors with a need to design their own “dialects.” Fortunately, these dialects are
so close to each other that anyone familiar with a modern programming language
should be able to understand them all.

This book’s dialect was selected to cause minimal difficulty for a reader. For
the sake of simplicity, we omit declarations of variables and use indentation to
show the scope of such statements as for, if, and while. As you saw in the previous
section, we use an arrow “←” for the assignment operation and two slashes “//”
for comments.

In the earlier days of computing, the dominant vehicle for specifying algo-
rithms was a flowchart, a method of expressing an algorithm by a collection of
connected geometric shapes containing descriptions of the algorithm’s steps. This
representation technique has proved to be inconvenient for all but very simple
algorithms; nowadays, it can be found only in old algorithm books.

The state of the art of computing has not yet reached a point where an
algorithm’s description—be it in a natural language or pseudocode—can be fed
into an electronic computer directly. Instead, it needs to be converted into a
computer program written in a particular computer language. We can look at such
a program as yet another way of specifying the algorithm, although it is preferable
to consider it as the algorithm’s implementation.

Proving an Algorithm’s Correctness

Once an algorithm has been specified, you have to prove its correctness. That is,
you have to prove that the algorithm yields a required result for every legitimate
input in a finite amount of time. For example, the correctness of Euclid’s algorithm
for computing the greatest common divisor stems from the correctness of the
equality gcd(m, n) = gcd(n, m mod n) (which, in turn, needs a proof; see Problem
7 in Exercises 1.1), the simple observation that the second integer gets smaller on
every iteration of the algorithm, and the fact that the algorithm stops when the
second integer becomes 0.

For some algorithms, a proof of correctness is quite easy; for others, it can be
quite complex. A common technique for proving correctness is to use mathemati-
cal induction because an algorithm’s iterations provide a natural sequence of steps
needed for such proofs. It might be worth mentioning that although tracing the
algorithm’s performance for a few specific inputs can be a very worthwhile activ-
ity, it cannot prove the algorithm’s correctness conclusively. But in order to show
that an algorithm is incorrect, you need just one instance of its input for which the
algorithm fails.

The notion of correctness for approximation algorithms is less straightforward
than it is for exact algorithms. For an approximation algorithm, we usually would
like to be able to show that the error produced by the algorithm does not exceed
a predefined limit. You can find examples of such investigations in Chapter 12.
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Analyzing an Algorithm

We usually want our algorithms to possess several qualities. After correctness,
by far the most important is efficiency. In fact, there are two kinds of algorithm
efficiency: time efficiency, indicating how fast the algorithm runs, and space ef-
ficiency, indicating how much extra memory it uses. A general framework and
specific techniques for analyzing an algorithm’s efficiency appear in Chapter 2.

Another desirable characteristic of an algorithm is simplicity. Unlike effi-
ciency, which can be precisely defined and investigated with mathematical rigor,
simplicity, like beauty, is to a considerable degree in the eye of the beholder. For
example, most people would agree that Euclid’s algorithm is simpler than the
middle-school procedure for computing gcd(m, n), but it is not clear whether Eu-
clid’s algorithm is simpler than the consecutive integer checking algorithm. Still,
simplicity is an important algorithm characteristic to strive for. Why? Because sim-
pler algorithms are easier to understand and easier to program; consequently, the
resulting programs usually contain fewer bugs. There is also the undeniable aes-
thetic appeal of simplicity. Sometimes simpler algorithms are also more efficient
than more complicated alternatives. Unfortunately, it is not always true, in which
case a judicious compromise needs to be made.

Yet another desirable characteristic of an algorithm is generality. There are,
in fact, two issues here: generality of the problem the algorithm solves and the
set of inputs it accepts. On the first issue, note that it is sometimes easier to
design an algorithm for a problem posed in more general terms. Consider, for
example, the problem of determining whether two integers are relatively prime,
i.e., whether their only common divisor is equal to 1. It is easier to design an
algorithm for a more general problem of computing the greatest common divisor
of two integers and, to solve the former problem, check whether the gcd is 1 or
not. There are situations, however, where designing a more general algorithm is
unnecessary or difficult or even impossible. For example, it is unnecessary to sort
a list of n numbers to find its median, which is its �n/2�th smallest element. To give
another example, the standard formula for roots of a quadratic equation cannot
be generalized to handle polynomials of arbitrary degrees.

As to the set of inputs, your main concern should be designing an algorithm
that can handle a set of inputs that is natural for the problem at hand. For example,
excluding integers equal to 1 as possible inputs for a greatest common divisor
algorithm would be quite unnatural. On the other hand, although the standard
formula for the roots of a quadratic equation holds for complex coefficients, we
would normally not implement it on this level of generality unless this capability
is explicitly required.

If you are not satisfied with the algorithm’s efficiency, simplicity, or generality,
you must return to the drawing board and redesign the algorithm. In fact, even if
your evaluation is positive, it is still worth searching for other algorithmic solutions.
Recall the three different algorithms in the previous section for computing the
greatest common divisor: generally, you should not expect to get the best algorithm
on the first try. At the very least, you should try to fine-tune the algorithm you
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already have. For example, we made several improvements in our implementation
of the sieve of Eratosthenes compared with its initial outline in Section 1.1. (Can
you identify them?) You will do well if you keep in mind the following observation
of Antoine de Saint-Exupéry, the French writer, pilot, and aircraft designer: “A
designer knows he has arrived at perfection not when there is no longer anything
to add, but when there is no longer anything to take away.”1

Coding an Algorithm

Most algorithms are destined to be ultimately implemented as computer pro-
grams. Programming an algorithm presents both a peril and an opportunity. The
peril lies in the possibility of making the transition from an algorithm to a pro-
gram either incorrectly or very inefficiently. Some influential computer scientists
strongly believe that unless the correctness of a computer program is proven
with full mathematical rigor, the program cannot be considered correct. They
have developed special techniques for doing such proofs (see [Gri81]), but the
power of these techniques of formal verification is limited so far to very small
programs.

As a practical matter, the validity of programs is still established by testing.
Testing of computer programs is an art rather than a science, but that does not
mean that there is nothing in it to learn. Look up books devoted to testing
and debugging; even more important, test and debug your program thoroughly
whenever you implement an algorithm.

Also note that throughout the book, we assume that inputs to algorithms
belong to the specified sets and hence require no verification. When implementing
algorithms as programs to be used in actual applications, you should provide such
verifications.

Of course, implementing an algorithm correctly is necessary but not sufficient:
you would not like to diminish your algorithm’s power by an inefficient implemen-
tation. Modern compilers do provide a certain safety net in this regard, especially
when they are used in their code optimization mode. Still, you need to be aware
of such standard tricks as computing a loop’s invariant (an expression that does
not change its value) outside the loop, collecting common subexpressions, replac-
ing expensive operations by cheap ones, and so on. (See [Ker99] and [Ben00] for
a good discussion of code tuning and other issues related to algorithm program-
ming.) Typically, such improvements can speed up a program only by a constant
factor, whereas a better algorithm can make a difference in running time by orders
of magnitude. But once an algorithm is selected, a 10–50% speedup may be worth
an effort.

1. I found this call for design simplicity in an essay collection by Jon Bentley [Ben00]; the essays deal
with a variety of issues in algorithm design and implementation and are justifiably titled Programming
Pearls. I wholeheartedly recommend the writings of both Jon Bentley and Antoine de Saint-Exupéry.
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A working program provides an additional opportunity in allowing an em-
pirical analysis of the underlying algorithm. Such an analysis is based on timing
the program on several inputs and then analyzing the results obtained. We dis-
cuss the advantages and disadvantages of this approach to analyzing algorithms
in Section 2.6.

In conclusion, let us emphasize again the main lesson of the process depicted
in Figure 1.2:

As a rule, a good algorithm is a result of repeated effort and rework.

Even if you have been fortunate enough to get an algorithmic idea that seems
perfect, you should still try to see whether it can be improved.

Actually, this is good news since it makes the ultimate result so much more
enjoyable. (Yes, I did think of naming this book The Joy of Algorithms.) On the
other hand, how does one know when to stop? In the real world, more often than
not a project’s schedule or the impatience of your boss will stop you. And so it
should be: perfection is expensive and in fact not always called for. Designing
an algorithm is an engineering-like activity that calls for compromises among
competing goals under the constraints of available resources, with the designer’s
time being one of the resources.

In the academic world, the question leads to an interesting but usually difficult
investigation of an algorithm’s optimality. Actually, this question is not about the
efficiency of an algorithm but about the complexity of the problem it solves: What
is the minimum amount of effort any algorithm will need to exert to solve the
problem? For some problems, the answer to this question is known. For example,
any algorithm that sorts an array by comparing values of its elements needs about
n log2 n comparisons for some arrays of size n (see Section 11.2). But for many
seemingly easy problems such as integer multiplication, computer scientists do
not yet have a final answer.

Another important issue of algorithmic problem solving is the question of
whether or not every problem can be solved by an algorithm. We are not talking
here about problems that do not have a solution, such as finding real roots of
a quadratic equation with a negative discriminant. For such cases, an output
indicating that the problem does not have a solution is all we can and should
expect from an algorithm. Nor are we talking about ambiguously stated problems.
Even some unambiguous problems that must have a simple yes or no answer are
“undecidable,” i.e., unsolvable by any algorithm. An important example of such
a problem appears in Section 11.3. Fortunately, a vast majority of problems in
practical computing can be solved by an algorithm.

Before leaving this section, let us be sure that you do not have the
misconception—possibly caused by the somewhat mechanical nature of the
diagram of Figure 1.2—that designing an algorithm is a dull activity. There is
nothing further from the truth: inventing (or discovering?) algorithms is a very
creative and rewarding process. This book is designed to convince you that this is
the case.



1.2 Fundamentals of Algorithmic Problem Solving 43

Exercises 1.2

1. Old World puzzle A peasant finds himself on a riverbank with a wolf, a goat,
and a head of cabbage. He needs to transport all three to the other side of the
river in his boat. However, the boat has room for only the peasant himself
and one other item (either the wolf, the goat, or the cabbage). In his absence,
the wolf would eat the goat, and the goat would eat the cabbage. Solve this
problem for the peasant or prove it has no solution. (Note: The peasant is a
vegetarian but does not like cabbage and hence can eat neither the goat nor
the cabbage to help him solve the problem. And it goes without saying that
the wolf is a protected species.)

2. New World puzzle There are four people who want to cross a rickety bridge;
they all begin on the same side. You have 17 minutes to get them all across
to the other side. It is night, and they have one flashlight. A maximum of two
people can cross the bridge at one time. Any party that crosses, either one or
two people, must have the flashlight with them. The flashlight must be walked
back and forth; it cannot be thrown, for example. Person 1 takes 1 minute
to cross the bridge, person 2 takes 2 minutes, person 3 takes 5 minutes, and
person 4 takes 10 minutes. A pair must walk together at the rate of the slower
person’s pace. (Note: According to a rumor on the Internet, interviewers at a
well-known software company located near Seattle have given this problem
to interviewees.)

3. Which of the following formulas can be considered an algorithm for comput-
ing the area of a triangle whose side lengths are given positive numbers a, b,
and c?
a. S =√

p(p − a)(p − b)(p − c), where p = (a + b + c)/2

b. S = 1
2bc sin A, where A is the angle between sides b and c

c. S = 1
2aha, where ha is the height to base a

4. What is an algorithm design technique? What is a pseudocode? Describe how
you would prove the correctness of an algorithm.

5. Describe the standard algorithm for finding the decimal representation of a
positive binary number
a. in English.

b. in a pseudocode.

6. Describe the algorithm used by a telephone to place a phone call. (You may
give your description in either English or a pseudocode, whichever you find
more convenient.)

7. What are the qualities that an algorithm should possess? Explain the various
steps involved in converting an algorithm into code.

8. Give an example of a problem other than computing the prime number for
which you know more than one algorithm. Computing the greatest common
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divisor also has more than one algorithm. Find the simpler and more efficient
algorithm.

9. Consider the following algorithm for finding the distance between the two
closest elements in an array of numbers.

ALGORITHM MinDistance(A[0..n − 1])

//Input: Array A[0..n − 1] of numbers
//Output: Minimum distance between two of its elements
dmin ← ∞

for i ← 0 to n − 1 do
for j ← 0 to n − 1 do

if i �= j and |A[i] − A[j ]| < dmin

dmin ← |A[i] − A[j ]|
return dmin

Make as many improvements as you can in this algorithmic solution to the
problem. If you need to, you may change the algorithm altogether; if not,
improve the implementation given.

10. One of the most influential books on problem solving, titled How To Solve
It [Pol57], was written by the Hungarian-American mathematician George
Pólya (1887–1985). Pólya summarized his ideas in a four-point summary. Find
this summary on the Internet or, better yet, in his book, and compare it with
the plan outlined in Section 1.2. What do they have in common? How are they
different?

1.3 Important Problem Types

In the limitless sea of problems one encounters in computing, there are a few
areas that have attracted particular attention from researchers. By and large,
their interest has been driven either by the problem’s practical importance or by
some specific characteristics making the problem an interesting research subject;
fortunately, these two motivating forces reinforce each other in most cases.

In this section, we are going to introduce the most important problem types:

Sorting
Searching
String processing
Graph problems
Combinatorial problems
Geometric problems
Numerical problems
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These problems are used in subsequent chapters of the book to illustrate
different algorithm design techniques and methods of algorithm analysis.

Sorting

The sorting problem is to rearrange the items of a given list in nondecreasing
order. Of course, for this problem to be meaningful, the nature of the list items
must allow such an ordering. (Mathematicians would say that there must exist
a relation of total ordering.) As a practical matter, we usually need to sort lists
of numbers, characters from an alphabet, character strings, and, most important,
records similar to those maintained by schools about their students, libraries about
their holdings, and companies about their employees. In the case of records, we
need to choose a piece of information to guide sorting. For example, we can choose
to sort student records in alphabetical order of names or by student number or by
student grade-point average. Such a specially chosen piece of information is called
a key. Computer scientists often talk about sorting a list of keys even when the list’s
items are not records but, say, just integers.

Why would we want a sorted list? To begin with, a sorted list can be a required
output of a task such as ranking Internet search results or ranking students by their
GPA scores. Further, sorting makes many questions about the list easier to answer.
The most important of them is searching: it is why dictionaries, telephone books,
class lists, and so on are sorted. You will see other examples of the usefulness of
list presorting in Section 6.1. In a similar vein, sorting is used as an auxiliary step
in several important algorithms in other areas, e.g., geometric algorithms and data
compression. The greedy approach—an important algorithm design technique
discussed later in the book—requires a sorted input.

By now, computer scientists have discovered dozens of different sorting algo-
rithms. In fact, inventing a new sorting algorithm has been likened to designing
the proverbial mousetrap. And I am happy to report that the hunt for a better
sorting mousetrap continues. This perseverance is admirable in view of the fol-
lowing facts. On the one hand, there are a few good sorting algorithms that sort
an arbitrary array of size n using about n log2 n comparisons. On the other hand,
no algorithm that sorts by key comparisons (as opposed to, say, comparing small
pieces of keys) can do substantially better than that.

There is a reason for this embarrassment of algorithmic riches in the land
of sorting. Although some algorithms are indeed better than others, there is no
algorithm that would be the best solution in all situations. Some of the algorithms
are simple but relatively slow, while others are faster but more complex; some
work better on randomly ordered inputs, while others do better on almost-sorted
lists; some are suitable only for lists residing in the fast memory, while others can
be adapted for sorting large files stored on a disk; and so on.

Two properties of sorting algorithms deserve special mention. A sorting algo-
rithm is called stable if it preserves the relative order of any two equal elements in
its input. In other words, if an input list contains two equal elements in positions
i and j where i < j, then in the sorted list they have to be in positions i′ and j ′,
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respectively, such that i′ < j ′. This property can be desirable if, for example, we
have a list of students sorted alphabetically and we want to sort it according to
student GPA: a stable algorithm will yield a list in which students with the same
GPA will still be sorted alphabetically. Generally speaking, algorithms that can
exchange keys located far apart are not stable, but they usually work faster; you
will see how this general comment applies to important sorting algorithms later
in the book.

The second notable feature of a sorting algorithm is the amount of extra
memory the algorithm requires. An algorithm is said to be in-place if it does
not require extra memory, except, possibly, for a few memory units. There are
important sorting algorithms that are in-place and those that are not.

Searching

The searching problem deals with finding a given value, called a search key, in a
given set (or a multiset, which permits several elements to have the same value).
There are plenty of searching algorithms to choose from. They range from the
straightforward sequential search to a spectacularly efficient but limited binary
search and algorithms based on representing the underlying set in a different form
more conducive to searching. The latter algorithms are of particular importance
for real-world applications because they are indispensable for storing and retriev-
ing information from large databases.

For searching, too, there is no single algorithm that fits all situations best.
Some algorithms work faster than others but require more memory; some are
very fast but applicable only to sorted arrays; and so on. Unlike with sorting
algorithms, there is no stability problem, but different issues arise. Specifically,
in applications where the underlying data may change frequently relative to the
number of searches, searching has to be considered in conjunction with two other
operations: an addition to and deletion from the data set of an item. In such
situations, data structures and algorithms should be chosen to strike a balance
among the requirements of each operation. Also, organizing very large data sets
for efficient searching poses special challenges with important implications for
real-world applications.

String Processing

In recent decades, the rapid proliferation of applications dealing with nonnumer-
ical data has intensified the interest of researchers and computing practitioners in
string-handling algorithms. A string is a sequence of characters from an alphabet.
Strings of particular interest are text strings, which comprise letters, numbers, and
special characters; bit strings, which comprise zeros and ones; and gene sequences,
which can be modeled by strings of characters from the four-character alphabet {A,
C, G, T}. It should be pointed out, however, that string-processing algorithms have
been important for computer science for a long time in conjunction with computer
languages and compiling issues.
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One particular problem—that of searching for a given word in a text—has
attracted special attention from researchers. They call it string matching. Several
algorithms that exploit the special nature of this type of searching have been
invented. We introduce one very simple algorithm in Chapter 3 and discuss two
algorithms based on a remarkable idea by R. Boyer and J. Moore in Chapter 7.

Graph Problems

One of the oldest and most interesting areas in algorithmics is graph algorithms.
Informally, a graph can be thought of as a collection of points called vertices, some
of which are connected by line segments called edges. (A more formal definition
is given in the next section.) Graphs are an interesting subject to study, for both
theoretical and practical reasons. Graphs can be used for modeling a wide variety
of applications, including transportation, communication, social and economic
networks, project scheduling, and games. Studying different technical and social
aspects of the Internet in particular is one of the active areas of current research
involving computer scientists, economists, and social scientists (see, e.g., [Eas10]).

Basic graph algorithms include graph-traversal algorithms (how can one reach
all the points in a network?), shortest-path algorithms (what is the best route be-
tween two cities?), and topological sorting for graphs with directed edges (is a set
of courses with their prerequisites consistent or self-contradictory?). Fortunately,
these algorithms can be considered illustrations of general design techniques; ac-
cordingly, you will find them in corresponding chapters of the book.

Some graph problems are computationally very hard; the most well-known
examples are the traveling salesman problem and the graph-coloring problem.
The traveling salesman problem (TSP) is the problem of finding the shortest tour
through n cities that visits every city exactly once. In addition to obvious appli-
cations involving route planning, it arises in such modern applications as circuit
board and VLSI chip fabrication, X-ray crystallography, and genetic engineer-
ing. The graph-coloring problem seeks to assign the smallest number of colors to
the vertices of a graph so that no two adjacent vertices are the same color. This
problem arises in several applications, such as event scheduling: if the events are
represented by vertices that are connected by an edge if and only if the correspond-
ing events cannot be scheduled at the same time, a solution to the graph-coloring
problem yields an optimal schedule.

Combinatorial Problems

From a more abstract perspective, the traveling salesman problem and the graph-
coloring problem are examples of combinatorial problems. These are problems
that ask, explicitly or implicitly, to find a combinatorial object—such as a permu-
tation, a combination, or a subset—that satisfies certain constraints. A desired
combinatorial object may also be required to have some additional property such
as a maximum value or a minimum cost.
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Generally speaking, combinatorial problems are the most difficult problems in
computing, from both a theoretical and practical standpoint. Their difficulty stems
from the following facts. First, the number of combinatorial objects typically grows
extremely fast with a problem’s size, reaching unimaginable magnitudes even
for moderate-sized instances. Second, there are no known algorithms for solving
most such problems exactly in an acceptable amount of time. Moreover, most
computer scientists believe that such algorithms do not exist. This conjecture has
been neither proved nor disproved, and it remains the most important unresolved
issue in theoretical computer science. We discuss this topic in more detail in
Section 11.3.

Some combinatorial problems can be solved by efficient algorithms, but they
should be considered fortunate exceptions to the rule. The shortest-path problem
mentioned earlier is among such exceptions.

Geometric Problems

Geometric algorithms deal with geometric objects such as points, lines, and poly-
gons. The ancient Greeks were very much interested in developing procedures
(they did not call them algorithms, of course) for solving a variety of geometric
problems, including problems of constructing simple geometric shapes—triangles,
circles, and so on—with an unmarked ruler and a compass. Then, for about 2000
years, intense interest in geometric algorithms disappeared, to be resurrected in
the age of computers—no more rulers and compasses, just bits, bytes, and good old
human ingenuity. Of course, today people are interested in geometric algorithms
with quite different applications in mind, such as computer graphics, robotics, and
tomography.

We will discuss algorithms for only two classic problems of computational
geometry: the closest-pair problem and the convex-hull problem. The closest-pair
problem is self-explanatory: given n points in the plane, find the closest pair among
them. The convex-hull problem asks to find the smallest convex polygon that
would include all the points of a given set. If you are interested in other geometric
algorithms, you will find a wealth of material in such specialized monographs as
[deB10], [ORo98], and [Pre85].

Numerical Problems

Numerical problems, another large special area of applications, are problems
that involve mathematical objects of continuous nature: solving equations and
systems of equations, computing definite integrals, evaluating functions, and so on.
The majority of such mathematical problems can be solved only approximately.
Another principal difficulty stems from the fact that such problems typically
require manipulating real numbers, which can be represented in a computer only
approximately. Moreover, a large number of arithmetic operations performed on
approximately represented numbers can lead to an accumulation of the round-off
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error to a point where it can drastically distort an output produced by a seemingly
sound algorithm.

Many sophisticated algorithms have been developed over the years in this
area, and they continue to play a critical role in many scientific and engineering
applications. But in the last 30 years or so, the computing industry has shifted
its focus to business applications. These new applications require primarily algo-
rithms for information storage, retrieval, transportation through networks, and
presentation to users. As a result of this revolutionary change, numerical analysis
has lost its formerly dominating position in both industry and computer science
programs. Still, it is important for any computer-literate person to have at least a
rudimentary idea about numerical algorithms. We discuss several classical numer-
ical algorithms in Sections 6.2, 11.4, and 12.4.

Exercises 1.3

1. Consider the algorithm for the sorting problem that sorts an array by counting,
for each of its elements, the number of smaller elements and then uses this
information to put the element in its appropriate position in the sorted array:

ALGORITHM ComparisonCountingSort(A[0..n − 1])

//Sorts an array by comparison counting
//Input: Array A[0..n − 1] of orderable values
//Output: Array S[0..n − 1] of A’s elements sorted
// in nondecreasing order
for i ← 0 to n − 1 do

Count[i] ← 0
for i ← 0 to n − 2 do

for j ← i + 1 to n − 1 do
if A[i] < A[j ]

Count[j ] ← Count[j ] + 1
else Count[i] ← Count[i] + 1

for i ← 0 to n − 1 do
S[Count[i]] ← A[i]

return S

a. Apply this algorithm to sorting the list 60, 35, 81, 98, 14, 47.

b. Is this algorithm stable?

c. Is it in-place?

2. Name the algorithms for the sorting problem that you already know. Give a
good succinct description of each algorithm in English. If you know no such
algorithms, use this opportunity to design one.

3. Design a simple algorithm for the string-reverse problem.



50 Introduction

4. Königsberg bridges The Königsberg bridge puzzle is universally accepted
as the problem that gave birth to graph theory. It was solved by the great
Swiss-born mathematician Leonhard Euler (1707–1783). The problem asked
whether one could, in a single stroll, cross all seven bridges of the city of
Königsberg exactly once and return to a starting point. Following is a sketch
of the river with its two islands and seven bridges:

a. State the problem as a graph problem.

b. Does this problem have a solution? If you believe it does, draw such a stroll;
if you believe it does not, explain why and indicate the smallest number of
new bridges that would be required to make such a stroll possible.

5. Icosian Game A century after Euler’s discovery (see Problem 4), another
famous puzzle—this one invented by the renowned Irish mathematician Sir
William Hamilton (1805–1865)—was presented to the world under the name
of the Icosian Game. The game’s board was a circular wooden board on which
the following graph was carved:

Find a Hamiltonian circuit—a path that visits all the graph’s vertices exactly
once before returning to the starting vertex—for this graph.

6. Consider the following problem: Design an algorithm to determine the best
route for a subway passenger to take from one designated station to another in
a well-developed subway system similar to those in such cities as Washington,
D.C., and London, UK.
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a. The problem’s statement is somewhat vague, which is typical of real-life
problems. In particular, what reasonable criterion can be used for defining
the “best” route?

b. How would you model this problem by a graph?

7. a. Rephrase the traveling-salesman problem in combinatorial object terms.

b. Rephrase the graph-coloring problem in combinatorial object terms.

8. Consider the following map:

a

b

e

c
d

f

a. Explain how we can use the graph-coloring problem to color the map so
that no two neighboring regions are colored the same.

b. Use your answer to part (a) to color the map with the smallest number of
colors.

9. Design an algorithm for the following problem: Given a set of n points (nodes)
in the Cartesian plane, determine whether all of them are fully connected to
each other or not.

10. Write a program that reads as its inputs the (x, y) coordinates of a point and
checks whether the point is inside or outside a given circle.

1.4 Fundamental Data Structures

Since the vast majority of algorithms of interest operate on data, particular ways of
organizing data play a critical role in the design and analysis of algorithms. A data
structure can be defined as a particular scheme of organizing related data items.
The nature of the data items is dictated by the problem at hand; they can range
from elementary data types (e.g., integers or characters) to data structures (e.g., a
one-dimensional array of one-dimensional arrays is often used for implementing
matrices). There are a few data structures that have proved to be particularly
important for computer algorithms. Since you are undoubtedly familiar with most
if not all of them, just a quick review is provided here.

Linear Data Structures

The two most important elementary data structures are the array and the linked
list. A (one-dimensional) array is a sequence of n items of the same data type that
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are stored contiguously in computer memory and made accessible by specifying a
value of the array’s index (Figure 1.3).

In the majority of cases, the index is an integer either between 0 and n − 1
(as shown in Figure 1.3) or between 1 and n. Some computer languages allow an
array index to range between any two integer bounds low and high, and some even
permit nonnumerical indices to specify, for example, data items corresponding to
the 12 months of the year by the month names.

Each and every element of an array can be accessed in the same constant
amount of time regardless of where in the array the element in question is located.
This feature positively distinguishes arrays from linked lists, discussed below.

Arrays are used for implementing a variety of other data structures. Promi-
nent among them is the string, a sequence of characters from an alphabet termi-
nated by a special character indicating the string’s end. Strings composed of zeros
and ones are called binary strings or bit strings. Strings are indispensable for pro-
cessing textual data, defining computer languages and compiling programs written
in them, and studying abstract computational models. Operations we usually per-
form on strings differ from those we typically perform on other arrays (say, arrays
of numbers). They include computing the string length, comparing two strings to
determine which one precedes the other in lexicographic (i.e., alphabetical) or-
der, and concatenating two strings (forming one string from two given strings by
appending the second to the end of the first).

A linked list is a sequence of zero or more elements called nodes, each
containing two kinds of information: some data and one or more links called
pointers to other nodes of the linked list. (A special pointer called “null” is used
to indicate the absence of a node’s successor.) In a singly linked list, each node
except the last one contains a single pointer to the next element (Figure 1.4).

To access a particular node of a linked list, one starts with the list’s first node
and traverses the pointer chain until the particular node is reached. Thus, the time
needed to access an element of a singly linked list, unlike that of an array, depends
on where in the list the element is located. On the positive side, linked lists do

Item [0] Item [1] Item [n–1]

FIGURE 1.3 Array of n elements.

Item 0 Item 1 Item n –1 null

FIGURE 1.4 Singly linked list of n elements.
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Item n–1 nullItem 1Item 0null

FIGURE 1.5 Doubly linked list of n elements.

not require any preliminary reservation of the computer memory, and insertions
and deletions can be made quite efficiently in a linked list by reconnecting a few
appropriate pointers.

We can exploit flexibility of the linked list structure in a variety of ways. For
example, it is often convenient to start a linked list with a special node called the
header. This node may contain information about the linked list itself, such as its
current length; it may also contain, in addition to a pointer to the first element, a
pointer to the linked list’s last element.

Another extension is the structure called the doubly linked list, in which every
node, except the first and the last, contains pointers to both its successor and its
predecessor (Figure 1.5).

The array and linked list are two principal choices in representing a more
abstract data structure called a linear list or simply a list. A list is a finite sequence
of data items, i.e., a collection of data items arranged in a certain linear order. The
basic operations performed on this data structure are searching for, inserting, and
deleting an element.

Two special types of lists, stacks and queues, are particularly important. A
stack is a list in which insertions and deletions can be done only at the end. This
end is called the top because a stack is usually visualized not horizontally but
vertically—akin to a stack of plates whose “operations” it mimics very closely.
As a result, when elements are added to (pushed onto) a stack and deleted from
(popped off) it, the structure operates in a “last-in–first-out” (LIFO) fashion—
exactly like a stack of plates if we can add or remove a plate only from the top.
Stacks have a multitude of applications; in particular, they are indispensable for
implementing recursive algorithms.

A queue, on the other hand, is a list from which elements are deleted from
one end of the structure, called the front (this operation is called dequeue),
and new elements are added to the other end, called the rear (this operation is
called enqueue). Consequently, a queue operates in a “first-in–first-out” (FIFO)
fashion—akin to a queue of customers served by a single teller in a bank. Queues
also have many important applications, including several algorithms for graph
problems.

Many important applications require selection of an item of the highest pri-
ority among a dynamically changing set of candidates. A data structure that seeks
to satisfy the needs of such applications is called a priority queue. A priority
queue is a collection of data items from a totally ordered universe (most often,
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integer or real numbers). The principal operations on a priority queue are find-
ing its largest element, deleting its largest element, and adding a new element.
Of course, a priority queue must be implemented so that the last two operations
yield another priority queue. Straightforward implementations of this data struc-
ture can be based on either an array or a sorted array, but neither of these options
yields the most efficient solution possible. A better implementation of a priority
queue is based on an ingenious data structure called the heap. We discuss heaps
and an important sorting algorithm based on them in Section 6.4.

Graphs

As we mentioned in the previous section, a graph is informally thought of as
a collection of points in the plane called “vertices” or “nodes,” some of them
connected by line segments called “edges” or “arcs.” Formally, a graph G = 〈V, E〉
is defined by a pair of two sets: a finite nonempty set V of items called vertices
and a set E of pairs of these items called edges. If these pairs of vertices are
unordered, i.e., a pair of vertices (u, v) is the same as the pair (v, u), we say that
the vertices u and v are adjacent to each other and that they are connected by the
undirected edge (u, v). We call the vertices u and v endpoints of the edge (u, v)

and say that u and v are incident to this edge; we also say that the edge (u, v) is
incident to its endpoints u and v. A graph G is called undirected if every edge in
it is undirected.

If a pair of vertices (u, v) is not the same as the pair (v, u), we say that the
edge (u, v) is directed from the vertex u, called the edge’s tail, to the vertex v,

called the edge’s head . We also say that the edge (u, v) leaves u and enters v. A
graph whose every edge is directed is called directed . Directed graphs are also
called digraphs.

It is normally convenient to label vertices of a graph or a digraph with letters,
integer numbers, or, if an application calls for it, character strings (Figure 1.6). The
graph depicted in Figure 1.6a has six vertices and seven undirected edges:

V = {a, b, c, d, e, f }, E = {(a, c), (a, d), (b, c), (b, f ), (c, e), (d, e), (e, f )}.
The digraph depicted in Figure 1.6b has six vertices and eight directed edges:

V = {a, b, c, d, e, f }, E = {(a, c), (b, c), (b, f ), (c, e), (d, a), (d, e), (e, c), (e, f )}.

a

d

c

e

b

f

(a)

a

d

c

e

b

f

(b)

FIGURE 1.6 (a) Undirected graph. (b) Digraph.
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Our definition of a graph does not forbid loops, or edges connecting vertices
to themselves. Unless explicitly stated otherwise, we will consider graphs without
loops. Since our definition disallows multiple edges between the same vertices of
an undirected graph, we have the following inequality for the number of edges |E|
possible in an undirected graph with |V | vertices and no loops:

0 ≤ |E| ≤ |V |(|V | − 1)/2.

(We get the largest number of edges in a graph if there is an edge connecting
each of its |V | vertices with all |V | − 1 other vertices. We have to divide product
|V |(|V | − 1) by 2, however, because it includes every edge twice.)

A graph with every pair of its vertices connected by an edge is called complete.
A standard notation for the complete graph with |V | vertices is K|V |. A graph
with relatively few possible edges missing is called dense; a graph with few edges
relative to the number of its vertices is called sparse. Whether we are dealing with
a dense or sparse graph may influence how we choose to represent the graph and,
consequently, the running time of an algorithm being designed or used.

Graph Representations Graphs for computer algorithms are usually repre-
sented in one of two ways: the adjacency matrix and adjacency lists. The adjacency
matrix of a graph with n vertices is an n × n boolean matrix with one row and one
column for each of the graph’s vertices, in which the element in the ith row and
the j th column is equal to 1 if there is an edge from the ith vertex to the j th vertex,
and equal to 0 if there is no such edge. For example, the adjacency matrix for the
graph of Figure 1.6a is given in Figure 1.7a.

Note that the adjacency matrix of an undirected graph is always symmetric,
i.e., A[i, j ] = A[j, i] for every 0 ≤ i, j ≤ n − 1 (why?).

The adjacency lists of a graph or a digraph is a collection of linked lists,
one for each vertex, that contain all the vertices adjacent to the list’s vertex
(i.e., all the vertices connected to it by an edge). Usually, such lists start with a
header identifying a vertex for which the list is compiled. For example, Figure 1.7b
represents the graph in Figure 1.6a via its adjacency lists. To put it another way,
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FIGURE 1.7 (a) Adjacency matrix and (b) adjacency lists of the graph in Figure 1.6a.
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adjacency lists indicate columns of the adjacency matrix that, for a given vertex,
contain 1’s.

If a graph is sparse, the adjacency list representation may use less space
than the corresponding adjacency matrix despite the extra storage consumed by
pointers of the linked lists; the situation is exactly opposite for dense graphs. In
general, which of the two representations is more convenient depends on the
nature of the problem, on the algorithm used for solving it, and, possibly, on the
type of input graph (sparse or dense).

Weighted Graphs A weighted graph (or weighted digraph) is a graph (or di-
graph) with numbers assigned to its edges. These numbers are called weights or
costs. An interest in such graphs is motivated by numerous real-world applica-
tions, such as finding the shortest path between two points in a transportation or
communication network or the traveling salesman problem mentioned earlier.

Both principal representations of a graph can be easily adopted to accommo-
date weighted graphs. If a weighted graph is represented by its adjacency matrix,
then its element A[i, j ] will simply contain the weight of the edge from the ith to
the j th vertex if there is such an edge and a special symbol, e.g., ∞, if there is no
such edge. Such a matrix is called the weight matrix or cost matrix. This approach
is illustrated in Figure 1.8b for the weighted graph in Figure 1.8a. (For some ap-
plications, it is more convenient to put 0’s on the main diagonal of the adjacency
matrix.) Adjacency lists for a weighted graph have to include in their nodes not
only the name of an adjacent vertex but also the weight of the corresponding edge
(Figure 1.8c).

Paths and Cycles Among the many properties of graphs, two are important for a
great number of applications: connectivity and acyclicity. Both are based on the
notion of a path. A path from vertex u to vertex v of a graph G can be defined as a
sequence of adjacent (connected by an edge) vertices that starts with u and ends
with v. If all vertices of a path are distinct, the path is said to be simple. The length
of a path is the total number of vertices in the vertex sequence defining the path
minus 1, which is the same as the number of edges in the path. For example, a, c,

b, f is a simple path of length 3 from a to f in the graph in Figure 1.6a, whereas
a, c, e, c, b, f is a path (not simple) of length 5 from a to f.
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FIGURE 1.8 (a) Weighted graph. (b) Its weight matrix. (c) Its adjacency lists.
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FIGURE 1.9 Graph that is not connected.

In the case of a directed graph, we are usually interested in directed paths.
A directed path is a sequence of vertices in which every consecutive pair of the
vertices is connected by an edge directed from the vertex listed first to the vertex
listed next. For example, a, c, e, f is a directed path from a to f in the graph in
Figure 1.6b.

A graph is said to be connected if for every pair of its vertices u and v there
is a path from u to v. If we make a model of a connected graph by connecting
some balls representing the graph’s vertices with strings representing the edges,
it will be a single piece. If a graph is not connected, such a model will consist
of several connected pieces that are called connected components of the graph.
Formally, a connected component is a maximal (not expandable by including
another vertex and an edge) connected subgraph2 of a given graph. For example,
the graphs in Figures 1.6a and 1.8a are connected, whereas the graph in Figure 1.9
is not, because there is no path, for example, from a to f. The graph in Figure
1.9 has two connected components with vertices {a, b, c, d, e} and {f, g, h, i},
respectively.

Graphs with several connected components do happen in real-world appli-
cations. A graph representing the Interstate highway system of the United States
would be an example (why?).

It is important to know for many applications whether or not a graph under
consideration has cycles. A cycle is a path of a positive length that starts and ends at
the same vertex and does not traverse the same edge more than once. For example,
f , h, i, g, f is a cycle in the graph in Figure 1.9. A graph with no cycles is said to
be acyclic. We discuss acyclic graphs in the next subsection.

Trees

A tree (more accurately, a free tree) is a connected acyclic graph (Figure 1.10a).
A graph that has no cycles but is not necessarily connected is called a forest: each
of its connected components is a tree (Figure 1.10b).

2. A subgraph of a given graph G = 〈V, E〉 is a graph G′ = 〈V ′, E′〉 such that V ′ ⊆ V and E′ ⊆ E.
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FIGURE 1.10 (a) Tree. (b) Forest.
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FIGURE 1.11 (a) Free tree. (b) Its transformation into a rooted tree.

Trees have several important properties other graphs do not have. In par-
ticular, the number of edges in a tree is always one less than the number of its
vertices:

|E| = |V | − 1.

As the graph in Figure 1.9 demonstrates, this property is necessary but not suffi-
cient for a graph to be a tree. However, for connected graphs it is sufficient and
hence provides a convenient way of checking whether a connected graph has a
cycle.

Rooted Trees Another very important property of trees is the fact that for every
two vertices in a tree, there always exists exactly one simple path from one of these
vertices to the other. This property makes it possible to select an arbitrary vertex
in a free tree and consider it as the root of the so-called rooted tree. A rooted tree
is usually depicted by placing its root on the top (level 0 of the tree), the vertices
adjacent to the root below it (level 1), the vertices two edges apart from the root
still below (level 2), and so on. Figure 1.11 presents such a transformation from a
free tree to a rooted tree.


