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Preface

What’s New in the Third 
Edition?
This revision is driven by the extraordinary period of economic history in which we are liv-
ing in and its rich supply of applications that help bring the content into context for today’s 
learners. 

In our new edition of Economics, in addition to updating the existing data and empirical 
features, we have added Evidence-Based Economics Problems at the end of each chap-
ter. These exercises provide students meaningful practice in analyzing and interpreting 
real-world economic questions. Here are some examples of other changes in the edition. 
Throughout this revision, we updated the data and charts to the most recent releases and 
made the text current for the recent global recession, the COVID-19 pandemic, and the 
2020 election. We also undertook a number of more specific changes and added various 
new materials as we detail next.

• In Chapter 1, we’ve added new coverage on how to examine the economic impacts 
of COVID-19 through positive and normative lenses. We also discuss the trade-offs 
between health and economic output during the COVID-19 crisis. New Evidence-
Based Economics Problems focus on the opportunity cost of social media, higher 
education, and going to a movie.

• In Chapter 4, we tell the story of how stay-at-home orders in 2020 impacted the 
demand for gasoline. A new Letting the Data Speak section profiles how the price of 
crude oil temporarily fell below $0 per barrel.

• Chapter 5, a new Letting the Data Speak feature focuses on the impact of tax salience 
on price elasticity. New Evidence-Based Economics Problems explore the effective-
ness of financial incentives to get people to quit smoking.

• In Chapter 6, a new Letting the Data Speak segment provides an example of long-
run competitive equilibrium by examining the effect of base fare increases on Uber 
driver earnings.

• In Chapter 7, a new Letting the Data Speak feature “Adam Smith Visits the White 
House” examines the costs and benefits of government regulation and safety.

• In Chapter 9, a new Choices & Consequences example “Coronavirus Vaccination: 
Positive Externalities in Spots You Never Imagined,” explores the society-wide im-
pacts vaccination. New Evidence-Based Economics Problems analyze the linkage 
between hydraulic fracking and increased rates of earthquakes in Oklahoma.

• In Chapter 11, we emphasize the role of microeconomics in examining prominent 
social issues, from “Paying for Worker Training” to “Broadband and Inequality.” 
New Evidence-Based Economics opener on employment discrimination and the 
Democratic presidential nomination. Using empirical research from economists 
Claudia Goldin, Cecilia Rouse, Marianne Bertrand, Sendhil Mullainathan, Kerwin 
Charles, and Jon Guryan, a new Evidence-Based Economics exercise examines 
the role of discrimination in explaining differences in wages across gender and 
ethnicity.

• In Chapter 14, we explore the connection between market power and the two-
party system in a new Letting the Podcast Speak feature.

• In Chapter 16, we discuss how corporate social responsibility programs can ad-
dress information asymmetries in the workplace in a new Letting the Podcast 
Speak section.
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• Chapter 18 includes a new Letting the Podcast Speak feature focused on how com-
panies can optimize apologies to their customers. The feature uses field experiment 
data of millions of Uber trips to answer the question “What is the most effective and 
efficient way to say ‘I’m sorry’?”

• In Chapter 19, we explore the macroeconomic indicators related to the COVID-19 
recession. A new Evidence-Based Economics Problem highlights the national in-
come accounting identity. 

• Chapter 20 includes new Evidence-Based Economics Problems on efficiency and 
determinants of cross-country differences in GDP per capita. 

• Chapter 21 features new Evidence-Based Economics Problems on GDP growth and 
investment into human capital, physical capital, and technology. 

• In Chapter 22, a new Evidence-Based Economics Problem examines whether eco-
nomic development is tied to climate. 

• In Chapter 23, we added a new Evidence-Based Economics section about wages and 
employment during the COVID-19 pandemic. A new Letting the Data Speak feature 
profiles racial discrimination in the labor market. An updated “Luddites and Robots” 
Choice and Consequence feature explores future implications of AI on employment. 
New Evidence-Based Economics Problems assess downward rage rigidity and labor 
market contractions. 

• In Chapter 24, we examine savings rate and bank failures during the COVID-19 
recession and include a new Evidence-Based Economics Problem on bank failures. 

• In Chapter 25, we explore the Fed’s reaction to the COVID-19 recession. Our new 
treatment of monetary policy emphasizes interest on reserves (IOR), which is now 
the key mechanism that the Fed uses to pin down the federal funds rate. A new Let-
ting the Data Speak section includes research on inflation expectations. The Evi-
dence- Based Economics Problem examines the quantity theory of money. 

• In Chapter 26, we offer an updated and expanded discussion on the causes of reces-
sions and a new Evidence-Based Economics section tracking the recession of 2020 
and the global economic impact of the COVID-19 pandemic. New Evidence- Based-
Economic Problems cover the 2007–2009 and 2020 recessions, as well as an applica-
tion of Okun’s Law. 

• In Chapter 27, we’ve added a new discussion of the government expenditure mul-
tiplier during the 2007–2009 and 2020 recessions. We examine shifting the federal 
funds rate by shifting the demand for reserves and analyze recent changes in the 
Fed’s balance sheet and the federal funds rate. Chapter 27 also includes this new 
material: 

• We discuss quantitative easing, the Fed’s role as lender of last resort, and monetary 
policy at the zero lower bound. 

• A new Evidence-Based Economic Problem examines the spending multipliers of the 
CARES act, which builds from in-chapter explorations of the CARES act and the 
impact of fiscal policy on government deficits. 

• Chapter 28 contains an updated Choice and Consequence feature on trade policy 
and politics, including recent changes in U.S. trade policy and Brexit. New Evi-
dence- Based Economics Problems examine economic growth, different sectors of 
the economy, and child labor. 

• Using updated data from 2020, Chapter 29 investigates the foreign exchange market 
and how it relates to the real economy. Updated Evidence-Based Economics Prob-
lems on managed exchange rates explore how George Soros’s hedge funds made 
considerable profits by betting on the devaluation of the British pound, Thai baht, 
and U.S. dollar.
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Solving Learning and Teaching 
Challenges
Many students who take introductory economics courses have difficulty seeing the rel-
evance of the key concepts of opportunity cost, trade-offs, scarcity, and demand and supply 
to their lives and their careers. This reduces the willingness of many students to prepare 
for class and to be engaged during class. With this textbook, we show them how to apply 
economic thinking creatively to improve their work, their choices, and their daily lives. 
One of our main objectives in writing this textbook was to show that the fundamentals of 
economics are not just exciting but also alive with myriad personal applications.

We love economics. We marvel at the way economic systems work. When we buy a 
smartphone, we think about the complex supply chain and the hundreds of thousands of 
people who played a role in producing an awe-inspiring piece of technology that was as-
sembled from components manufactured across the globe.

The market’s ability to do the world’s work without anyone being in charge strikes 
us as a phenomenon no less profound than the existence of consciousness or life itself. 
We believe that the creation of the market system is one of the greatest achievements of 
humankind.

We wrote this book to highlight the simplicity of economic ideas and their extraordinary 
power to explain, predict, and improve what happens in the world. We want students to 
master the essential principles of economic analysis. With that goal in mind, we identify 
the three key ideas that lie at the heart of the economic approach to understanding human 
behavior: optimization, equilibrium, and empiricism. These abstract words represent three 
ideas that are actually highly intuitive.

The breakneck speed of modern technological change has, more than ever, injected eco-
nomics into the lives—and hands—of our students. The technologies that they use daily 
illustrate powerful economic forces in action: Uber users observe real-time congestion in 
the transportation market when they confront surge pricing, and Airbnb travelers explore 
the relationships among location, convenience, and price by comparing listings near differ-
ent subway stops in the same city.

As educators, it’s our job to transform economic concepts into language, visual repre-
sentations, and empirical examples that our students understand. Today, markets are much 
more interactive than they were only a decade ago, and they exemplify that it is not just 
competitive markets with perfect information that are relevant to our economic lives. Our 
students routinely take part in auctions, purchase goods and services via organized plat-
forms such as Uber, have to struggle with pervasive informational asymmetries as they 
participate in online exchanges, and have to guard themselves against a bewildering array 
of mistakes and traps that are inherent to these new transactions.

In this ever-changing world, students must understand not just well-known economic 
concepts such as opportunity cost, supply, and demand but also modern ones such as game 
theory, auctions, and behavioral mistakes. It is these modern concepts, which are bit parts 
in most Principles textbooks, that occupy center stage in ours. Today economic analysis 
has expanded its conceptual and empirical boundaries and, in doing so, has become even 
more relevant and useful.

This new world provides opportunities for the teaching of economics as well, provided 
that we adjust our Principles canon to include modern and empirically based notions of 
economics. This has been our aim from day one and continues to be our aim in this third 
edition.

At a time when competing empirical claims abound and news sources across the po-
litical spectrum are denounced as “fake,” our students need the skills to systematically 
question and evaluate what they read. That is why, in our Evidence-Based Economics 
segments and end-of-chapter assignments, we examine both the implications and the 
limitations of academic studies. We hope that our textbook will help form a new genera-
tion of careful thinkers, smart decision makers, engaged citizens, and even a few future 
economists!
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Our Vision: Three Unifying 
Themes

Optimization
The first key principle is that people try to choose the best available option: optimiza-
tion. We don’t assume that people always successfully optimize, but we do believe 
that people try to choose the best option and often do a relatively good job of it. Be-
cause most decision makers try to choose the alternative that offers the greatest net 
benefit, optimization is a useful tool for predicting human behavior. Optimization is 
also a useful prescriptive tool. By teaching people how to do cost-benefit analysis we 
improve their decisions and the quality of their lives. By the end of this course, every 
student should be a skilled optimizer—without using complicated mathematics, sim-
ply by using economic intuition.
Equilibrium
The second key principle extends the first: economic systems operate in equilibrium, 
a state in which everybody is simultaneously trying to choose the best option. We 
want students to see that they’re not the only ones maximizing their well-being. An 
economic system is in equilibrium when each person feels that he or she cannot do 
any better by picking another course of action. The principle of equilibrium high-
lights the connections among economic actors. For example, Apple stores stock mil-
lions of iPhones because millions of consumers are going to turn up to buy them. In 
turn, millions of consumers go to Apple stores because those stores are ready to sell 
those iPhones. In equilibrium, consumers and producers are simultaneously optimiz-
ing, and their behaviors are intertwined.
Empiricism
Our first two principles—optimization and equilibrium—are conceptual. The 
third is methodological: empiricism. Economists use data to test economic theo-
ries, learn about the world, and speak to policymakers. Accordingly, data play 
a starring role in our book, though we keep the empirical analysis extremely 
simple. It is this emphasis on matching theories with real data that we think most 
distinguishes our book from others. We show students how economists use data 
to answer specific questions, which makes our chapters concrete, interesting, 
and fun. Modern students demand the evidence behind the theory, and our book 
supplies it.

For example, we begin every chapter with an empirical question and then answer 
that question using data. One chapter begins by asking: Would a smoker quit the 
habit for $100 per month? Later in that chapter, we describe how smoking rates fell 
when researchers paid smokers to quit.

In our experience, students taking their first economics class often have the im-
pression that economics is a series of theoretical assertions with little empirical ba-
sis. By using data, we explain how economists evaluate and improve our scientific 
insights. Data also make concepts more memorable. Using evidence helps students 
build intuition because data move the conversation from abstract principles to con-
crete facts. Every chapter sheds light on how economists use data to answer ques-
tions that directly interest students. Every chapter demonstrates the key role that 
evidence plays in advancing the science of economics.

Features
All of our features showcase intuitive empirical questions.

• In Evidence-Based Economics (EBE), we show how economists use data to answer 
the question we pose in the opening paragraph of the chapter. The EBE uses actual 
data from field experiments and lab experiments or naturally occurring data while 
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• Letting the Data Speak is another feature that analyzes an economic question by us-
ing real data as the foundation of the discussion. Among the many issues we explore 
are such questions as Should McDonald’s be interested in elasticities? Do wages 
really go down if labor supply increases? Why do some firms advertise while others 
don’t?

highlighting some of the major concepts discussed within the chapter. This tie-in 
with the data gives students a substantive look at economics as it plays out in the 
world around them.

The questions explored aren’t just dry intellectual ideas; they spring to life the 
minute the student sets foot outside the classroom—Is Facebook free? Is college 
worth it? Will free trade cause you to lose your job? Is there value in putting yourself 
into someone else’s shoes? What is the optimal size of government? Is there discrimi-
nation in the labor market?

At the beginning of this chapter, we posed a question concerning whether a 
smoker would quit the habit for $100 a month. The tools of this chapter can 
help us begin to think about whether such an incentive can work and why it 

might work.
In thinking about such a reward, we have learned that the impact of an increase in in-

come leads to changes in the consumer budget constraint and subsequently the demand 
for goods and services. To see these tools in action, we return to the shopping-spree 
example. Exhibit 5.5 shows the mechanics behind the effects of an increase in what we 
have available to spend.

With that foundation laid, we can return to the question of quitting smoking for a 
month. Given our economic framework, the very same principle that was at work in the 
shopping-spree problem applies when considering the smoker’s problem. By providing 
$100 for not smoking, we create a trade-off between the current benefits of smoking 
and the benefits obtained by $100 of increased income. There is also another saving: by 
not smoking, you save the money otherwise spent on cigarettes or cigars. For simplicity, 
let’s assume that is another $100 per month. Thus the comparison that we need to make 
is whether, at the margin, $200 of additional monthly income provides more benefits 
than the current benefits you gain from smoking. If they do, then you quit smoking. If 
they do not, then you continue smoking and miss out on the $200 incentive.

Q: Would a smok $$$er quit the habit for $100 per month?

LETTING THE

DATA SPEAK

What’s Behind the Boom?
In response to the feeling that the growth of free trade has 
led to the exploitation of developing countries, a new market 
has opened up for the consumer concerned with a broad 
variety of production-related issues, including the environ-
ment, fair labor practices, and child labor in the developing 
world. Goods imported from the developing world that meet 
certain criteria are certified by third-party organizations as 
“fair trade” products.

To receive a fair trade label, the production of a good has to 
meet certain standards. For example, if the producer doesn’t 
allow unionization, uses child or slave labor, or doesn’t ad-
here to the UN Charter on Human Rights, then the product 
can’t be classified as fair trade.

Consumers can’t seem to get enough fair trade products. 
Sales growth for fair trade goods has reached double-digit 
proportions over the past decade. Surprisingly, sales con-
tinued to expand even after the 2008 recession, growing  
15 percent in 2009.1

Despite the recent surge in demand for fair trade products, 
not everyone is a fan. Overseeing billions of dollars of produc-
tion isn’t easy, and the capacity for certifying organizations to 

enforce labor standards sometimes can’t keep up with the 
increasing demand for fair trade products.2

Fair Trade Products
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• In keeping with the optimization theme, in a feature titled Choice & Consequence 
we ask students to make a real economic decision or evaluate the consequences of 
past real decisions. We then explain how an economist might analyze the same de-
cision. Among the questions investigated are Do people really optimize? Should 
 LeBron James paint his own house? Does revenge have an evolutionary logic?

Coronavirus Vaccination: Positive Externalities  
in Spots You Never Imagined

Externalities are the result of agents trying to do the best 
they can and ignoring how their actions affect others. In 
this sense, it would be wrong to think of externalities as 
“ mistakes.” Externalities may result from just not knowing 
the harm we cause others. In this case, we might make 
choices that we later regret.

Consider the case of coronavirus (COVID-19) vac-
cination. When you make the decision of whether to be 
vaccinated against COVID-19, you likely consider only the 
private benefits and costs from the vaccination—namely, 
the benefits and costs to yourself. But you are not the only 
person to incur benefits or costs.

If you decide to take the COVID-19 shot, others gain: 
once you are vaccinated, they are now protected against 
catching the coronavirus from you. But people can also 
lose if you choose not to get the shot because you could 
catch the coronavirus and spread it. Many of us do not 
naturally consider such externalities—whether positive 
or negative—when making a decision about whether to 
get a vaccination, but governments around the globe 
are  beginning to bring such factors into the public eye. 
Indeed, in shutting down schools, business, airports, and 
any event that holds more than 50 people, policymakers 
have brought the externality discussion to every house-
hold in the world.

When considering the typical flu, how important is 
the externality? Researchers who have studied the 

externalities of vaccinations report quite large effects.2 
For instance, in certain situations, the external effect of 
you getting a flu shot can be as high as 1.5 infections. 
Given that approximately 10 percent to 20 percent of the 
U.S. population contracts the flu each year, this estimate 
 reveals the potential value in flu vaccination programs.

If you find it important to take account of your own 
 externalities, the next time you are weighing your pri-
vate benefits and costs of getting a flu or coronavirus 
 vaccination, remember that not getting a shot could result 
in as many as 1.5 more infections for everyone else. In this 
sense, by avoiding the needle you have imposed a great 
externality on the rest of the population.

CHOICE
& CONSEQUENCE
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The Principles 
and Practice  
of Economics

1
Is Facebook free?

Facebook doesn’t charge you a monthly fee, so 
it’s tempting to say “it’s free.”

Here’s another way to think about it: what 
do you give up when you use Facebook? Stop 
reading for a moment and answer that question: 

What do you give up when you use Facebook?
Facebook may not take your money, but it does take your data and your time. 

For the moment, let’s focus on your time (although your data are very valuable too!). 
When you spend time on Facebook, you are giving up an alternative use of your time. 
You could spend that time playing soccer, watching YouTube, napping, studying, 
listening to Spotify, or pursuing any other activity that generates something that you 
value. For example, you could spend the time earning money. If a typical college  
student went cold turkey on social media and reallocated just that time to paid work, 
they would earn enough money to pay the annual lease on a sports car.

A part-time job is just one alternative way to use the time you spend on 
Facebook, Instagram, TikTok, and hundreds of other social media apps. In your 
view, what is the best alternative use of your social media time? That’s the economic 
way of thinking about the time cost of Facebook, which we’ll explore further in the 
Evidence-Based Economics feature in this chapter.

In this chapter, we introduce you to the economic way of thinking about the 
world. Economists study all of the choices that people make, from the big decisions 
like choosing a job to the small decisions like logging onto Facebook or any other 
social media platform. To understand those choices, economists focus on the costs 
and benefits involved, including subtle costs like the activities that get crowded out.

How do people make all of these choices? How should people make these 
choices? Economists have answers that will occasionally surprise you and, most 
importantly, help you make choices that improve your well-being.

CHAPTER OUTLINE

The  
Scope of 
Economics

1.1

Three 
Principles of 
Economics

1.2

The First 
Principle of 
Economics: 
Optimization

1.3
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free?

EBE

The Third 
Principle of 
Economics: 
Empiricism

1.51.4

The Second 
Principle of 
Economics: 
Equilibrium

1.6

Is Economics 
Good for You?
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The Scope of Economics
Economics involves far more than money. Economists study all human behavior, from 
a person’s decision to lease a car, to her decision not to wear a seat belt, to the speed the 
new driver chooses as she rounds a hairpin corner. These are all choices, and they are all 
fair game to economists. Choice—not money—is the unifying feature of all the things that 
economists study.

In fact, economists think of almost all human behavior as the outcome 
of choices. For instance, imagine that Dad tells his teenage daughter that 
she must wash the family car. The daughter has several options: she can 
wash it, she can negotiate for an easier chore, she can refuse to wash it 
and suffer the consequences, or she can move out (a drastic response, 
sure, but still an option). The way economists think about it, everything 
you do is the outcome of a choice that you are making.

Economic Agents and Economic Resources
Saying that economics is all about choices is an easy way to summarize the topic of study. 
To give you a more precise definition, we first need to introduce two important concepts: 
economic agents and resource allocation.

An economic agent is an individual or a group that makes choices. To demonstrate 
the enormous range of this concept, let’s start with a few illustrative types of individual 
economic agents and one choice that they make. For example, a consumer chooses which 
cell phone to purchase. A parent chooses whether and how to reward their teenager for 
good behavior. A student chooses to attend classes or skip them. A citizen chooses whether 
or not to vote, and if so, which candidate to support. A worker chooses to do her job or 
slack off. A criminal chooses to sell meth or opioids (or neither or both). A business leader 
chooses where in the world to open a new production facility. A senator chooses to vote for 
or against a Supreme Court nominee. Of course, you are also an economic agent because 
you make an enormous number of choices every day.

Not all economic agents, however, are individuals. An economic agent can also be a 
group—a government, an army, a firm, a university, a political party, a labor union, a sports 
team, a family, or a street gang (Exhibit 1.1). Sometimes economists simplify their analysis 
by treating these groups as a single decision maker, without worrying about the details 
of how the different individuals in the group contributed to the decision. For example, an 
economist might say that “Apple prices the iPhone to maximize its profits,” glossing over 
the fact that many employees participated in the internal debates that led to the choice of 
the price.

An economic agent is an individual 
or a group that makes choices.

1.1

Choice—not money—is the unifying 
feature of all the things that  
economists study.

KEY IDEAS
 ■ Economics is the study of people’s choices.

 ■ The first principle of economics is that people try to optimize: they try to 
choose the best available option.

 ■ The second principle of economics is that economic systems tend to be in 
equilibrium, a situation in which nobody believes they will benefit by changing 
his or her own behavior.

 ■ The third principle of economics is empiricism—analysis that uses data. 
Economists use data to test theories and to determine what is causing things 
to happen in the world.
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1.6

Consumer

Boss

Kid

Parent

Individual

Economic agent:
Individual or group
that makes choices

Group

Pitcher

Thief

Family

Firm

Political Party

Exhibit 1.1 Examples 
of Economic Agents

The second important concept to understand is that economics studies the allocation of 
scarce resources. Scarce resources are things that people want, where the quantity that 
people want (if the resources were being given away for free) exceeds the quantity that 
is available. Gold wedding bands, Shiatsu massages, Italian handbags, Broadway shows, 
iPhones, triple-chocolate-fudge ice cream, and rooms with a view are all scarce resources. 
But a resource doesn’t need to be luxurious to be scarce—everyday goods are also scarce, 
like toilet paper, subway seats, and clean drinking water. Scarcity exists because people 
have unlimited wants in a world of limited resources. The world does not have enough 
resources to give everyone everything they want (for free).

Consider cars: if cars were given away at a zero price, there would not be enough of 
them to go around. So how does society determine who gets the limited supply of cars? In 
general, how does society allocate all of the scarce resources in the economy?

In a modern economy, consumers like you play a key role in this resource allocation 
process. You have 24 hours to allocate each day—this is your daily time budget. You 
choose how many of those 24 hours you will allocate to Facebook. You choose how many 
of those 24 hours you will allocate to other activities, including schoolwork and/or a job. If 
you have a job, you choose how to spend your hard-earned wages. These types of decisions 
determine how scarce resources are allocated in a modern economy: to the consumers who 
are able and willing to pay for them.

Economists don’t want to impose our personal tastes on you. Imagine that you needed 
to decide whether to commute by car, bicycle, foot, Uber/Lyft, taxi, or public transporta-
tion. We are interested in showing you how to use economic reasoning so that you can 
compare the costs and benefits of the alternative options and make the choices that are best 
for you.

Definition of Economics
We are now ready to define economics precisely. Economics is the study of how agents 
choose to allocate scarce resources and how those choices affect society.

Our earlier examples all emphasized people’s choices, and choices play a key role in the 
formal definition of economics. However, the definition of economics also adds a new ele-
ment to our discussion: the effects of any individual agent’s choices on society. For exam-
ple, the sale of a new car doesn’t just affect the person driving off the dealer’s lot. The sale 
generates sales tax, which the government uses to fund projects like highways and hospi-
tals. The purchase of the new car also generates some congestion—that’s one more car in 
rush-hour gridlock. It’s another car that might grab the last parking spot on your street. If 
the new owner drives recklessly, the car may generate risks to other drivers. Economists 
study the original choice and its multiple consequences for other people in the world.

Scarce resources are things that 
people want, where the quantity that 
people want exceeds the quantity that 
is available.

Scarcity is the situation of having 
unlimited wants in a world of limited 
resources.

Economics is the study of how 
agents choose to allocate scarce 
resources and how those choices 
affect society.
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1.6
Economics is the study of 
choice.

Positive Economics and Normative Economics
We now have an idea of what economics is about: people’s choices. But why study these 
choices? Part of the answer is that economists are just curious, but that’s only a small piece 
of the picture. Understanding people’s choices is practically useful for two key reasons. 
Economic analysis:

1. Describes what people actually do (positive economics)
2. Recommends what people, including society, ought to do (normative economics)

The first application is descriptive, and the second is advisory.

Positive Economics Describes What People Actually Do Descriptions of 
what economic agents actually do are objective statements about the world—in other 
words, statements that can be confirmed or tested with data. For instance, from March to 
April 2020, the percentage of the U.S. labor force that was unemployed increased from 
4.4 percent to 14.7 percent, the largest jump ever recorded.1 During this month COVID-19 
lockdowns caused firms to close for business and, in many cases, to lay off their workers. 
Describing what has happened or predicting what will happen is referred to as positive 
economics or positive economic analysis.

For instance, consider the prediction that renewable power capacity will expand 
by 50 percent between 2019 and 2024 (especially solar, wind, hydropower, and bioen-
ergy).2 This forecast can be compared to future data and either confirmed or disproven.  
Because a prediction is eventually testable—after the passage of time—it is also part of 
positive economics.

Normative Economics Recommends What People Ought to Do Normative 
economics, the second of the two types of economic analysis, advises individuals and 
society on their choices. Normative economics is about what people ought to do. 
Normative economics is almost always dependent on subjective judgments, which means 
that normative analysis depends at least in part on personal feelings, tastes, or opinions. 
So whose subjective judgments do we try to use? Economists believe that the people being 
advised should determine the preferences to be used.

For example, consider an economist who is helping a worker to decide how much risk 
to take in her investments. The economist might ask the worker about her own preferences 
regarding investment risk. Suppose the worker said that she wouldn’t sleep well at night 
if her retirement savings were invested in the stock market, which does fall sharply (and 
unpredictably) from time to time—for example, the Dow Jones Industrial Average (a U.S. 
stock index) fell 38 percent at the start of the COVID-19 crisis in February and March 
2020. The economist would explain that eliminating risk comes at a cost—riskless invest-
ments have a lower average rate of return in the long run than investments in the stock 
market. Stocks have had an annual average return that is about 6 percentage points higher 
per year than the return on riskless investments. If the worker acknowledged this difference 
and still wanted the riskless investments, the economist would help the worker find such 
riskless investments. Here the economist plays the role of engineer, finding the investment 
portfolio that will deliver the level of risk that the worker wants.

And that’s the key—what the worker wants. In the mind of most economists, it is legiti-
mate for the worker to choose any level of risk, as long as she understands the implications of 
that risk for her average rate of return—less risk implies a lower average rate of return. When 
economic analysis is used to help individual economic agents choose what is in their per-
sonal best interest, this type of normative economics is referred to as prescriptive economics.

Sometimes the normative analysis gets more complicated because there are many eco-
nomic agents in the picture. We turn to these harder normative analyses next.

Normative Analysis and Public Policy Normative analysis also generates advice to 
society in general. For example, economists are often asked to evaluate public policies, like 
taxes or regulations. When public policies create winners and losers, citizens tend to have 
opposing views about the desirability of the government program. One person’s migratory 
bird sanctuary is another person’s mosquito-infested swamp. Protecting a wetland with 
environmental regulations benefits bird-watchers but may harm a landowner who would 
like to develop that land.

Positive economics is analysis that 
generates objective descriptions or 
predictions, which can be verified with 
data.

Normative economics is analysis 
that recommends what an individual 
or society ought to do.
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Economic agents have divergent  
views on the future of this 
swamp. The owner of the  
property wants to build housing  
units. An environmentalist  
wants to preserve the wetland to  
protect the whooping crane, 
an endangered species. What 
should happen?

When a government policy creates winners and losers, economists need to make some ethi-
cal judgments to conduct normative analysis. Economists must make ethical judgments when 
evaluating policies that make one group worse off so another group can be made better off.

Ethical judgments are usually unavoidable when economists think about government 
policies because there are few policies that make everyone better off. Deciding whether the 
costs experienced by the losers are justified by the benefits experienced by the winners is 
partly an ethical judgment. Is it ethical to create environmental regulations that prevent a 
real estate developer from draining a swamp so she can build new homes? What if those 
environmental regulations protect migratory birds that other people value? Are there pos-
sible compromises—should the government, for example, try to buy the land from the real 
estate developer? These public policy questions—which all ask what society should do—
are normative economic questions.

Microeconomics and Macroeconomics
There is one other distinction that you need to know to understand the scope of economics. 
Economics can be divided into two broad fields of study, though many economists do a bit 
of both.

Microeconomics is the study of how individuals, households, firms, and governments 
make choices, and how those choices affect prices, the allocation of resources, and the 
well-being of other agents. In general, microeconomists are called on when we want to 
understand a particular piece of the overall economy, like the market for coal-fired electric-
ity generation.

For example, some microeconomists study pollution generated by coal-fired power 
plants. A microeconomist might predict the level of coal-based pollution over the next 
decade, basing her forecast on the overall demand for electricity and likely technologi-
cal developments in the energy industry—including solar- and wind-energy substitutes for 
coal-fired power plants. Predicting future levels of pollution from coal-fired plants is part 
of positive economic analysis.

Some microeconomists undertake normative analysis of coal-based pollution. For ex-
ample, because global warming is largely caused by carbon emissions from coal, oil, and 
other fossil fuels, microeconomists design new government policies that attempt to reduce 
the use of these fuels. For example, a “carbon tax” targets carbon emissions. Under a carbon 
tax, relatively carbon-intensive energy sources—like coal-fired power plants—pay more tax 
per unit of energy produced than do energy sources with lower carbon emissions—like wind 
farms. Some microeconomists have the job of designing interventions like carbon taxes and 
determining how such interventions will affect the energy choices of households and firms.

Macroeconomics is the study of the economy as a whole. Macroeconomists study 
economy-wide phenomena, like the growth rate of a country’s total economic output,  
the percentage increase in overall prices (the inflation rate), or the fraction of the  
nation’s labor force that is looking for work but cannot find a job (the unemployment 
rate). Macroeconomists design government policies that improve overall, or “aggregate,” 
economic performance.

For example, macroeconomists try to identify the best policies for stimulating an economy  
that is experiencing a sustained period of negative growth—in other words, an economy 
in recession. Macroeconomists played an active role in the policy responses to the 2020 
economic contraction caused by the COVID-19 crisis. Macroeconomists also worry about 
how to manage an economy that is growing well. For example, in 2018, with a historically 
low unemployment rate below 4 percent and strong (inflation-adjusted) annual economic 
growth above 3 percent, macroeconomists debated whether it was prudent for the Federal 
Reserve System to raise interest rates to head off the potential threat of rising inflation.

Microeconomics is the study of 
how individuals, households, firms, 
and governments make choices, and 
how those choices affect prices, the 
allocation of resources, and the well-
being of other agents.

Macroeconomics is the study of the 
economy as a whole. Macroecono-
mists study economy-wide phenom-
ena, like the growth rate of a country’s 
total economic output, the inflation 
rate, or the unemployment rate.

1.2 Three Principles of Economics
You now have a sense of what economics is about. But you might be wondering what 
distinguishes it from the other social sciences, including anthropology, history, political 
science, psychology, and sociology. All social sciences study human behavior, so what sets 
economics apart?
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1.6

Economists emphasize three key concepts.

1. Optimization: We have explained economics as the study of people’s choices. 
The study of all human choices may initially seem like an impossibly huge and 
diverse topic. At first glance, your decision to log on to Facebook tonight does 
not appear to have much in common with a corporate executive’s decision to 
build a $500 million laptop factory in China. However, economists have identified 
some powerful concepts that unify the enormous range of choices that economic 
agents make. One such insight is that choices are tied together by the concept of 
optimization: trying to pick the best feasible option. Economists do not believe 
that people always succeed in picking the best feasible option. Rather, economists 
believe that people try to pick the best feasible option. People don’t always suc-
ceed because we are not perfect, all-knowing decision makers. There is a great 

deal of discussion among economists about how well people succeed 
in actually picking the best feasible option, a discussion that we will 
return to in Chapter 3.

Optimization is the first principle of economics. Economists believe 
that optimization—trying to pick the best feasible option—explains the 
choices that people make, including minor decisions like accepting an 

invitation to see a movie and major decisions like deciding whom to marry. Deci-
sions aren’t made with a crystal ball. People try to do as well as they can, given the 
limited information, knowledge, experience, and training that they have.

2. Equilibrium: The second principle of economics holds that economic systems tend 
to be in equilibrium, a situation in which no agent believes they would benefit per-
sonally by changing their own behavior, given the choices of others. The economic 
system is in equilibrium when all agents believe they cannot do any better by picking 
another course of action. In other words, equilibrium is a situation in which everyone 
is simultaneously optimizing.

3. Empiricism: The third principle of economics is an emphasis on empiricism—
evidence-based analysis. In other words, analysis that uses data. Economists use data 
to develop theories, to test theories, to evaluate the success of different government 
policies, and to determine what is causing things to happen in the world.

Optimization means trying to pick 
the best feasible option, given what-
ever limited information, knowledge, 
experience, and training the economic 
agent has.

Equilibrium is the special situation 
in which everyone is simultaneously 
optimizing, so nobody believes they 
would benefit personally by changing 
their own behavior, given the choices 
of others.

Empiricism is analysis that uses 
data—evidence-based analysis. 
Economists use data to develop theo-
ries, to test theories, to evaluate the 
success of different government poli-
cies, and to determine what is causing 
things to happen in the world.

Decisions aren’t made with a  
crystal ball. People try to do as well 
as they can.

1.3 The First Principle of Economics: 
Optimization
Let’s now consider our first principle in more detail. Economics is the study of choices, 
and economists have a leading theory about how choices are made. Economists believe 
that people optimize, meaning that economic agents try to choose the best feasible option, 
given whatever (limited) information, knowledge, experience, and training the economic 
agents have. Feasible options are those that are available and affordable to an economic 
agent. If you have $10 in your wallet and no credit/debit/ATM cards, then a $5 veggie 
burger is a feasible dinner option, while a $50 lobster dinner is not.

The concept of feasibility goes beyond the financial budget of the agent. Many different 
constraints can determine what is feasible. For instance, it is not feasible to work more than 
24 hours in a day. It is not feasible to attend meetings in person in London and Beijing at 
the same time.

Any decision can depend only on the information available at the 
time of the choice. For example, if you choose to drive from San Diego 
to Los Angeles and your car is hit by a drunk driver, you are unlucky, 
but you haven’t necessarily failed to optimize. Optimization means that 
you weigh the information that you have, not that you perfectly foresee 
the future. When someone chooses the best feasible option given the  
information that is available, economists say that the decision maker 
is being rational or, equivalently, that he or she is exhibiting rationality. 

Rational action does not require a crystal ball, just a logical appraisal of the costs, benefits, 
and risks that are known to the economic agent.

In cases where agents make  
predictable mistakes, normative 
(prescriptive) economic analysis can 
help them realize their mistakes and 
make better choices in the future.
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However, if you decide to let a friend drive you from San Diego to Los Angeles and 
you know that your friend is drunk, this is likely a case in which you are not choosing the 
best feasible option. Again, evaluating the rationality of a decision means examining the 
quality of your initial decision, not the outcome. Even if you and your drunk driver arrive 
at your destination without a crash, your choice to let your friend drive is still a bad choice. 
Fortunately, you got lucky despite making a bad decision.

We devote much of this book to the analysis of optimization. We explain how to choose 
the best feasible option, and we discuss some evidence that supports the theory that eco-
nomic agents often do choose the best feasible option (or something close to it). We also 
discuss important cases where people consistently fail to choose the best feasible option. In 
cases where agents make predictable mistakes, normative (prescriptive) economic analysis 
can help them realize their mistakes and make better choices in the future.

Finally, it is important to note that what we optimize varies from person to person and 
group to group. Many firms try to maximize profits, but most individual people are not trying 
to maximize their personal income. If that were our goal, we’d work far more than 40 hours 
per week, and we’d keep working long past retirement age. Most households are trying to 
maximize their overall well-being, which involves a mix of income, leisure, health, and a 
host of other factors, like social networks, personal relationships, and a sense of purpose in 
life. Most governments, meanwhile, are optimizing a complex mix of policy goals. For most 
economic agents, then, optimization (and economics) is about much more than money.

The COVID-19 crisis is a good example of the complexity of optimization. If gov-
ernments were simply trying to maximize total economic output, firms and employees 
would have kept working through the pandemic despite the health consequences. Instead, 
almost all countries adopted aggressive public health measures during the crisis, including  
lockdowns and shelter-in-place rules, causing their overall economies to sharply contract. 
Accordingly, the policy response to the COVID-19 crisis involved a trade-off between 
health and economic output. Almost all countries accepted a sharp drop in economic 
output as the price for partially reducing illness and deaths—morbidity and mortality—
resulting from the pandemic. You can think of this as the first recession that was equivalent 
to intentionally putting the economy into a coma.

Trade-offs and Budget Constraints
All optimization problems involve trade-offs. Trade-offs arise when some benefits must 
be given up to gain others. Think again about the simple case of Facebook. If you spend an 
hour on Facebook, then you cannot spend that hour doing other things. For example, you 
cannot work at most part-time jobs at the same time you are editing your Facebook profile. 
(However, some students believe that they can read their friends’ posts while listening to 
a lecture. When the authors of this textbook try to do this ourselves, we find that we don’t 
learn very much from that lecture.)

Economists use budget constraints to describe trade-offs. A budget constraint is the set 
of things that a person can choose to do (or buy) without breaking her budget.

Here’s an illustration. To keep the analysis simple, suppose that you can do only one of 
two activities with each hour of your free time: use social media sites or work at a part-time 
job. Suppose that you have 5 free hours in a day (once we take away necessities like sleeping, 
eating, bathing, attending classes, doing problem sets, and studying for exams). Think of 
these 5 free hours as your budget of free time. Then your budget constraint would be:

5 hours = Hours on social media + Hours working at part@time job.

This equation, which is also called a budget constraint, implies that you face a trade-off. 
If you spend an extra hour on social media, you need to spend one less hour working at a 
part-time job (unless you secretly use Facebook while you are being paid for a job—in this 
case, don’t put your boss on your friend list). Likewise, if you spend an extra hour working 
at the part-time job, you need to spend one less hour surfing the Web. More of one activity 
implies less of the other. We can see this in Exhibit 1.2, where we list all the ways that you 
could allocate your 5 free hours.

Budget constraints are useful economic tools because they quantify trade-offs. When 
economists talk about the choices that people make, the economist always takes into account 
the budget constraint. It’s important to identify the feasible options and the trade-offs— 
the budget constraint gives us that information.

An economic agent faces a trade-off 
when the agent needs to give up one 
thing to get something else.

A budget constraint shows the 
bundles of goods or services that 
a consumer can choose given her 
limited budget.
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1.6

Opportunity Cost
We are now ready to introduce another critical tool in the optimization toolbox: opportunity 
cost. Social media provides an illustration of the concept. The time that we spend on social 
media is time that we could have spent in some other way. In the illustrative example just 
discussed, the only two alternative activities were social media and working at a part-time 
job. But in real life, there are an enormous number of activities that might get squeezed out 
when you use social media—for instance, playing soccer, jogging, daydreaming, taking a 
yoga class, meditating, sleeping, eating with friends, or working on a problem set. You im-
plicitly sacrifice time on some alternative activities when you spend time on social media.

Generate your own list of alternative activities that are squeezed out when you use so-
cial media. Think about the best alternative to an extra hour of social media, and put that 
at the top. Pause here and write that alternative activity down. Having a cup of coffee with 
a friend? Studying for an exam? Going for a jog? What is your best alternative to an extra 
hour of social media?

We face trade-offs whenever we allocate our time. When we do one thing, something 
else gets squeezed out. Joining the basketball team might mean dropping lacrosse. During 
exam week, an extra hour of sleep means one less hour spent studying or decompressing 
with friends. You can’t write a term paper and update your Facebook page at the same mo-
ment. And postponement is not an escape hatch from this ironclad logic. For example, even 
if you only postpone writing that term paper, something has got to give when the paper 
deadline rolls around. (Perhaps studying for your economics final?)

Evaluating trade-offs can be difficult because so many options are under consideration. 
Economists tend to focus on the best alternative activity. We refer to this best alternative 
activity as the opportunity cost. This is what an optimizer is effectively giving up when 
she allocates an hour of her time. Recall your own best alternative to an extra hour of social 
media. That’s your opportunity cost of an hour of social media time.

Here’s another example to drive home the concept. Assume that your family is taking a 
vacation over spring break. Your choices are a Caribbean cruise, a trip to Miami, or a trip to 
Los Angeles. (Assume that they all have the same monetary cost and use the same amount 
of time.) If your first choice is the cruise and your second choice is Miami, then your op-
portunity cost of taking the cruise is the Miami trip. The cruise is crowding out the Miami 
trip, so the Miami trip is what you are giving up to take the cruise.

The concept of opportunity cost applies to all trade-offs, not just your daily time budget of 
24 hours. Suppose that a woodworker has a beautiful piece of maple that can be used to make 
a sculpture, a bowl, or a picture frame. (Assume that they all use the same amount of wood 
and take the same amount of time.) If the woodworker’s first choice is the sculpture and the 
second choice is the bowl, then the bowl is the opportunity cost of making the sculpture.

Assigning a Monetary Value to an Opportunity Cost Economists sometimes try 
to put a monetary value on opportunity cost. One way to estimate the monetary value of 
an hour of your time is to analyze the consequences of taking a part-time job or working 
additional hours at the part-time job you already have.

The opportunity cost of an hour of your time spent on social media is at least the value 
that you would receive from an hour of work at a job, assuming that you can find one that 
fits your schedule. Here’s why. A part-time job is one item in the long list of alternative 

Opportunity cost is the best  
alternative use of a resource.

Exhibit 1.2 Possible Allocations of 5 Free 
Hours (Round Numbers Only)

Each row reports a different way that a 
 person could allocate 5 free hours,  assuming 
that the time must be divided between 
 social media and working at a part-time job. 
To keep things simple, the table only reports 
 allocations in round numbers.

Budget Hours on Social Media Hours at Part-Time Job

5 hours 0 hours 5 hours

5 hours 1 hours 4 hours

5 hours 2 hours 3 hours

5 hours 3 hours 2 hours

5 hours 4 hours 1 hours

5 hours 5 hours 0 hours
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ways to spend your time. If the part-time job is at the top of your list, then it’s the best al-
ternative, and the part-time job is your opportunity cost of spending time on social media. 
What if the part-time job is not at the top of your list, so it’s not the best alternative? Then 
the best alternative is even better than the part-time job, so the best alternative is worth 
more than the part-time job. To sum up, your opportunity cost is either the value of a part-
time job or a value that is even greater than that.

To turn these insights into something quantitative, it helps to note that the median wage 
for U.S. workers between 16 and 24 years of age was $14.70 in 2020—this statistic is from 
the U.S. Bureau of Labor Statistics.3 A job has many attributes other than the wage you 
are paid: unpleasant tasks (like being nice to obnoxious customers), on-the-job training, 
friendly or unfriendly coworkers, and resume building, to name a few.

If we ignore these non-wage attributes, the value of an hour of work is just the wage 
(minus taxes paid). However, if the positive and negative non-wage attributes don’t cancel 
each other, the calculation is much harder. To keep things simple, we’ll focus only on the 
after-tax wage in the analysis that follows—about $13 per hour for young workers—but 
we urge you to keep in mind all of the non-wage consequences that flow from a job.

Cost-Benefit Analysis
Let’s use opportunity cost to solve an optimization problem. Specifically, we want to com-
pare a set of feasible alternatives and pick the best one. We call this process cost-benefit 
analysis. Cost-benefit analysis is a calculation that identifies the best option by summing 
benefits and subtracting costs, with both benefits and costs denominated in a common unit 
of measurement, like dollars. Cost-benefit analysis is used to identify the alternative that 
has the greatest net benefit, which is the sum of the benefits of choosing an alternative 
minus the sum of the costs of choosing that alternative.

To see these ideas in action, suppose that you and a friend are going to Miami Beach 
from Boston for spring break. Imagine that the only question is whether you should drive 
or fly. Your friend argues that you should drive because splitting the cost of a rental car and 
gas “will only cost $200 each.” He tries to seal the deal by pointing out “that’s much better 
than a $300 plane ticket.”

To analyze this problem using cost-benefit analysis, you need to list all benefits and 
costs of driving compared to the alternative of flying. Here we’ll express these benefits 
and costs comparatively, which means the benefits of driving compared to flying and the 
costs of driving compared to flying. We’ll need to translate those benefits and costs into a 
common unit of measurement.

From a benefit perspective, driving saves you $100—the difference between driving 
direct costs of $200 and a plane ticket of $300. We sometimes refer to these direct costs 
as “out-of-pocket” costs. But out-of-pocket costs aren’t the only thing to consider. Driving 
also costs you an extra 40 hours of time—the difference between 50 hours of round-trip 
driving time and about 10 hours of round-trip airport/flying time. Spending 40 extra hours 
traveling is a cost of driving, even if it isn’t a direct out-of-pocket cost.

We’re now ready to decide whether it is optimal to drive or fly to Florida. We need to ex-
press all benefits and costs in common units, which will be dollars for our example. Recall that 
driving will take an additional 40 hours of travel time. To complete the analysis, we must trans-
late this time cost into dollars. To make this translation, we will use a $13 per hour opportunity 
cost of time. The net benefit of driving compared to flying is the benefit of driving (saving $100 
in out-of-pocket costs) minus the cost of driving (40 additional hours of your time):

1+100 reduction in out@of@pocket costs2 - 140 hours of additional travel time2 * 1+13/hour2
= +100 - +520 = - +420.

Hence, the net benefit of driving is overwhelmingly negative. Using the numbers in this 
example, an optimizer would choose to fly.

This analysis about travel to Miami is a simple example of cost-benefit analysis, 
which is a great tool for collapsing all sorts of things down to a single number: a dollar-
denominated net benefit. This course will guide you in making such calculations. When 
you are making almost any choice, cost-benefit analysis can help.

To an economist, cost-benefit analysis is an example of optimization. When you pick the 
option with the greatest net benefits, you are optimizing. Cost-benefit analysis is useful for 

Cost-benefit analysis is a calcula-
tion that identifies the best alternative, 
by summing benefits and subtracting 
costs, with both benefits and costs 
denominated in a common unit of 
measurement, like dollars.

Net benefit is the sum of the ben-
efits of choosing an alternative minus 
the sum of the costs of choosing that 
alternative.
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1.6

W e can now turn to the question posed at the beginning of the chapter. By now 
you know that Facebook has an opportunity cost—the best alternative use of 
your time. We now estimate this cost. To do this, we’re going to need some 

data. Whenever you see a section in this textbook titled “Evidence-Based Economics,” 
you’ll know that we are using data to analyze an economic question.

U.S. adults are estimated to spend 56 minutes per day on social media platforms 
in 2019, which includes sites like Facebook, TikTok, Instagram, Snapchat, Twitter, 
Pinterest, Tumblr, and LinkedIn.4 To simplify our calculation, let’s round this up to 
1 hour per day. Even if we pick a relatively conservative opportunity cost of time of 
$13/hour, this amounts to $4,745 per year per U.S. adult:

11 hour/day2 * 1365 days/year2 * 1+13/hour2 = +4,745 per year.

In 2019, there were 254 million adults (ages 18 and older) in the United States, so the 
opportunity cost of social media use among U.S. adults was at least

1+4,745/adult2 * 1254 million adults2 = +1.2 trillion per year.

We can also think about this calculation another way. If U.S. adults had substituted 
their time on social media for work with average pay of $13 per hour, the U.S. economy 
would have produced about $1.2 trillion more measured output in 2019. This is more 
than the annual combined economic output of Austria and Sweden.

So far, we have gone through a purely positive economic analysis, describing the 
frequency of social media usage and the trade-offs that this usage implies. None of 
this analysis, however, answers the related question: Are Facebook and other so-
cial media users optimizing? We’ve seen that the time spent on sites like Facebook 
has valuable alternative uses (see Exhibit 1.3). But Facebook users are deriving 
substantial benefits that may justify this allocation of time. For example, social 
networking sites keep us up-to-date on the activities of our friends and family. They 
facilitate the formation of new friendships and new connections. And Facebook and 
similar sites are entertaining. Indeed, it is possible that we should spend more time 
on Facebook!

Because we cannot easily quantify these benefits, we’re going to leave that judgment 
to you. Economists won’t tell you what to do, but we will help you identify the trade-
offs that you are making in your decisions. Here is how an economist would summarize 
the prescriptive issues that are on the table:

Assuming a $13/hour opportunity cost, the opportunity cost of using social media 
for an hour per day is $4,745 per year. Do you receive benefits from Facebook 
that exceed this opportunity cost? If the annual benefits that you receive are less 
than $4,745, you should scale down your Facebook usage.

Economists don’t want to impose their tastes on other people. In the view of an econo-
mist, people who get big benefits from frequent use of Facebook should stay the course. 
However, we do want economic agents to recognize the implied trade-offs that are being 
made. Economists are interested in helping people make the best use of scarce resources 

Q: Is Facebook free?

EVIDENCE-BASED  ECONOMICS

normative economic analysis. It enables an economist to determine what an individual or a 
society should do. Cost-benefit analysis also yields many useful positive economic insights. 
In many cases, cost-benefit analysis correctly predicts the choices made by actual consumers.

We’ll see hundreds of examples of optimization throughout this course. Moreover, we 
dedicate a whole chapter to optimization (Chapter 3) to give you a more complete ground-
ing in this foundational principle of economics.
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(continued)
EVIDENCE-BASED  ECONOMICS

like budgets of money and leisure time. In many circumstances, people are already putting 
their resources to best use. Occasionally, however, economic reasoning can help people 
make better choices. In other words, economic reasoning can help you be a better optimizer.

Exhibit 1.3 What Could You Buy with $4,745?

Everyone would choose to spend $4,745 in their own particular way. This list illustrates one feasible basket of 
goods and services. Note that this list includes just the monetary costs of these items. A complete economic 
analysis would also include the opportunity cost of the time that you would need to consume them.

$4

$740

$1,200

$275

$300

$180

$2

Cost per unit Total cost

$208

$740

$1,200

$1,375

$300

$900

$22

$4,745

52 cups

1

1

5 nights

1

5 nights

11

Starbucks cappuccino

iPhone

Round trip: NYC to Paris

Hotel in Paris

Round trip: NYC to U.S. Virgin Islands

Hotel in Virgin Islands

Eleven iPhone apps

Total

Number of units

Question Answer Data Caveat

Is Facebook free? No. The opportunity cost 
of time spent on Facebook 
and other social media was 

over $1.2 trillion in the United 
States in 2019.

Facebook usage statistics 
 estimated by  

www.eMarketer.com.  
Wage data from U.S. 
Department of Labor.

We have only presented a 
calculation for U.S. social media 

users. It would be useful to 
extend these calculations to 

cover the billions of social media 
users worldwide. For example, 
Facebook alone has more than 

1.7 billion worldwide users.

Use the concepts presented in this feature by working through the Evidence-Based Economics Problems at the end of this chapter.
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1.6

Out of equilibriumIn equilibrium

In equilibrium, everyone is simultaneously optimizing, so nobody would benefit by 
changing his or her own behavior.

1.4 The Second Principle of 
Economics: Equilibrium
In most economic situations, you aren’t the only one trying to optimize. Other people’s be-
havior will influence what you decide to do. Economists think of the world as a large number 
of economic agents who are interacting and influencing one another’s efforts at optimiza-
tion. Recall that equilibrium is the special situation in which everyone is trying to optimize, 
so nobody believes that they would benefit personally by changing his or her own behavior.

An important but subtle point is embedded in this definition. We say that in equi-
librium, nobody believes he or she would benefit from changing their own behavior. 
In equilibrium, all economic agents are trying to make their best feasible choices, tak-
ing into account the information they have, including their beliefs about the behavior  
of others.

To build intuition for the concept of equilibrium, consider the length of the standard 
checkout lines at your local supermarket (ignore the express lines). If any line has a shorter 
wait than the others, optimizers will choose that line. If any line has a longer wait than 
the others, optimizers will avoid that line. So the short lines will attract shoppers, and the 
long lines will drive them away. And it’s not just the length of the lines that matters. You 
may pick your line by estimating which line will move the fastest, an estimate that incor-
porates what you can see, including the number of items in each person’s shopping cart. 
Sometimes, you might end up waiting longer because of twists you didn’t anticipate: a 
customer who takes 5 minutes to find the right change, or someone with a sea of tiny items 
at the bottom of their cart. Still, economists say that “in equilibrium,” all checkout lines 
will have roughly the same wait time. When the wait times are expected to be the same, 
no shopper has an incentive to switch lines. In other words, nobody believes that they will 
benefit by switching lines.

Here’s another example. Suppose the market price of gasoline is $2 per gallon and the 
gasoline market is in equilibrium. Three conditions will need to be satisfied:

1. The amount of gasoline produced by gasoline sellers—energy companies—will 
equal the amount of gasoline purchased by buyers.

2. Energy companies will only operate wells where they can extract crude oil and pro-
duce gasoline at a cost that is less than the market price of gasoline: $2 per gallon.

3. The buyers of gasoline will only use it for activities that are worth at least $2 per 
gallon—like driving to their best friend’s wedding—and they won’t use it for ac-
tivities that are worth less than $2 per gallon.

In equilibrium, both the sellers and the buyers of gasoline are optimizing, given the 
market price of gasoline. Nobody would benefit by changing their own behavior. (We’ll 
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A free rider in the New York subway system. Are you 
paying for this person to ride the subway?

have much more to say about this example of equilibrium analysis in 
Chapter 4.)

Notice that we’ve started to think about what happens when many 
economic agents interact. This could be two chess players, thirty par-
ticipants in an eBay auction, hundreds of millions of investors buying 
and selling shares on the New York Stock Exchange, or billions of 
households buying gasoline to fuel their tractors, trucks, mopeds, mo-
torcycles, and cars. In all these cases, we assume that everyone is con-
stantly simultaneously optimizing—for instance, at every move in a 
chess game and during every trade on the New York Stock Exchange. 
Combined, these choices produce an equilibrium—and economists 
believe that this kind of equilibrium analysis provides a good descrip-
tion of what actually happens when many people interact.

The Free-Rider Problem
Let’s use the concept of equilibrium to analyze an economic problem 
that may interest you: roommates. Assume that five roommates live in a 
rented house. Each roommate can spend some of their time contributing 
to the general well-being of all the roommates by throwing away empty 
pizza boxes and soda cans. Or each roommate can spend all their time on 
activities that only benefit themselves—for instance, watching TikTok 
videos or listening to Spotify.

Imagine that one roommate hates the mess and starts spending time 
cleaning up the kitchen. Although the other roommates appreciate it, 
they may have no incentive to chip in. If the public-spirited roommate 
spends 30 minutes doing the dishes, all the other roommates benefit 
without having to lift a finger. It would be beneficial to each of the 
roommates if everyone chipped in and did a little cleaning. But each 

of the five roommates has an incentive to leave that to others. Consequently, rentals with 
lots of roommates are often a mess. The equilibrium prediction is that when people live in 
large rooming groups, they will have messier apartments than if the same people each had 
their own apartment.

Roommates who leave the cleaning to others are an example of something that econo-
mists call the free-rider problem. Most people want to let someone else do the dirty work. 
We would like to be the free riders who don’t contribute but still benefit from the work 
done by others.

Sometimes free riders get away with it. When there are few free riders and lots of con-
tributors, the free riders might be overlooked. For example, a small number of people 
sneak onto public transportation without paying. These turnstile jumpers are so rare that 
they don’t jeopardize the subway system. But if everyone started jumping turnstiles, the 
subway would soon run out of cash. Indeed, that is happening more and more often in 
New York City. The government agency that oversees New York City’s mass transit system 
released a report in December 2018 estimating that each day, 208,000 people take the sub-
way without paying and 350,000 people take the bus without paying.5 You can see videos 
capturing New Yorkers in the act.6

In the subway system, free riding is discouraged by security patrols. In rooming groups, 
free riding is discouraged by social pressure. Free riding is a problem because it’s not easy 
to catch the free rider in the act. It’s possible to slip over a turnstile in a subway station. It’s 
easy to leave crumbs on the couch when nobody is watching.

People’s private benefits are sometimes out of sync with the public interest. Equilibrium 
analysis helps us predict the behavior of interacting economic agents and understand why 
free riding occurs. People sometimes pursue their own private interests and don’t con-
tribute voluntarily to the public interest. Unfortunately, selfless acts—like those of a war 
hero—are exceptional, and selfish acts are more common. When people interact, each in-
dividual might do what’s best for themselves instead of acting in a way that optimizes the 
well-being of society.

Equilibrium analysis helps us design special institutions—like financial contracts—that 
reduce or even eliminate free riding. For example, what would happen in the rooming 
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1.6 Is Economics Good for You?
Should you take this course? Cost-benefit analysis can help you think about this question.

Let’s begin by assuming that you’ve already chosen to go to college. So we can assume 
that tuition costs and room and board are sunk costs (they won’t be affected by your decision 
to take economics). With those costs accounted for, are there any other costs associated with 
this course? The key opportunity cost of this course is another course that you won’t be able 
to take during your time spent as a student. What other course did economics crowd out? 
Japanese history? Biochemistry? Russian poetry? If you are taking the two-semester version 
of this course, then you need to consider the two other courses that economics is crowding out.

Now consider the benefits of an economics education. The benefits 
come in a few different forms, but the biggest benefit is the ability to 
apply economic reasoning in your daily life. Whether you are deciding 
how to keep an apartment clean with four other roommates or deciding 
how to use your free time, economic reasoning will improve the quality 
of your decisions. These benefits will continue throughout your life as 

you make important decisions, such as where to invest your retirement savings and how to 
choose a house to buy.

Most decisions are guided by the logic of costs and benefits. Accordingly, you can use 
positive economic analysis to predict other people’s behavior. Economics illuminates and 
clarifies human behavior.

We also want you to use economic principles when you give other people advice and 
when you make your own choices. This is normative economics. Learning how to make 

Learning how to make good 
choices is the biggest benefit you’ll 
realize from learning economics.

1.5 The Third Principle of Economics: 
Empiricism
Economists test their ideas with data. We refer to such evidence-based analysis as empiri-
cal analysis or empiricism. Economists use data to determine whether our theories about 
human behavior—like optimization and equilibrium—match up with actual human be-
havior. Of course, we want to know if our theories fail to explain what is happening in 
the world. In that case, we need to go back to the drawing board and come up with better 
theories. That is how economic science, and science in general, progresses.

Economists are also interested in understanding what is causing things to happen in the 
world. We can illustrate what causation is—and is not—with a simple example. Hot days 
and crowded beaches tend to occur at the same time of the year. What is the cause and what 
is the effect here? It is, of course, that high temperatures cause people to go swimming. It 
is not that swimming causes the outside air temperature to rise.

But there are some cases when cause and effect are hard to untangle. Does being rela-
tively smart cause people to go to college, or does going to college cause people to be 
relatively smart? Perhaps both directions of causation apply. Or perhaps some other fac-
tor plays the causal role—for instance, a love for reading might cause people to become 
smarter and cause them to go to college.

We’ll come back to the topic of empiricism in general, and causality in particular, in 
great detail in Chapter 2. Sometimes causes are easy to determine, but sometimes identify-
ing cause and effect requires great ingenuity.

group if everyone agreed to pay $5 per week so the roommates could hire a cleaning ser-
vice? It would be easier to enforce $5 weekly payments than to monitor compliance with 
the rule “clean up after yourself, even when nobody is here to watch you.” Pizza crumbs 
don’t have identity tags. So equilibrium analysis explains both why individuals sometimes 
fail to serve the interest of society and how the incentive structure can be redesigned to fix 
these problems.
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good choices is the biggest benefit you’ll realize from learning economics. That’s why we 
have built our book around the concept of decision making. Looking at the world through 
the economic lens puts you at an enormous advantage throughout your life.

We also think that economics is a lot of fun. Understanding people’s motivations is fas-
cinating, particularly because there are many surprising insights along the way.

To realize these payoffs, you’ll need to connect the ideas in this textbook to the eco-
nomic activities around you. To make those connections, keep a few tips in mind:

• You can apply economic tools, such as trade-offs and cost-benefit analysis, to any 
economic decision, so learn to use them in your own daily decisions. This will help 
you master the tools and also appreciate their limitations.

• Even if you are not in the midst of making a decision, you will learn a lot of economics 
by keeping your eyes open when you walk through any environment in which people 
are using or exchanging resources. Think like an economist the next time you find your-
self in a supermarket or at a used-car dealership, a poker game, or a soccer match. For 
example, why is it an equilibrium for a soccer player to randomize the side of the goal 
into which they launch a penalty kick? Why is it an equilibrium for the goal keeper to 
randomize the side of the goal that they jump to when the penalty kick occurs? (Hint: 
What would happen if the penalty kicker predictably kicked in one direction?)

• The easiest way to encounter economic ideas is to keep up with what’s happening in the 
world. Go online and read a newspaper with excellent economics coverage like the New 
York Times, The Wall Street Journal, or the Financial Times. News magazines will also 
do the job. There’s even a news magazine called The Economist, which is required read-
ing for prime ministers and presidents. However, you don’t need to read The Economist 
to learn about economics. Almost every page of any magazine—including People, 
Sports Illustrated, and Vogue—describes events driven by economic factors. Identifying 
and understanding these forces will be a challenge. Over time, though, you’ll find that it 
gets easy to recognize and interpret the economic story behind every headline.

Once you realize that you are constantly making economic choices, you’ll under-
stand that this course is only a first step. You’ll discover the most important applications 
outside class and after the final exam. The tools of economics will improve your perfor-
mance in all kinds of situations—making you a better businessperson, a better consumer, 
and a better citizen. Keep your eyes open and remember that every choice is economics 
in action.

 ■ Economics is the study of how agents choose to allocate scarce resources and 
how those choices affect society. Economics can be divided into two kinds of 
analysis: positive economic analysis (what people actually do) and normative 
economic analysis (what people ought to do). There are two key topics in 
economics: microeconomics (individual decisions and individual markets) and 
macroeconomics (the total economy).

 ■ Economics is based on three key principles: optimization, equilibrium, and empiricism.

 ■ Trying to choose the best feasible option, given the available information, is called 
optimization. To optimize, an economic agent needs to consider many issues, 
including trade-offs, budget constraints, opportunity costs, and cost-benefit analysis.

 ■ Equilibrium is a situation in which nobody believes they would benefit personally 
by changing their own behavior, given their beliefs about the choices of others. In 
equilibrium, everyone is simultaneously optimizing.

 ■ Economists test their ideas with data. We call such evidence-based analysis 
empirical analysis or empiricism. Economists use data to determine whether our 
theories about human behavior—like optimization and equilibrium—match actual 
human behavior. Economists also use data to determine what is causing things to 
happen in the world.

Summary
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1. Give examples to explain how economic analysis can be 
positive and normative.

2. Economists think of almost all human behavior as the 
outcome of choices. Do you agree with this statement? 
Based on your reading of the chapter, how would you 
define economics?

3. Examine the following statements and determine if they 
are examples of normative economics or positive eco-
nomics. Explain your answer.

a. According to the World Economic Outlook Update 
released by the International Monetary Fund in 
January 2021, the global economy is projected to 
grow 5.5 percent in 2021 and 4.2 percent in 2022.

b. According to an article published in the European 
Central Bank (ECB) Economic Bulletin in January 
2021, government spending on investment should be 
a priority during the interim phase in the run-up to 
the economic recovery in the euro area.

4. How does microeconomics differ from macroeconom-
ics? Would the sales of iPhones in China be studied 
under microeconomics or macroeconomics? What about 
the growth rate of total economic output in China?

5. Why do economic agents have to make trade-offs on 
any given day of their lives? What kind of non-monetary 
budget constraints do agents face?

6. This chapter introduced the idea of opportunity cost.

a. What is meant by opportunity cost?

b. What is the opportunity cost of taking a year  
after graduating from high school and backpack-
ing across Europe? Are people who do this being 
irrational?

Questions
7. Suppose you wish to take out a mortgage to buy a new 

house for your family. However, the houses you like 
exceed your budget. You are considering three options: 
choose a neighborhood that is less fashionable and, 
therefore, the prices are lower; take out a mortgage with 
a longer maturity period; or instead of buying a house, 
buy a larger apartment in your current neighborhood. 
How would you evaluate these options and choose the 
optimal one?

8. Suppose the market price of the latest model of iPhone 
is €759 in Germany. What are the three conditions that 
will need to be satisfied for the iPhone market to be in 
equilibrium at this price?

9. Suppose you are living in a housing project that has 100 
apartments. The housing project has its own garden, 
swimming pool, library, and community center. To be 
able to utilize the available amenities, residents must 
contribute €50 a month towards the upkeep while also 
taking turns keep it clean. In this context, answer the fol-
lowing questions.

a. What is meant by free riding?

b. How would you define a free-riding resident? Why 
would it be a problem for the housing project?

10. “Scarcity exists because people have unlimited wants 
in a world of limited resources.” Explain this statement 
using a real-life example.

11. Identify the cause and the effect in the following phe-
nomena in a hypothetical country:

a. A surge in the price of goods and an increase in the 
workers’ income.

b. A rise in GDP and an increase in the number of uni-
versity graduates.

Evidence-Based Economics Problems
1. Estimate the opportunity cost of going to see a movie 

in a movie theater. Express this opportunity cost in dol-
lars. Hint: Think about both the out-of-pocket cost (i.e., 
the price of the ticket) and the indirect cost (the value of 
your time).

2. Estimate the opportunity cost for a hypothetical student 
to spend one year in college. Express this opportunity 

cost in dollars. Assume that the student spends $T in tu-
ition and $R in room and board. Estimate the value of the 
student’s time spent studying during a typical academic 
year, which is the indirect cost of going to college.

3. Estimate how many hours you spend on social media 
each year. Now estimate the opportunity cost of this time 
in dollars.

economic agent p. 37
scarce resources p. 38
scarcity p. 38
economics p. 38
positive economics p. 39
normative economics p. 39

microeconomics p. 40
macroeconomics p. 40
optimization p. 41
equilibrium p. 41
empiricism p. 41
trade-off p. 42

budget constraint p. 42
opportunity cost p. 43
cost-benefit analysis p. 44
net benefit p. 44

Key Terms
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1. You have purchased a non-refundable ticket to the 
Maldives with an early morning departure scheduled for 
Saturday. You receive a call notifying you about an in-
terview for a job that may be scheduled around the same 
time. While you really wanted this job, you think that 
going on the trip is more important for your mental well-
being as you have been planning this trip for a year now.

a. The human resources department from the company 
you applied to informs you that there is only one slot 
available for the interview, which clashes with your 
flight. Should this affect your decision to go on the 
trip? Explain by using the term “opportunity cost.”

b. Suppose instead that you realize that the non- 
refundable travel ticket, which you already pur-
chased, cost you €100; previously you had  mistakenly 
believed the price was €250. Should learning this  
information affect your decision to go to the Maldives 
trip?

2. You are thinking about buying a house in London. You 
find one you like that costs £1,000,000. You learn that, 
based on the value of the house and your wages, your 
bank will give you a mortgage for 20 years in the region 
of £600,000. This means that you must make a down 
payment of £400,000. What are some of the monetary 
and non-monetary opportunity costs of this purchase?

3. Your local coffee shop used to be the best in the neighbor-
hood; however, due to a recent change in ownership the 
quality of the service and products offered has been steadily 
decreasing. Nevertheless, you have some fond memories 
of the place and it is also quite conveniently located—on 
the way to the train station that you use to get to work.

a. What is the opportunity cost of searching for a new 
coffee shop?

b. You have found a new coffee shop, but to get there 
you have to take a longer route to the train station. 
How would you determine, every morning, which 
coffee shop to visit? The old one or the new one?

4. You are watching your weight, and you have decided 
that you are going to consume 800 calories of pizza and 
cheeseburgers at a party Saturday night. A slice of pizza 
has 200 calories, and a cheeseburger has 400 calories.

a. Create a table that shows the various combinations 
of pizza slices and cheeseburgers you can consume 
while staying within your 800-calorie “budget.” To 
keep things simple, use only round numbers for pizza 
slices and cheeseburgers (e.g., don’t worry about half 
portions).

b. Under these assumptions, what is the opportunity 
cost of a cheeseburger?

5. Consider the following three statements:

a. You are planning a conference in St. Petersburg, 
Russia, and your closing gala will be on a cruise boat 

Problems

in November. Do you think hosting the event on a 
boat is a rational choice?

b. You have to reach the airport during rush hour to 
catch your flight to St. Petersburg. You have two op-
tions: take the underground or take a taxi. Although 
you have an hour to get there, traffic most of the time 
is heavy during rush hour. Which option would be 
the rational choice?

c. Suppose you decided to take a taxi to the airport and 
made it to the airport in time. Once you landed in 
St. Petersburg, you noticed that the temperature was 
surprisingly mild, making the cruise boat experience 
comfortable. Do these outcomes mean that the deci-
sions to host an event on a cruise boat in November 
and take a taxi to the airport were rational?

6. Consider the following three statements:

a. Your friends are coming over for lunch and you real-
ize you have forgotten to get groceries. You go to the 
local market, where there are about 50 stalls. You are 
in a hurry, so you decide to do all of your shopping at 
the first two stalls.

b. You find a stall that sells good quality vegetables and 
fruit. However, you do not have enough money on 
you. You start to haggle and agree on a 15 percent 
discount for the products you are buying.

c. Despite being in a hurry, you now decide to go 
around the market to check the prices and quality at 
all stalls.

Which of these statements deals with optimization, 
which deals with equilibrium, and which deals with em-
piricism? Explain.

7. In 2014, California was in its third year of a major drought. 
With water supplies dwindling, Governor Brown issued a 
plea for a voluntary 20 percent reduction in water use. This 
target was not reached. In early 2015, Governor Brown is-
sued an executive order requiring local water agencies to 
reduce water use by 25 percent, but no enforcement mech-
anism was specified. No taxes or fines were in the execu-
tive order. State officials hoped that they could achieve 
compliance without resorting to fines.7

a. From an individual homeowner’s perspective, what 
are the costs and benefits of using water during a 
drought? Why do you think that the voluntary reduc-
tion order in 2014 didn’t work?

b. Using concepts from this chapter, explain how you 
might get individual homeowners to reduce water 
use during a drought.

c. Eventually, many communities began levying fines on 
water use. However, while many middle-income fami-
lies dramatically cut water use, wealthy households cut 
back their water use relatively little.8 How can you ex-
plain this phenomenon from an economic perspective?
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8. Use the concepts discussed in this chapter to answer the 
following problems:

a. Oskar is about to join a new factory where he has the 
option of joining a trade union. Being a part of the 
trade union means that he will have to pay 5 percent 
of his wages to the union. Why do you think some 
workers decide not to join a trade union?

b. You are living in a semi-detached house with a com-
mon garden. This means that both families living in 
the house can use it while being jointly responsible 
for its maintenance and upkeep. However, you decide 
that you cannot spare any time to maintain the gar-
den. How can the other family get you to do your 
share of the maintenance?

9. It is the night before your trip to Spain and you must de-
cide how many hours to spend on expanding your vocab-
ulary. The total benefits column shows how many more 
Spanish words you expect to learn. The cost column 
shows how many Spanish words you will mispronounce 
because of the increased fast learning. (The “marginal” 

columns show the effect of each additional hour spent 
studying. These marginal numbers are calculated by tak-
ing the difference within a column from one row to the 
next row.)

Hours 
Spent 

Learning
Total 

Benefit
Marginal 
Benefit

Total 
Cost

Marginal 
Cost

0  0 – 0 –

1  8 8 0 0

2 13 5 2 2

3 16 3 6 4

4 16 0 12 6

a. If you study in an optimal way, how many more 
Spanish words will you learn?

b. Explain how you can find the optimal number of 
hours by using the marginal benefits and marginal 
costs columns.
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Economic 
Science: Using 
Data and Models 
to Understand 
the World

2
Is college worth it?

There is a good chance that you are either in 
college or thinking about taking the plunge. As 
you know, college is a big investment. During 
the 2019–2020 academic year, annual tuition 
(not counting room and board) averaged 
$3,730 for community colleges, $10,440 for 

in-state public colleges, $26,820 for out-of-state 
public colleges, and $36,880 for nonprofit private 
colleges.1 And that’s not the only cost. Your 
time, as we have seen, is worth $13 or more per 
hour—this time value adds at least $20,000 per 
year to the opportunity cost of a college education.

Why sit in class, then, if you could travel the 
world or earn money at a job? As with any other 

investment, you’d like to know how a college educa-
tion is going to pay you back. What is the “return to 

education,” and how would you measure it? We’ll discuss 
recent research about the effect of college and manda-
tory schooling laws on wages in this chapter’s Evidence-
Based Economics feature. In this chapter, you’ll see that 
you can answer such questions with data and models, 

the key tools that economists use to understand the world.

CHAPTER OUTLINE

The Scientific 
Method 

2.1

How much more does 
a worker with a 4-year 
college degree earn 
compared to a worker 
with a high school 
degree? 

EBE

Causation and 
Correlation  

2.2

Economic 
Questions and 
Answers 

2.3EBE

What is the  
return to 
education?  
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The Scientific Method
In Chapter 1, we explained the concepts of optimization and equilibrium, the first two 
principles of economics. Now we explain how economists put these two principles into 
practice and how you can, too.

Economics is a science. Like other scientists, economists explain data using scientific prin-
ciples. For example, an astronomer might be interested in data about the changing location of 
Mars in the night sky as observed over many centuries. The scientific principle that is used to 
explain that data is the planet’s gravitationally curved trajectory around another, much more 
massive astronomical body (our solar system’s sun). Once you have an accurate model of 
Mars’s orbit, you can both explain historical observations of the planet’s location and accu-
rately predict where it will be in the future. If you want to land autonomous vehicles—and 
one day a human settlement—on Mars, you’ll need an accurate prediction of Mars’s future 
location. Astronomers can tell us exactly where Mars will be millions of years in the future.

Economists are also trying to explain the past and predict the future. The choices that 
people make are the data we use. Economists explain this kind of data with our two core sci-
entific principles: optimization and equilibrium. Gathering data and using it to understand the 

world is called empiricism, which is the third key principle 
of economics.

Empiricism—using data to analyze the world—is at the 
heart of all scientific analysis. The scientific method is the 
name for the ongoing process that economists, other social 
scientists, and natural scientists use to:

1. Develop models of the world
2. Evaluate those models by testing them with data

Testing models with data enables economists to separate the 
good models—those that make predictions that are mostly 
consistent with the data—from the bad models. When a 
model is overwhelmingly inconsistent with the data, econ-
omists try to fix the model or replace it altogether. By cy-
cling through the two steps—developing models and then 
testing them—economists can move toward models that 
better explain the past and even predict the future.

For example, we’d like to know how going to college 
will improve a student’s subsequent earnings in the labor 
market. To take another example, we’d like to know how 
raising the wages of Lyft drivers will affect the market 
share and profitability of that ride-sharing company. We 
would also like to know how an increase in the tax on 

The scientific method is the name 
for the ongoing process that econo-
mists and other scientists use to 
(1) develop models of the world and 
(2) evaluate those models by testing 
them with data.

■■ A model is a simplified description of reality.

■■ Economists use data to evaluate the accuracy of models and understand how 
the world works.

■■ Correlation does not imply causality.

■■ Experiments help economists measure cause and effect.

■■ Economic research focuses on questions that are important to society and 
can be answered with models and data.

KEY IDEAS

2.1

Astronomers use historical data on Mars’s location in the sky to 
predict its future location, facilitating space travel and other forms 
of scientific inquiry. Economists use data on people’s historical 
choices to predict their future choices, enabling households, busi-
nesses, and governments to foresee and plan for the future.

Mars
Orbit

Earth
Orbit

1 Earth Year = 365 days
1 Mars Year = 687 Earth days or 669 sols (Martian days)

h
t
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gasoline will affect gasoline purchases and, ultimately, emissions of greenhouse gases. As 
you’ll see, empirical analysis enables us to answer these questions, along with myriad oth-
ers that are relevant for households, businesses, governments, and society more generally.

Given the complexity of the world, we do not expect the scientific method to gener-
ate a perfect model of economic behavior—we’ll never be able to precisely predict our 
 economic future. However, economists do expect to identify models that are useful for 
understanding the data that we have already observed and to partially predict the future. In 
this section, we explain what a model is and how it can be tested with data.

Models and Data
Before the discoveries of the ancient Greek philosophers, everyone believed that the earth 
was flat. We now know that it is more like a beach ball than a Frisbee. Yet a flat-earth 
model is still actively used. Ask for directions from Google Maps, and you’ll be using 
maps of a flattened planet.

Flat maps and spherical globes are both models of the surface of the earth. A model is 
a simplified description of reality. Sometimes economists will refer to a model as a theory. 
These terms are usually used interchangeably.

Because models are simplified, they are not perfect replicas of reality. Obviously, flat maps 
are not perfectly accurate models of the surface of the earth—they distort the curvature. If you 
are flying from New York to Tokyo, the curvature matters (see Exhibit 2.1). But if you are 
touring around New York City, you don’t need to worry about the fact that the earth is shaped 
like a sphere (see Exhibit 2.2).

Scientists—and commuters—use the model that is best suited to ana-
lyzing the problem at hand. Even if a model/map is based on assumptions 
that are known to be false, like the flatness of the earth, the model may 
still help us to make good predictions and good plans for the future. It 
is more important for a model to be simple and useful than it is for the 
model to be a perfect replica of the world.

A model is a simplified description of 
reality. Sometimes economists will refer 
to a model as a theory. These terms 
are usually used interchangeably.

Exhibit 2.1 Flying from 
New York to Tokyo 
Requires More Than a 
Flat Map

This flat map is a model 
of part of the earth’s sur-
face. It treats the world 
as perfectly flat, which 
leads the map maker to 
exaggerate distances in 
the northern latitudes. 
It is useful for certain 
purposes—for instance, 
learning geography. But 
you wouldn’t want to 
use it to find the best air 
route across the Pacific 
Ocean. The shortest flight 
path from New York to 
Tokyo is not a straight line 
through San Francisco. 
Instead, the shortest path 
goes through Northern 
Alaska. The flat-earth 
model is well suited for 
some tasks (geography 
lessons) and ill suited for 
others (intercontinental 
navigation).

Canada

Japan

United
States

Mexico

North Pacific
Ocean

Scientific models are used to make 
predictions that can be checked 
with empirical evidence.
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Exhibit 2.2 New York 
City Subway Map

This is a model of the 
subway system in New 
York City. It is highly 
simplified—for example, 
it treats New York City as 
a perfectly flat surface, 
and it also distorts the 
shape of the city—but it 
is nevertheless very use-
ful for commuters and 
tourists.

Scientific models are used to make predictions that can be checked with empirical 
evidence—in other words, facts that are obtained through observation and measurement. 
We also refer to empirical evidence as data. Recall from Chapter 1 that economists often 
describe themselves as empiricists, or say that we practice empiricism, because we use 
empirical evidence. Empiricists use data to answer questions about the world and to test 
models. For example, we could test the New York City subway map by actually riding the 
subway and checking the map’s accuracy.

When conducting empirical analyses, economists refer to a model’s predictions as 
hypotheses. Whenever such hypotheses are contradicted by the available data, econo-
mists return to the drawing board and try to come up with a better model that yields 
new hypotheses.

During the COVID-19 crisis that started in late 2019, scientists from Imperial College 
London developed an epidemiological model that had a large impact on public health 
policies. Using a few characteristics of the pandemic derived from empirical evidence—
such as an estimated fatality rate of 0.9 percent among those infected—the scientists’ de-
veloped a model of viral transmission that predicted 510,000 deaths in Great Britain and 
2.2 million deaths in the United States if no action were taken to suppress the pandemic.2 
This model also projected that the number of deaths would be substantially lowered 
using public health policies such as social distancing. These policies were predicted to 
slow the spread of the virus and prevent medical systems from being overwhelmed with 
patients.

The model’s key prediction, and the scientists’ main hypothesis, was that social distanc-
ing would substantially reduce transmission of COVID-19. The Imperial College model 
was useful as a forecasting tool, and it spurred the adoption of stronger social distancing 
interventions, such as shelter-in-place policies, which did significantly slow the spread of 
the virus and also reduced the number of fatalities.3

An Economic Model
Let’s consider an example of an economic model. We’re going to study an extremely sim-
ple model to get the ball rolling. But even economic models that are far more complicated 
than this example are also simplified descriptions of reality.

All models begin with assumptions. Consider the following assumption about the re-
turn to education: each additional year of education causes your future wages to rise by 

Empirical evidence consists of 
facts that are obtained through obser-
vation and measurement. Empirical 
evidence is also called data.

Hypotheses are predictions (typically 
generated by a model) that can be 
tested with data.
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10 percent. Let’s put the assumption to work to generate a model that relates a person’s 
level of education to her wages.

Increasing a wage by 10 percent is the same as multiplying the wage by 11 + 0.102 = 1.10.  
Thus, the return-to-education assumption implies that someone with an extra year of educa-
tion earns 1.10 times as much as she would have earned without the extra year of education. 
For example, if someone earns $15 per hour with 13 years of education, then we predict that 
a 14th year of education will cause her hourly wage to rise to 1.10 * $15, or $16.50.

Economists use assumptions to derive other implications. For example, the return-to-
education assumption implies that 2 additional years of education will increase earnings by 
10 percent twice over—once for each extra year of education—producing a 21 percent total 
increase:

1.10 * 1.10 = 1.21.

Likewise, four additional years of education will increase earnings by 10 percent four 
times over, implying a 46 percent total increase:

1.10 * 1.10 * 1.10 * 1.10 = 11.1024 = 1.46.

This implies that going to college would increase a college graduate’s income by 46 per-
cent compared to what she would have been paid if she had ended her education after 
finishing high school. In other words, a prediction—or hypothesis—of the model is that 
college graduates will earn 46 percent more than high school graduates.

In principle, we can apply this analysis to any number of years of education. We there-
fore have a general model that relates people’s educational attainment to their income. The 
model that we have derived is referred to as the return-to-education model. It describes 
the economic payoff of more education—in other words, the return on your educational 
investment. Most economic models are much, much more complex than this. In some eco-
nomic models, it takes pages of mathematical analysis to derive the implications of the 
assumptions. Nevertheless, this simple model is a good starting point for our discussion. It 
illustrates two important properties of all models.

First, economists know that a model is only an approximation and accordingly under-
stand that the model is not exactly correct. Taken literally, the model implies that each per-
son would increase their future wages by exactly 10 percent if they obtained an extra year 
of education, but this precise prediction is false. For example, the final year of college does 
much more to increase your wages than the second-to-last year of college because that 
final year earns you the official degree, which is a key line on your resume. Likewise, your 
college major importantly impacts how much you will earn after college. Those who major 
in economics, for example, tend to earn more than graduates in most other majors. Our 
simple model overlooks such distinctions. Just as a flat subway map is only an approxima-
tion of the features of a city, the return-to-education model is only an approximation of the 
mapping from years of education to wages. The model’s predicted relationship between 
education and wages is a simplification that overlooks lots of special considerations.

Second, a model makes predictions that can be tested with data—in this case, data on 
people’s education and earnings. We are now ready to use some data to actually evaluate 
the predictions of the return-to-education model.

To put the model to the test we need data, which we obtain from the Current 
Population Survey, a U.S. government data source. This survey collects anony-
mized data on earnings, education, and many other characteristics of the general 

population and is available to anyone who wants to use it. When data are available to the 
general public, they are called “public-use data.”

Q: How much more does a worker with a 4-year college degree earn 
compared to a worker with a high school degree?

EVIDENCE-BASED  ECONOMICS
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Exhibit 2.3 summarizes the average annual earnings for our test. The exhibit 
shows that full-time U.S. workers who are 25–34 years old and have a high school 
diploma (and no more education) had median annual earnings of $35,620 in 2018. 
The exhibit also shows that full-time U.S. workers who are 25–34 years old and 
have a 4-year college degree (and no more education) had median annual earnings of 
$55,660 in 2018.

If we divide these two medians—earnings for college-educated workers divided by 
earnings for high school educated workers—the ratio is 1.56, implying a 56 percent dif-
ference in earnings:

Median annual earning of 25@ to 34@year@old workers with 16 year of education

Median annual earning of 25@ to 34@year@old workers with 12 year of education
=

$55,660
$35,620

= 1.56

Recall that the return-to-education model says that each additional year of education 
raises the wage by 10 percent, so 4 extra years of education should raise the wage by a 
factor of (1.10)4 = 1.46. We can see that the model does not closely match the data but 
is in the right ballpark. Going from 12 years of education to 16 years is associated with 
a 56 percent difference in earnings, which is higher than the model’s predicted increase 
of 46 percent.

Exhibit 2.3 Median Annual Earnings of  
Full-Time U.S. Workers by Education Level 
(2018 Earnings)

People who stop going to school after obtaining 
their high school diplomas have median annual 
earnings of $35,620, whereas those who stop 
going to school after obtaining a 4-year college 
degree earn $55,660.

Source: 2018 earnings are measured in the 2019 Current 
Population Survey.

$60,000

50,000

30,000
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High school
graduates

$35,620

College
graduates

$55,660Earnings

Question Answer Data Caveat

How much more does a 
worker with a 4-year college 
degree earn compared to a 
worker with a high school 

degree?

Median earnings for a col-
lege graduate are 56 percent 
higher than median earnings 
for a high school graduate.

Wages in 2018 are mea-
sured in the 2019 Current 

Population Survey for full-time 
workers ages 25–34.4 Exhibit 
2.3 compares median annual 
earnings for each education 

group.

These are medians for a large 
population of individuals. An 
individual’s experience might 

differ.

Use the concepts presented in this feature by working through the Evidence-Based Economic Problem at the end of this chapter.
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Means and Medians
You may wonder how the data from the Current Population Survey were used to calculate 
the earnings reported above. We used the concept of the median, which is the “middle” 
value of a group of numbers. Specifically, the median value is calculated by ordering the 
numbers from least to greatest and then finding the value halfway through the list.

We can show how the median is calculated with a simple example. Say that there are 
five people: Mr. Kwon, Ms. Littleton, Mr. Locke, Ms. Reye, and Ms. Shephard, each with 
a different hourly wage:

 Kwon = $26 per hour,

 Littleton = $24 per hour,

 Locke = $8 per hour,

 Reye = $35 per hour,

 Shephard = $57 per hour .

Recall that the median value is calculated by ordering the numbers from least to greatest 
and then finding the value halfway through the list. Ordering the data that we just described 
produces the list: $8, $24, $26, $35, $57. The middle value—the median—is $26. (When 
there are an even number of items in the list, the median is the midpoint between the 
two middle values. So the median of the numbers $8, $24, $26, and $35 is the midpoint 
between $24 and $26: $25.)

Scientists also sometimes study the mean, or average. The mean (or average) is the 
sum of all the different values divided by the number of values. Statisticians and other 
scientists use the terms mean and average interchangeably.

For the preceding example, if we add the five wages together and divide by 5, we calcu-
late a mean wage of $30 per hour:

$26 + $24 + $8 + $35 + $57
5

= $30.

In review, the median is the value in the middle of an ordered group of numbers, and 
the mean is the average value of the group of numbers. When the group of numbers has 
one or more extreme values, the median and the mean pull apart. For example, suppose 
that Shephard is extremely highly paid—she might be a corporate lawyer—with an hourly 
wage of $257 (instead of the original value of $57 per hour). Then the group mean rises to 
$70 per hour, but the median doesn’t change at all: $26 per hour is still the middle wage. 
Hence, the mean is affected by outliers, which are extreme numbers that are dissimilar to 
the rest of the numbers in the list, whereas the median is not affected by outliers.

This analysis of a small sample—only five people—illustrates the concepts of medians 
and means, but convincing data analysis in economics relies on using a large sample. For 
example, a typical economic research paper uses data gathered from thousands of people. 
When we showed in Exhibit 2.3 that higher levels of education are associated with higher 
levels of earnings, we didn’t rely on a handful of observations (each piece of data is called 
an “observation”). Instead, we used data from 15,000 full-time workers randomly chosen 
from the U.S. population and surveyed by the Census Bureau. Using lots of observations 
strengthens the force of an empirical argument because a large sample of observations is 
likely to be representative of the underlying population from which the sample was drawn.

To show you how to make convincing empirical arguments, this book uses lots of real 
data from large groups of people. Credible empirical arguments, based on many observa-
tions, are a key component of the scientific method.

Argument by Anecdote
Education is not destiny. There are some people with lots of education who earn very 
little, and there are some people with little education who earn a lot. The second, fifth, and 
seventh richest people in the world didn’t graduate from college: Bill Gates dropped out 
of Harvard to start Microsoft, Larry Ellison left two different universities before creating 
Oracle, and Mark Zuckerberg dropped out of Harvard to start Facebook.5

The median value is calculated by 
ordering the numbers from least to 
greatest and then finding the value 
halfway through the list.

The mean (or average) is the sum of 
all the different values divided by the 
number of values.
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With these examples in mind, it might be tempting to conclude that dropping out of 
college is a great path to success. However, it is a mistake to use anecdotes, or any small 
sample of people, to try to judge a statistical relationship.

If you study two randomly chosen 30-year-olds, there is almost a one-third chance that 
the person with only a high school diploma has higher earnings than the one with a 4-year 
college degree. This fact highlights that there is much more than education that determines 
your earnings, although getting a college degree will usually help raise your earnings.

When you look at only a small amount of data, it is easy to jump to the wrong conclu-
sion. Keep this warning in mind the next time a newspaper columnist tries to sway you 
with a few anecdotes. If the columnist backs up their story with data reflecting the experi-
ences of thousands of people, then they have done their job and may deserve to win the 
argument. But if the columnist rests their case after sharing a handful of anecdotes, remain 
skeptical. Be doubly skeptical if you suspect that the anecdotes have been carefully se-
lected to prove the columnist’s point. Argument by anecdote should not be taken seriously.

There is one exception to this rule. Argument by example is appropriate when you are 
contradicting a blanket statement. For example, if someone asserts that every National 
Basketball Association (NBA) player has to be tall, just one counterexample is enough to 
prove this statement wrong. In this case, your proof would be Tyrone “Muggsy” Bogues, 
a 5-foot 3-inch (133-pound) dynamo who played point guard in the NBA for 15 seasons.

2.2 Causation and Correlation
Unfortunately, even analysis that relies on large data sets can be misleading. Consider our return-
to-schooling example. Using our large data set on wages and years of education, we’ve seen that 
on average, wages rise roughly 10 percent for every year of additional education. Does that mean 
that staying in school one more year will cause your future wages to rise by 10 percent? Not 
necessarily. Let’s use an example to think about why this is not always the case.

The Red Ad Blues
Imagine a department store has hired you as a consultant. You have developed a hypothesis 
about ad campaigns: you believe that campaigns using the color red are good at catching 
people’s attention. To test your hypothesis, you assemble empirical evidence from histori-
cal ad campaigns, including the dominant color of the ad campaign and how revenue at the 
store changed during the campaign.

Your empirical research confirms your hypothesis! Sales go up 25 percent during cam-
paigns with lots of red images and only 5 percent during campaigns with lots of blue images. 
You race to the chief executive officer (CEO) to report this remarkable result. You are a genius!

Unfortunately, the CEO instantly fires you. What did the CEO notice that you missed?
The red-themed campaigns were mostly concentrated during the Christmas season. The 

blue-themed campaigns were mostly spread out over the rest of the year. In the CEO’s words, 
“The red colors in our advertising don’t cause an increase in our revenue. Christmas causes an 
increase in our revenue. Christmas also causes an increase in the use of red in our ads. If we 
ran blue ads in December, our holiday season revenue would still rise by about 25 percent.”

Unfortunately, this is actually a true story, though we’ve changed the details to protect 
our friends. We return, in the appendix, to a related story in which the CEO was not as 
sharp as the CEO in this story.

Causation Versus Correlation
As in the misguided ad analysis, people often mistake correlation for causation. Causation 
occurs when one thing directly affects another. You can think of causation as the path from 
cause to effect: turning on the stovetop burner causes the water in the kettle to boil.

Scientists refer to a changing factor or characteristic as a variable—for example, the 
temperature of water in a teakettle. Scientists say that causation occurs when one variable 
(for instance, the flow of natural gas burning on a stovetop) causes another variable (the 
temperature of water in a teakettle) to change.

Causation occurs when one thing 
directly affects another.

A variable is a changing factor or 
characteristic.
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Correlation means that two variables tend to change at the same time—
as one variable changes, the other changes as well. There is some kind of 
connection. It might be cause and effect, but correlation can also arise when 
causation is not present. For example, students who take music classes score 
better on their SATs than students who do not take music classes. Some 

music educators have happily jumped to the conclusion that this relationship is causal: 
more music causes higher SAT scores.

But don’t buy a clarinet for your younger sibling just yet. There is scant evidence of a 
causal relationship, and there are many alternative explanations for the correlation between 
music lessons and high SAT scores.

For example, the students who have music lessons tend to have wealthier parents who 
can pay for SAT tutors that raise their kids’ SAT scores. In this scenario, the causal path-
way is from wealth to SAT tutors to high SAT scores. Music lessons aren’t causing high 
SAT scores. Parental wealth is causing music lessons, and parental wealth is also causing 
high SAT scores (through the tutor channel).

When two variables are correlated, it suggests that causation may be possible and that 
further investigation is warranted—but it’s only the beginning of the analysis. Interestingly, 
when researchers have tried to document a causal link from music lessons to higher cogni-
tive ability, they have almost always failed.6 Accordingly, if a young trumpeter broke her 
finger and dropped out of music classes, this would not cause her future SAT scores to fall. 
To summarize, it does not appear that taking music lessons causes SAT scores to rise, even 
though music lessons and SAT scores are correlated.

Can you think of other situations in which correlation is confused with causality? Does being 
on a high school sports team cause you to be more successful in life (e.g., have a higher income 
at age 30)? Does smoking cigarettes at age 15 cause you to have a greater likelihood of later be-
coming addicted to illegal drugs? Are these causal relationships? Or are these only correlations?

Correlations are divided into three categories: positive correlation, negative correlation, 
and zero correlation. Positive correlation implies that two variables tend to move in the 
same direction—for example, surveys reveal that people who have a relatively high income 
are more likely to be married than people who have a relatively low income. In this situation, 
we say that the variables of income and marital status are positively correlated. Negative 
correlation implies that the two variables tend to move in opposite directions—for example, 
people with a high level of education are less likely to be unemployed. In this situation, we 
say that the variables of education and unemployment are negatively correlated. When two 
variables are not related, we say that they have a zero correlation. The number of friends 
you have has no relation to whether your address is on the odd or even side of the street.

Correlation means that two variables 
tend to change at the same time.

Positive correlation implies that 
two variables tend to move in the 
same direction.

Negative correlation implies that 
two variables tend to move in opposite 
directions.

When the variables have movements 
that are not related, we say that the 
variables have zero correlation.

From cause to effect. The flame on the stove heats the 
water in the kettle, causing the water to boil and vaporize. 
The vaporizing water does not cause the flame to burn on 
the stovetop.

Does jogging cause people to be 
healthy? Does good health cause 
people to jog? In fact, both kinds of 
causation are simultaneously true.

Cause

E�ect

You can think of causation as the 
path from cause to effect.
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When Correlation Does Not Imply Causality There are two main reasons we 
should not jump to the conclusion that a correlation between two variables implies a 
particular causal relationship:

1. Omitted variables
2. Reverse causality

An omitted variable is something that has been left out of a study that, if included, 
would explain why two variables are correlated. Recall that the amount of red content in 
the store’s ads is positively correlated with the growth rate of their sales. However, the 
red color does not necessarily cause the store’s sales to rise. The arrival of the Christmas 
season causes both the store’s ads to be red and month-over-month sales revenue to rise. 
Thus, the Christmas season is an omitted variable that explains why red ads tend to occur 
at around the time that sales tend to rise. (See Exhibit 2.4.)

Is there also an omitted variable that explains why education and income are posi-
tively correlated? One possible factor might be an individual’s tendency to work hard. 
What if workaholics tend to thrive in college classes more than other students? Perhaps 
pulling all-nighters to write term papers allows hard-working students to do well in their 
courses, encouraging them to stay in school. These same tendencies would also allow 
workaholics to earn more money than others—by staying late on the job, for example, 
or working on weekends. Does workaholism cause you to earn more and, incidentally, 
to graduate from college rather than drop out? Or does staying in college cause you to 
earn those higher wages? What is cause, and what is effect? We’ll unravel this knot a bit 
later in this chapter.

Reverse causality is another problem that plagues our efforts to distinguish correla-
tion and causation. Reverse causality occurs when we mix up the direction of cause and 
effect. For example, consider the fact that relatively wealthy people tend to be relatively 
healthy, too. This has led some social scientists to conclude that greater wealth causes bet-
ter health—because, for instance, wealthy people can afford better healthcare. However, 
this could be a case of reverse causality: better health may cause greater wealth. For ex-
ample, healthy people can work harder, can retire later in life, and have fewer healthcare 
expenditures than less healthy people. It turns out that both causal channels seem to exist: 
greater wealth causes better health, and better health causes greater wealth.

In our analysis of the return to education, could it be that reverse causality is at play? 
That is, could higher wages at age 30 cause you to get more education at age 20? We 
can logically rule this out. Assuming that you don’t have a time machine, it is unlikely 
that your wage as a 30-year-old causes you to obtain more education in your 20s. So 
in the return-to-education example, reverse causality is probably not a problem. But in 
many other analyses—for example, the wealth-health relationship—reverse causality is 
a key consideration.

An omitted variable is something 
that has been left out of a study that, 
if included, would explain why two 
variables that are in the study are 
correlated.

Reverse causality occurs when 
we mix up the direction of cause and 
effect.

Exhibit 2.4 An Example of an Omitted Variable

The amount of red content in the store’s ads is posi-
tively correlated with the growth of the store’s revenue. 
In other words, when ads are red themed, the store’s 
month-over-month sales revenue tends to grow the fast-
est. However, the redness does not cause the store’s 
revenue to rise. The Christmas season causes the 
store’s ads to be red, and the Christmas season also 
causes the store’s sales revenue to rise. The Christmas 
season is the omitted variable that explains the positive 
correlation between red ads and month-over-month rev-
enue growth.

Cause: Christmas

E�ect: red ads

E�ect: rising revenue

(Omitted variable)
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Experimental Economics and Natural Experiments
One method of determining cause and effect is to run an experiment—a controlled method 
of investigating causal relationships among variables. Though you may not read much 
about economic experiments in the newspaper, headlines for experiments in medicine are 
common. For example, the Food and Drug Administration requires pharmaceutical com-
panies to run carefully designed experiments to provide evidence that new vaccines work 
before they are approved for use by the general public. As we write this text, dozens of 
vaccines for COVID-19 are going through this rigorous process of testing in the hope that 
at least one will emerge as a success.

To run an experiment, researchers usually take a target population and divide it into a 
treatment (test) group and a control group. The treatment group is exposed to some novel 
 experience—for example, they are given a newly developed vaccine that is being evalu-
ated for its effectiveness and safety. By contrast, the control group doesn’t get any unusual 
treatment—for example, the control group might receive a placebo vaccine—for example, a 
saline injection with no known medical benefit. Participants are assigned randomly to par-
ticipate either as a member of the treatment group or as a member of the control group. 
Randomization is the assignment of subjects by chance, rather than by choice, to the treat-
ment group or to the control group. The treatment group and the control group are treated 
identically, except along a single dimension that is intentionally varied across the two groups. 
Ultimately, the purpose of the experiment is to determine the impact of this variation.

If we want to know whether a promising new vaccine helps patients avoid COVID-19 
infections, we could take 1,000 patients and randomly place 500 of them into a treatment 
group—those who receive the new vaccine. The other 500 patients would be in the control 
group and receive the placebo vaccine (the saline injection). Then we would follow all the 
patients and monitor their rate of infection with COVID-19. This experiment would test the 
causal hypothesis that the real vaccine is better than the saline injection at avoiding infections.

An experiment is a controlled 
method of investigating causal 
relationships among variables.

Randomization is the assignment 
of subjects by chance, rather than 
by choice, to a treatment group or a 
control group.

Spend Now and Pay Later?

Two economists, Andrew Francis-Tan and Hugo Mialon, 
used U.S. survey data to calculate the empirical relation-
ship between wedding spending and rates of divorce.7 They 
found that more spending on a wedding ceremony or the 
engagement ring predicts a higher rate of divorce (hold-
ing other factors constant). For example, in their sample 
of recently married women whose weddings cost more 
than $20,000, the annual likelihood of divorce is 3.5 times 
higher compared to women whose weddings cost between 
$5,000 and $10,000.

That’s an intriguing piece of empirical evidence. Does 
this correlation prove that the key to a long marriage is a 
small wedding or, even better yet, an elopement? Does 
spending more on a wedding actually cause the couple 
to divorce? Or are there omitted variables at work? What 
omitted variables might cause people to have fancy wed-
dings and also cause them to end up divorced? Vanity? 
Pride? Materialism?

Or perhaps expensive weddings create financial strains 
for the newlyweds, and these strains might cause divorce. 
So there might be a causal path from wedding expenses 
to divorce rates.

In fact, the authors of this paper aren’t claiming to prove 
that expensive weddings cause divorce. They understand 

that correlation need not imply causation. With complex 
examples like this in mind, can we ever determine what 
is correlation and what is actually causation? Economists 
have developed a rich set of tools for identifying cause 
and effect. We turn to some of these tools next.

CHOICE
& CONSEQUENCE

Do expensive weddings cause divorce? Or is something 
else going on?
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Now, consider an economics experiment. Suppose that we want to know what differ-
ence a college degree makes. We could take 1,000 high school students who cannot afford 
college but would like to attend college (if it were free) and randomly place 500 of them 
into a treatment group, where they had all their college expenses paid. The other 500 stu-
dents would be placed in the control group. Then we would keep track of all the original 
1,000 students—including the 500 control-group students who weren’t able to go to col-
lege because they couldn’t afford it. We would use periodic surveys during their adult lives 
to see how the wages in the group that got a college education compare with the wages of 
the group that did not attend college. This experiment would test the hypothesis that a col-
lege education causes wages to rise.

Experiments can sometimes be very costly to conduct. For instance, the college- 
attendance experiment that we just described would cost tens of millions of dollars because 
the researchers would need to pay the college fees for 500 students.

Another problem is that experiments do not provide immediate answers to some im-
portant questions. For example, learning how more education affects wages over the entire 
working life would take many decades.

And yet another problem is that experiments are sometimes run poorly. For example, 
if medical researchers do not truly randomize the assignment of patients to medical treat-
ments, then the experiment may not teach us anything at all. For instance, if patients who 
go to cutting-edge research hospitals tend to be the ones who get prescribed the new vac-
cine, then we cannot identify causation; we don’t know whether it was the vaccine or 
something else at the leading medical centers that caused those patients to fare better dur-
ing the pandemic. In a well-designed experiment, randomization alone would determine 
who got the new vaccine and who didn’t.

When research is badly designed, economists are skeptical of its conclusions. We say 
“garbage in, garbage out” to capture the idea that bad research methods invalidate a study’s 
conclusions.

If we don’t have the budget or time to run an experiment or don’t have the ability to 
truly randomize treatment, how else can we identify cause and effect? One approach is to 
study historical data generated by a natural experiment. A natural experiment is an em-
pirical study in which some process—out of the control of the experimenter—has assigned 
subjects to control and treatment groups in a random or nearly random way.

In many situations, natural experiments are literally the only kind of experiment that we 
have from which to draw a conclusion. For instance, generals don’t randomly choose vil-
lages on which to drop bombs—if they did, they would be court-martialed. But sometimes 
random factors cause some villages to be bombed and other villages to be spared. Melissa 
Dell, an economist who just won the highly prestigious Bates Clark Prize, has explored 
such a natural experiment to determine the effect of different bombing policies during the 
Vietnam War.8 Most natural experiments are far less ethically complex. In a moment, we’ll 
discuss a natural experiment—in this case, a change in mandatory education laws—that 
led some kids to get an extra year of education.

Economists have found and exploited natural experiments to answer numerous major 
questions. This methodology can be useful for providing a more definitive answer to our 
question at hand: What are you getting from your education?

A natural experiment is an empirical 
study in which some process—out of 
the control of the experimenter—has 
assigned subjects to control and 
treatment groups in a random or 
nearly random way.

A century ago, compulsory schooling laws were much more permissive, allow-
ing teenagers to drop out well before they graduated from high school. Philip 
Oreopoulos studied a natural experiment that was created by a change in these 

compulsory schooling laws.9 Before 1947, the United Kingdom allowed kids to drop 
out of school once they reached age 14. In 1947, the United Kingdom raised the bar by 
1 year, requiring 14-year-old kids to stay in school until they turned 15. Before 1947, 
most kids in the United Kingdom dropped out at age 14. After 1947, almost nobody did.

Q: What is the return to education?

EVIDENCE-BASED  ECONOMICS
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2.3 Economic Questions and Answers
Economists like to think about our research as a process in which we pose and answer 
questions. We’ve already seen a couple of these questions. For example, in the current 
chapter, we asked, “What is the return to education?” and in Chapter 1, we asked, “Is 
Facebook free?”

Good questions come in many different forms. But the most exciting economic ques-
tions share two properties.

1. Good economic questions address topics that are important to individual economic  
agents and/or to our society. Economists tend to think about economic research 
as something that contributes to society’s welfare. We try to pursue research that 
has general implications for human behavior or economic activity. For example, 
understanding the return to education is extraordinarily important because individ-
uals invest significant resources to obtain an education. The United States spends 
$1.5 trillion per year on education plus the opportunity cost of students’ time. It is 
useful to understand the payoffs from all this investment. If the return to education 

Question Answer Data Caveat

What is the 
return to 

education?

On average, wages rise 
by 10 percent when kids 
are compelled to stay in 

school an extra year.

United Kingdom General 
Household Survey. Compare 
kids in the United Kingdom 

who were allowed to drop out 
of school at age 14 with oth-
ers who were compelled to 
stay in school an extra year 

due to changes in compulsory 
schooling laws.

Factors other than the change 
in the compulsory schooling 

laws might explain why the kids 
who were compelled to stay in 
school eventually earned more 
in the workforce. (This is an ex-
ample of an omitted variable.)

Use the concepts presented in this feature by working through the Evidence-Based Economics Problems at the end of this chapter.

(continued)
EVIDENCE-BASED  ECONOMICS

In this natural experiment, those kids reaching age 14 in 1946 are a “control group” 
for those reaching age 14 in 1948 (who were compelled to stay in school an extra year). 
Oreopoulos compared the lifetime labor market earnings of students who turned 14 in 
1946 to the lifetime earnings of the students who turned 14 in 1948. Using this natural 
experiment, Oreopoulos estimated that the return to schooling is about 10 percent. In 
other words, his analysis implies that the causal effect of staying in school an extra year 
is to earn 10 percent more every year of your working life.

Natural experiments are a useful source of data in empirical economics. In many 
problems, they help us separate correlation from causation. Applied to the return to edu-
cation, they suggest that the correlation between years of education and higher income 
not only is due to some omitted variables but also reflects the causal influence of edu-
cation. The return-to-education model thus obtains strong confirmation from the data. 
Does a 10 percent return to each additional year of education increase your appetite for 
more years of schooling? 
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is very high, society may want to encourage more educational investment. If the 
return to education is low, we should share this important fact with students who 
are deciding whether to stay in school. Knowing the return to education will help 
individuals and governments decide how much of their scarce resources to allocate 
to educational investment.

2. Good economic questions can be answered. In some other disciplines, posing a 
good question is enough. For example, philosophers believe that some of the most 
important questions don’t have answers. In contrast, economists are primarily in-
terested in questions that can be answered with enough hard work, careful reason-
ing, and empirical evidence.

Here are some of the economic questions that we discuss in this book. As you look over 
the set, you will see that the answers to these questions have interesting (and occasionally 
comical) implications for you and for society as a whole. In this book we will explore those 
answers. We believe the journey will be illuminating and exhilarating.

Chapter Questions

 1 Is Facebook free?

 2 How much more does a worker with a 4-year college degree earn 
compared to a worker with a high school degree? What is the return to 
education?

 3 How does location affect the cost of housing?

 4 How much gasoline would you buy if it were almost free?

 5 Would a smoker quit the habit for $100 a month?

 6 How would an ethanol subsidy affect ethanol producers?

 7 Can markets composed of only self-interested people maximize the 
overall well-being of society? Do companies like Uber make use of the 
invisible hand?

 8 Will free trade cause you to lose your job? What can the government do 
to lower the number of earthquakes in Oklahoma?

 9 How can the Queen of England lower her commute time to Wembley 
Stadium?

10 What is the optimal size of government?

11 Is there discrimination in the labor market?

12 Can a monopoly ever be good for society?

13 Is there value in putting yourself into someone else’s shoes?

14 How many firms are necessary to make a market competitive?

15 Do people exhibit a preference for immediate gratification?

16 Why do new cars lose considerable value the minute they are driven off 
the lot? Why is private health insurance so expensive?

17 How should you bid in an eBay auction? Who determines how the 
household spends its money?

18 Do people care about fairness?

19 In the United States, what is the total market value of annual economic 
production?

20 Why is the average American so much richer than the average Indian?

21 Why are you so much more prosperous than your great-great- 
grandparents were?

22 Are tropical and semitropical areas condemned to poverty by their 
geographies?

23 What happens to employment and unemployment if local employers go 
out of business?

24 How often do banks fail?

25 What caused the German hyperinflation of 1922–1923?
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Chapter Questions

26 What caused the recession of 2007–2009?

27 How much does government spending stimulate GDP?

28 Are companies like Nike harming workers in Vietnam?

29 How did George Soros make $1 billion?

Web Chapter 1 Do investors chase historical returns?

Web Chapter 2 What is the value of a human life?

Web Chapter 3 Do governments and politicians follow their citizens’ and constituen-
cies’ wishes?

■■ The scientific method is the name for the ongoing process that economists and 
other scientists use to (1) develop models of the world and (2) evaluate those 
models by testing them with data.

■■ Empirical evidence is facts that are obtained through observation and 
measurement. Empirical evidence is also called data.

■■ Economists try to uncover causal relationships among variables.

■■ An experiment can be designed to measure a causal relationship. Economists now 
actively pursue experiments both in the laboratory and in the field. Economists 
also determine causality by studying historical data that have been generated by a 
natural experiment.

Summary

scientific method p. 55
model p. 56
empirical evidence (data) p. 57
hypotheses p. 57
median p. 60
mean (average) p. 60

causation p. 61
variable p. 61
correlation p. 62
positive correlation p. 62
negative correlation p. 62
zero correlation p. 62

omitted variable p. 63
reverse causality p. 63
experiment p. 64
randomization p. 64
natural experiment p. 65

Key Terms

1. Why do economists use the scientific method? Explain 
your answer by arguing for and against the use of this 
method.

2. Explain how economists study the economic behavior of 
a society empirically. By using hypotheses, confirmed by 
empirical evidence, how do the economists and the em-
pirical evidence contribute to the welfare of the society?

3. Are economic models detailed or simplified versions of 
reality? Could economists build perfect economic mod-
els? Why?

4. How is the mean calculated from a series of observa-
tions? Suppose a supermarket near you sells four types 
of fruit juice (apple, orange, lemon, and grape). The 
price of the apple juice is €3, the price of the orange juice 
is €5, the lemon juice is €6, and the grape juice is €4. 
What is the average price of juice in the supermarket?

5. Why does the size of the sample matter in an empirical 
argument?

6. Explain why correlation does not equal causation. Give 
examples where the cause and effect relationship be-
tween events is not necessarily clear.

7. Consider the following examples and state whether there 
is positive correlation, negative correlation, or zero cor-
relation between the variables.

a. A person’s gender and how well they drive a car.

b. The number of sunglasses sold and the number of 
sunny days.

c. The amount of gas (petrol) sold and its price.

8. What is data? Is it always numerical? How is data used 
in empirical analysis? Give an example.

9. Why is it necessary to conduct experiments before re-
leasing new drugs in a market? Why is randomization 
needed for experiments?

10. Suppose you had to find the effect of smoking on cancer. 
Would you choose to run a randomized experiment or would 
it make sense to use natural experiments here? Explain.

Questions

M02_ACEM1019_03_GE_C02.indd   68 15/07/21   9:37 AM



  Problems 69

Evidence-Based Economics Problems
1. Let’s return to our examination of whether workers with 

4-year college degrees earn more than workers with high 
school degrees. In the first Evidence-Based Economics 
module, we provided data about earnings for U.S. work-
ers. We showed that the median earnings of full-time 
workers with a college degree was 56 percent higher 
than the median earnings of full-time workers with a 
high school degree, holding age fixed. From these data 
alone, can we infer that going to college causes higher 
wages? Choose one of the four answers below.

i. Not necessarily. Higher earnings for college-educated 
workers might be due to preexisting characteristics 
that caused those workers to go to college and also 
cause those workers to earn more. This is called re-
verse causality.

ii. Not necessarily. Higher earnings for college-educated 
workers might be due to preexisting characteristics 
that caused those workers to go to college and also 
cause those workers to earn more. This is called an 
omitted variable problem.

iii. Yes. Being a college graduate is positively correlated 
with earnings.

iv. Yes. Being a college graduate is positively correlated 
with earnings, and this is true even when we compare 
workers of the same age.

2. In the second Evidence-Based Economic module, we dis-
cussed how Philip Oreopoulos used a natural experiment 
involving compulsory schooling laws to infer that the re-
turn to one additional year of schooling is a 10 percent 
increase in earnings. For this question, let’s assume that 
Oreopoulos’s 10 percent finding is correct and applies 
to all people in all circumstances. (These are strong as-
sumptions that are made for illustrative purposes.)

a. Compare two workers, one of whom has 12 years of 
schooling and one of whom has 18 years of school-
ing. Assume these workers are otherwise identical. In 
percentage terms, how much higher will the earnings 
of the second worker be?

b. Suppose the first worker earns $50,000 per year. How 
much would the second worker earn in a year?

1. Some studies have found that people who owned guns 
were more likely to be killed with a gun. Do you think 
this study is strong evidence in favor of stricter gun con-
trol laws? Explain.

2. The average score for a class of 30 students is 70. The 
score for the top 20 students in the class averaged at 75. 
What is the average score of the remaining 10 students 
in the class?

3. This chapter stressed the importance of using appropri-
ate samples for empirical studies. Consider the following 
two problems in that light.

a. Imagine you are a sociologist and your task is to find 
out the average wage in a small town in rural Europe. 
Since you are short on time you travel to the city and 
ask 10 random people waiting at the train station 
about their wages, then travel back and report on the 
data. Are you going to get an accurate number?

b. Your friend was visiting a European capital city for 
two days and comes home saying that this city has 

Problems
the best restaurants in the world. Do you think his/her 
conclusion is justified?

4. A study in 1991 have found that hormone replacement 
therapy (HRT), used to treat symptoms of menopause, 
reduces coronary heart disease risk. Do you think this 
study is strong evidence in favor of HRT? Explain.

5. As the text explains, it can sometimes be very difficult to 
sort out the direction of causality.

a. As opposed to the United States, which has serious 
speed limits, in Germany, many places have no speed 
limits on the motorway. This means that you can easily 
travel at 200 kilometers per hour. Does the lack of a 
speed limit on the motorway mean that there are likely 
to be more fatalities due to car accidents in Germany?

b. In 2017, Europe experienced the hottest summer 
since 2003. The heatwave was aptly named Lucifer. 
Temperatures crossed 40°C. Do you think it is 
likely that more people would have bought an air- 
conditioning device for their home?
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6. During the summer of 2015, the European Union (EU) 
experienced a record number of applications from asylum 
seekers. Some said they are economic migrants who just 
want to take advantage of the relatively good social pro-
tection system of the EU, whereas others pointed out that 
most asylum applications come from countries experienc-
ing civil war. Why do you think asylum seekers were trying 
to get into the EU? List at least five possible explanations.

7. An independent variable is a variable whose value does 
not depend on another variable, whereas a dependent 
variable is a variable whose value depends on another 
variable. Assume that ACT scores obtained by the stu-
dents is the dependent variable.

a. What kind of independent variables might we use in 
order to predict how a student might perform in sec-
ondary school?

b. Assuming that in order to pass their calculus module 
students on average have to spend 100 hours studying.  

If they study more, they will of course improve on 
their ACT score. If someone i) has a higher IQ ii) has 
better teachers iii) has more committed classmates 
iv) has to work part time, will they have to spend 
more or less hours on average to pass calculus?

8. In 2016, most British voters decided that the United 
Kingdom should exit the European Union (EU). This 
withdrawal is popularly known as Brexit. How can we 
use this to demonstrate the effects of EU membership? 
Is this a natural experiment? What economic impact will 
this have on the United Kingdom?

9. An economist believes that the consumption patterns of 
a household can be determined by using the equation  
C = a + bI, where I is the income, a denotes a positive 
number, and b a percentage.

a. Is the economist using a model?

b. How would you test this?
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Appendix

Constructing and Interpreting 
Charts and Graphs

As you start to learn economics, it’s important that you have a good grasp of how to make 
sense of data and how to present data clearly in visible form. Graphs are everywhere—on 
TV, on the Web, in newspapers and magazines, in economics textbooks. Why are graphs 
so popular?

A well-designed graph summarizes a large amount of information—
as the saying goes, “a picture is worth a thousand words.” In this book, 
you will find many graphs, and you will see that they provide a way to 
supplement the verbal description of economic concepts.

Indeed, visualization can be extremely useful at every stage of eco-
nomic analysis. As you’ll see throughout this book, simple charts and 
graphs reveal the relationships between variables in a model. Charts and 

graphs make complicated databases more intuitive by giving the researchers a sense of 
important underlying properties in the data, like time trends. To demonstrate how data vi-
sualizations enhance economic analysis, we will walk you through a recent study that one 
of us—John List—co-authored, presenting data visualizations along the way.

A Study about Incentives
Would you study harder for this economics class if we paid you $50 for earning an A? 
What if we raised the stakes to $500? Your first impulse might be to think “Well, sure . . . 
why not? That money could buy a new iPhone or maybe a ticket to a Nicki Minaj concert.”

As we learned in Chapter 1, though, there are opportunity costs of studying more, such 
as attending fewer music concerts or spending less time at your favorite coffee house talk-
ing with friends. Such opportunity costs must be weighed against the benefits of earning 
an A in this course. You might conclude that because this question is hypothetical anyway, 
there’s no need to think harder about how you would behave.

But what if the question weren’t imaginary?
Over the past few years, thousands of students have actually been confronted with such 

a financial offer. Sally Sadoff, Steven Levitt, and John List carried out an experiment at 
two high schools in the suburbs of Chicago over several years in which they used in-
centives to change students’ behavior. Such an experiment allows us to think about the 
relationship between two variables—in this case, how an increase in a financial reward 
affects student test scores. And it naturally leads to a discussion of cause and effect, which 
we have just studied in this chapter: we’ll examine simple correlations between variables 
and identify a causal relationship. Both correlation and causation are powerful concepts in 
gaining an understanding of the world around us—and, as we’ll see, data visualizations are 
crucial tools for this analysis.

Experimental Design
There are two high schools in Chicago Heights, and both have a problem with student 
dropout rates. It is not uncommon for more than 50 percent of incoming ninth-graders 
to drop out before receiving a high school diploma. These problems are not unique to 
Chicago Heights; many urban school districts face a similar problem.

How can economists help? Some economists have devised incentive schemes to lower 
the dropout rates and increase academic achievement in schools. In this instance, students 
were paid for improved academic performance.10

A well-designed graph summarizes 
a large amount of information—as 
the saying goes, “a picture is worth 
a thousand words.”
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Let’s first consider the experiment to lower the dropout rate. Each student was ran-
domly placed into one of the following three groups:

Treatment Group with Student Incentives: Students would receive $50 for each 
month they met special academic standards (explained below) established by the 
experimenters.

Treatment Group with Parent Incentives: Students’ parents would receive $50 for 
each month the special academic standards were met by their child.

Control Group: Neither students nor parents received financial compensation linked 
to academic performance.

A student was deemed to have met the monthly standards if he or she:

1. did not have a D or an F in any classes during that month,
2. had no more than one unexcused absence during that month, and
3. had no suspensions during that month.

Describing Variables
Before we discover how much money these students actually made, let’s consider more 
carefully the variables that we might be interested in analyzing. As its name suggests, a 
variable is a factor that is likely to vary or change; that is, it can take different values in dif-
ferent situations. In this section, we show you how to use three different techniques to help 
graphically describe variables:

1. Pie charts
2. Bar charts
3. Time series graphs

Pie Charts
Understanding pie charts is a piece of cake. A pie chart is a circle split into slices of differ-
ent sizes. The area of each slice represents the relative importance of non-overlapping parts 
that add up to the whole. Pie charts show how some economic variable can be divided into 
components that each represent a fraction of the total and that jointly add up to 100 percent.

For example, the students in our experiment were asked to choose one (and only one) 
category from this list: Black or African American, Non-Hispanic white, Hispanic, or 
other. In Exhibit 2A.1, we learn that 59 percent of ninth-graders in the study identify as 
Black or African American. We therefore differentiate 59 percent of our pie chart with the 
color blue to represent the proportion of Black or African-American participants in the 
study. We see that 15 percent of the students identify as non-Hispanic whites, represented 
by the red piece of the pie. We continue breaking down participation until we have filled 
in 100 percent of the circle. The circle then describes the self-identified racial and ethnic 
identities of the participants in the study.

A pie chart is a circle split into slices 
of different sizes. The area of each 
slice represents the relative impor-
tance of non-overlapping parts that 
add up to the whole.

Black or
African-American

59%Non-Hispanic
white
15%

Hispanic
19%

Other
7%

Exhibit 2A.1 Chicago Heights Study 
Participants by Race and Ethnicity

The pie segments are a visual way to 
represent the fractions of all Chicago 
Heights high school students in the 
experiment that make up the four 
different categories. Just as the 
numbers add up to 100 percent, so 
do all of the segments add up to the 
complete “pie.”
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Bar Charts
Another type of graph that can be used to summarize and display a variable is a bar chart. 
A bar chart uses bars (no surprise there) of different heights or lengths to indicate the 
properties of different groups. Bar charts make it easy to compare a single variable across 
many groups. To make a bar chart, simply draw rectangles side by side, making each rect-
angle as high (or as long, in the case of horizontal bars) as the value of the variable it is 
describing.

For example, Exhibit 2A.2 captures the overall success rates of students in the various 
experimental groups. In the exhibit we have the independent variable—the variable that the 
experimenter is choosing (the treatment group or control group in the study to which each 
student is randomly assigned)—on the horizontal or x-axis. On the vertical or y-axis is the 
dependent variable—the variable that is potentially affected by the experimental treatment. 
In the exhibit, the dependent variable is the proportion of students meeting the academic 
standards. Note that 100 percent is a proportion of 1, and 30 percent is a proportion of 0.30.

We find some interesting experimental results in Exhibit 2A.2. For instance, we can 
see from the bar chart that 25.1 percent of students in the Control group (students who re-
ceived no incentives) met the academic standards. In comparison, 32.5 percent of students 
in the Parent Incentive group met the standards. This is a meaningful increase in the num-
ber of students meeting the standards—evidence that incentives can work.

Time Series Graphs
With pie charts and bar charts, we can summarize how a variable is broken up into dif-
ferent groups, but what if we want to understand how a variable changes over time? For 
instance, how did the proportion of students meeting the standards change over the school 
year? A time series graph can do the trick. A time series graph displays data at different 
points in time.

As an example, consider Exhibit 2A.3, which displays the proportion of students meet-
ing the standards in each month in the Control and Parent Incentive groups. Keep in mind 
that although there are multiple months and groups, we are still measuring only a single 
variable—in this case, the proportion meeting the standard. As Exhibit 2A.3 makes clear, 
the number of students meeting the standard is higher in the Parent Incentive treatment 
group than in the Control group. But notice that the difference within the Parent Incentive 
and Control groups changes from month to month. Without a time series, we would not 
be able to appreciate these month-to-month differences and would not be able to get a 
sense for how the effectiveness of the incentive varies over the school year. As you read 
this book, keep in mind that the variables we discuss can change over time—and that time 
series graphs are invaluable in tracking these changes.

A bar chart uses bars of different 
heights or lengths to indicate the 
properties of different groups.

An independent variable is a vari-
able whose value does not depend on 
another variable; in an experiment it is 
manipulated by the experimenter.

A dependent variable is a variable 
whose value depends on another 
variable.

A time series graph displays data 
at different points in time.

Exhibit 2A.2 Proportion of 
Students Meeting Academic 
Standards by Experimental 
Group

The bar chart facilitates compar-
ing numbers across groups in the 
experiment. In this case, we can 
compare how different groups 
perform in terms of meeting aca-
demic standards by comparing the 
height of each bar. For example, 
the Parent Incentive group’s bar 
is higher than the Control group’s 
bar, meaning that a higher pro-
portion of students in the Parent 
Incentives group met the stan-
dards than in the Control group.

0.40

0.30

0.20

0.10

0
Control Treatment Group

with Student Incentives
Treatment Group

with Parent Incentives

Proportion
of students

meeting
standards
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Cause and Effect
We’ve written about both causation and correlation in this chapter. Economists are much 
more interested in the former. Causation relates two variables in an active way—a causes 
b if, because of a, b has occurred.

For example, we can conclude in our experimental study that paying money for the stu-
dents’ performance causes them to improve their academic performance. This would not 
necessarily be the case if the experiment were not properly implemented—for example, if 
students were not randomly placed into control and treatment groups. For instance, imag-
ine that the experimenters had placed all of the students who had achieved poorly in the 
past in the control group. Then the relatively poor performance of the control group might 
be due to the composition of students who were assigned to the control group, and not to 
the lack of financial incentives. Any relationship between academic achievement and pay-
ment stemming from such an experiment could be interpreted as a correlation because all 
other things were not equal at the start of the experiment—the control group would have a 
higher proportion of low achievers than the other groups.

Fortunately, the Chicago Heights experiment was implemented using the principle 
of randomization discussed earlier in this chapter. The experimenters split students into 
groups randomly, so each experimental group had an equal representation of students—
that is, attributes like average student intelligence were similar across groups. Accordingly, 
any difference between the groups’ academic performance during the experiment was due 
to the different experimental conditions, such as differences in financial incentives.

This means that we can claim that the cause of the difference between the performance 
of the Student Incentive group and that of the Control group is that students in the Student 
Incentive group were given an incentive of $50, whereas students in the Control group 
received no incentive for improvement.

Correlation Does Not Necessarily Imply Causality
Often, correlation is misinterpreted as causation. While correlation can certainly indicate 
potential causation—a reason to look more closely—it’s only a first step. As an example, 
not long ago, a high-ranking marketing executive showed us Exhibit 2A.4 (the numbers 
are changed for confidentiality reasons). He was trying to demonstrate that his company’s 
retail advertisements were effective in increasing sales: “It shows a clear positive relation-
ship between ads and sales. When we placed 1,000 ads, sales were roughly $35 million. 
But see how sales dipped to roughly $20 million when we placed only 100 ads? This 
proves that more advertisements lead to more sales.”

0.6

0.5

0.4

0.2

0.3

0.1

0

Month

Proportion
of students

meeting
standards

Aug
(Base)

Sep

Control

Parent Incentives

Oct Nov Dec Jan Feb Mar Apr May

Exhibit 2A.3 Participants 
Meeting All Standards by Month

The time series graph takes some 
of the information that was in 
the bar chart and shows how it 
changes depending on the month 
of the school year during which 
the experiment was conducted. 
The points are connected to more 
clearly illustrate the month-to-
month trend. In addition, by using 
a different color or line pattern, 
we can represent two groups 
(Control and Parent Incentives) on 
the same graph, giving the oppor-
tunity to compare the two groups, 
just as with the bar chart in the 
previous exhibit.
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Before discussing whether this exhibit proves causality, let’s step back and think about 
the basic characteristics of Exhibit 2A.4. In such an exhibit we have:

1. The x-variable plotted on the horizontal axis, or x-axis; in our figure the x-variable 
is the number of advertisements.

2. The y-variable plotted on the vertical axis, or y-axis; in our figure the y-variable is 
the sales in millions of dollars.

3. The origin, which is the point where the x-axis intersects the y-axis; both sales and 
the number of advertisements are equal to zero at the origin.

In the exhibit, the number of advertisements is the independent variable, and the amount 
of sales is the dependent variable. When the values of both variables increase together in 
the same direction, they have a positive relationship; when one increases and the other de-
creases, and they move in opposite directions, they have a negative relationship.

So in Exhibit 2A.4, we find a positive relationship between the two variables. What is 
the strength of that positive relationship? This is called the slope. The slope is the change 
in the value of the variable plotted on the y-axis divided by the change in the value of the 
variable plotted on the x-axis:

Slope =
Change in y

Change in x
=

Rise
Run

.

In this example, the increase in the number of advertisements from 100 to 1,000 was as-
sociated with an increase in sales from $20 million to $35 million. Thus, the rise, or the 
change in sales (y), is $15 million and the run, or change in x, is 900 ads. Because both are 
rising (moving in the same direction), the slope is positive:

Slope =
$35,000,000 - $20,000,000

1000 ads - 100 ads
=

$15,000,000
900 ads

= $16,667 per ad.

Thus, our exhibit implies that one more advertisement is associated with $16,667 more in 
sales. But, does this necessarily mean that if the retailer increases the number of advertise-
ments by one, this will cause sales to increase by $16,667?

Unfortunately, no. While it is tempting to interpret the sales increasing with ads as a 
causal relationship between the two variables, we cannot be sure that this relationship is 
causal. In this case, the marketing executive forgot to think about why his company so 
drastically increased its advertisement volume to begin with—after all, the amount of 
advertising was not determined randomly in an experiment. As it turns out, the company 
did so because of the holiday season, a time when sales would presumably have been 
high anyway.

The slope is the change in the value 
of the variable plotted on the y-axis 
divided by the change in the value of 
the variable plotted on the x-axis.

Exhibit 2A.4 Advertise-
ments and Sales

Just looking at the line 
chart of sales versus num-
ber of advertisements, we 
would be tempted to say 
that more ads cause more 
sales. However, without 
randomization, we risk 
overlooking the role of a 
third variable that is omit-
ted from the chart, which 
increases sales and is as-
sociated with advertising. 
Is such an omitted vari-
able lurking here?
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So, after some further digging (we’ll spare you the details), what the data actually say 
is that the retailer placed more ads during times of busy shopping (around Thanksgiving 
and in December), but that is exactly when sales would normally be high—because of the 
holiday shopping season. Similar to what happened in the department store red/blue ad 
example in this chapter, taking into account seasonal variation in sales fully explains the 
correlation between ads and sales, eliminating the causal explanation.

This example shows that you should be careful when you connect a few points in a 
graph. Just because two variables move together (a correlation), they are not necessarily 
related in a causal way. They could merely be linked by another variable that is causing 
them both to increase—in this case, the shopping season.

To see the general idea of what is happening more clearly, let’s instead graph the quan-
tity of ice cream produced against the number of monthly drownings in the United States. 
Using data across months in a single year, we constructed Exhibit 2A.5. In Exhibit 2A.5, 
we see that in months when ice cream production is relatively high, there are a lot of 
drownings. Likewise, in months when there is relatively little ice cream production, there 
are far fewer drownings. Does this mean that you should not swim after you eat ice cream?

Indeed, parents persuaded by such a chart might believe that it’s causal, and never let their 
kids eat ice cream near swimming pools or lakes! But luckily for us ice cream lovers, there is 
an omitted variable lurking in the background. In the summertime, when it is hot, people eat 
more ice cream and swim more. More swimming leads to more drowning. Even though peo-
ple eat more ice cream cones in the summer, eating ice cream doesn’t cause people to drown.

Just as a heightened shopping season was the omitted variable in the retailer advertise-
ment example, here the omitted variable is heat—it causes us to swim more and to eat 
more ice cream cones. While the former causes more drownings (as we would all expect), 
the latter has nothing to do with drowning, even though there is a positive correlation be-
tween the two, as shown in Exhibit 2A.5.

Beyond an understanding of how to construct data figures, we hope that this appendix 
gave you an appreciation for how to interpret visual displays of data. An important lesson 
is that just because two variables are correlated—and move together in a figure—does not 
mean that they are causally related. Causality is the gold standard in the social sciences. 
Without understanding the causal relationship between two variables, we cannot reliably 
predict how the world will change when the government intervenes to change one of the 
variables. Experiments help reveal causal relationships; for example, we learned from the 
Chicago Heights experiment that incentives can affect student performance.

Exhibit 2A.5 Ice 
Cream Production and 
Drownings in the United 
States

We depict the relationship 
between monthly ice cream 
production and monthly 
drownings. Each of the 12 
points represents a single 
month in 2011. Is this rela-
tionship causal or is there 
an omitted variable that is 
causing these two variables 
to move together? Hint: 
The point in the upper right 
corner of the exhibit is July 
and the point in the lower 
left corner of the exhibit is 
December!

Sources: Based on Centers for 
Disease Control and Prevention, 
and Brian W. Gould, University of 
Wisconsin Dairy Marketing and Risk 
Management Program (2011).
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Appendix Key Terms
pie chart p. 72
bar chart p. 73

independent variable p. 73
dependent variable p. 73

time series graph p. 73
slope p. 75

Appendix Problems
A1. How would you represent the following graphically?

a. Income inequality in the United States has increased 
over the past 10 years.

b. All the workers in the manufacturing sector in a par-
ticular country fit into one (and only one) of the fol-
lowing three categories: 31.5 percent are high school 
dropouts, 63.5 percent have a regular high school 
diploma, and the rest have a vocational training 
certificate.

c. The median income of a household in Alabama was 
$43,464 in 2012, and the median income of a house-
hold in Connecticut was $64,247 in 2012.

A2.  Consider the following data that show the quantity of 
coffee produced in Brazil from 2004 to 2012.

Year Production (in tons)

2004 2,465,710

2005 2,140,169

2006 2,573,368

2007 2,249,011

2008 2,796,927

2009 2,440,056

2010 2,907,265

2011 2,700,440

2012 3,037,534

a. Plot the data in a time series graph.

b. What is the mean quantity of coffee that Brazil pro-
duced from 2009 to 2011?

c. In percentage terms, how much has the 2012 crop in-
creased over the 2009–2011 mean?

A3.  Suppose the following table shows the relationship be-
tween revenue that the Girl Scouts generate and the num-
ber of cookie boxes that they sell.

Number of Cookie Boxes Revenue

 50 $200

150 $600

250 $1,000

350 $1,400

450 $1,800

550 $2,200

a. Present the data in a scatter plot.

b. Do the two variables have a positive relationship or 
do they have a negative relationship? Explain.

c. What is the slope of the line that you get in the scatter 
plot? What does the slope imply about the price of a 
box of Girl Scout cookies?
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Optimization: 
Trying to Do the 
Best You Can3

How does location  
affect the rental  

cost of housing?

Suppose you just landed a job near the center 
of a city and you now need to decide where 
to live. If you live close to the city center, your 
round-trip commute will be 15 minutes. If you 
live in the suburbs, your round-trip commute 
will be 60 minutes. Holding square footage 

fixed, where will apartments be relatively  
less expensive? How will you choose where to 

live? How should you make the best decision 
given the trade-offs you face?

In this chapter, we’ll dig into the concept of 
optimization—trying to choose the best feasible 

option. You will learn how to optimize by using cost-
benefit analysis. And we will apply this knowledge to an 

example that we revisit throughout the chapter and exam-
ine empirically in the Evidence-Based Economics feature—

choosing an apartment.

CHAPTER OUTLINE

Optimization: 
Trying to Choose 
the Best Feasible 
Option

3.1

Optimization 
Application: 
Renting the  
Optimal  
Apartment

3.2

How does 
location affect 
the rental cost 
of housing?

EBE3.3

Optimization 
Using Marginal 
Analysis
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 ■ When an economic agent tries to choose the best feasible option, they are 
optimizing.

 ■ Optimization using total value calculates the total value of each feasible option 
and then picks the option with the highest total value.

 ■ Optimization using marginal analysis calculates the change in total value when 
a person switches from one feasible option to another and then uses these 
marginal comparisons to choose the option with the highest total value.

 ■ Optimization using total value and optimization using marginal analysis give 
identical answers.

KEY IDEAS

Optimization: Trying to Choose 
the Best Feasible Option
In Chapter 1, we described economics as the study of choice. Economists usually assume 
that people make choices by trying to select the best feasible option, given the available 
information. In other words, people optimize. Recall that optimization is the first principle 
of economics.

Economists use optimization to predict most of the choices that people, 
households, businesses, and governments make. To an economist, seem-
ingly unrelated decisions—for example, where a college student will travel 
on spring break, which apartment a worker will rent, or what price Apple 
charges for an iPhone—are all connected by the unifying principle of opti-
mization. Whatever choices people face, economists believe that they will 
try to choose the best option. However, economists don’t assume that people 
always succeed—an issue we will return to below.

Of course, optimization need not be easy, and optimization is often quite complex. To 
illustrate the complexity, consider the choice of an apartment. In a large city there could 
be millions of rental apartments, each with different characteristics to consider, such as the 
number of bedrooms, location, views, and neighborhood amenities.

Making an optimal decision, then, involves juggling multiple trade-offs. For example, how 
do you compare two apartments, one of which has the benefit of lower rent and one of which 
has the benefit of a shorter commute? How would you determine which apartment is a better 
choice for you? In this chapter, we are going to see how to optimally evaluate such trade-offs. 
We will introduce you to the most important optimization tools that economists use.

We have a lot to say about choosing a rental apartment, but remember that the choice of 
an apartment is just one illustration of the general concept of optimization. We can use the 
principal of optimization to analyze any decision that an economic agent faces, from the 
trivial—how many miles will you jog in a workout?—to the profound—how many years 
of education will you obtain?

Optimization can be implemented using many different techniques. In this chapter, we 
show you how to optimize using two different techniques, which yield identical answers. 
The first technique simply calculates the total value of each feasible option and then picks 
the option with the greatest total value. The second technique—marginal analysis, which 
we explain later in the chapter—focuses on differences among the feasible options and 
finds the best option by analyzing these differences. Because the two optimization tech-
niques yield identical answers, you can decide to use whichever technique you find easier 
for each particular problem.

3.1

Economists use optimization to 
predict most of the choices that 
people, households, businesses, 
and governments make.
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3.2

3.1

Optimization Application: 
Renting the Optimal Apartment
Let’s explore the theory of optimization in more depth. To illustrate these ideas, we return 
to our opening example in which you are an apartment hunter.

Imagine that you have narrowed your rental choice to four possible apartments—
your “short list.” Exhibit 3.1 summarizes this short list, including two key pieces of 
information for each apartment—the monthly rent and the amount of commuting time 
per month. Exhibit 3.1 assumes that rent decreases the farther you are from work; 
as rent falls, commuting time increases, generating a trade-off. Later in this chap-
ter, we explain why economic forces predict this inverse relationship between rent 
and distance from work. We’ll also show you empirical evidence that confirms this 
prediction.

You might wonder about everything that was left out of the summary of information in 
Exhibit 3.1. What about other differences among these apartments, like how long it takes to 
walk to the neighborhood laundromat or whether there is a park nearby? We also omitted 
commuting costs other than time, like the direct dollar cost of public transportation or, if you 
drive yourself, gasoline and tolls. Shouldn’t all these considerations be part of the comparison?

3.2

Do People Actually Choose the Best Feasible Option?

We have emphasized that people try to choose the best fea-
sible option and have been noncommittal about how often 
and how well they succeed in those efforts. Do economic 
agents always succeed in picking the best feasible option? 
Of course not! So why do economists focus so much on 
the best feasible option, which economists refer to as the 
optimal choice or as the optimum?

Economists believe that optimal choice is a useful ap-
proximation of most economic behavior, even if real 
people don’t always hit the bull’s-eye. Economists are in-
terested in identifying situations in which optimal choice 
is a good approximation of people’s behavior. Likewise, 
economists are interested in identifying situations in which 
people systematically get things wrong.

There is even a branch of economics that specializes 
in studying how well people do in different situations. 
Behavioral economics explains why people pick (or 
nearly pick) the optimum in some situations and don’t 
come close in others (even in situations where they are 
trying to choose well). Behavioral economists model this 
range of behavior by combining economic and psycho-
logical theories of human decision making.

Several special situations are associated with behav-
ior that is not optimal. For example, when people have 
self-control problems—like procrastination or, far worse, 
 addiction—optimal choice is not a good description of be-
havior. (We discuss self-control problems in Chapter 15.)

People also tend to fail to pick the optimum when they 
are new to a task. For instance, the first time individuals 

play poker, they tend to play poorly—they make rookie 
mistakes—even though they are trying to play well. We have 
never met someone who intentionally tried to lose money at 
the card table, but we have spent time with people who 
lost money because they weren’t good at playing cards 
(or had too much to drink). Because inexperienced agents 
tend to make mistakes, the optimum is a much better de-
scription of behavior when people have lots of experience.

For example, as investors gain more years of experi-
ence, they tend to make fewer mistakes. John Campbell, 
Tarun Ramadorai, and Benjamin Ranish documented this 
pattern of improving performance in a 2014 research 
paper. They obtained anonymized data that summarized 
the activity of 11.6 million investors in India. The research-
ers found that experienced investors (those with broker-
age accounts that have been open a relatively long time) 
have annual returns that are substantially higher than 
those of their inexperienced peers.1 The authors named 
their paper after the Beatles song “Getting Better.”

Because people aren’t born knowing how to make the 
optimal choice in every situation, it is useful for all of us 
to learn how to make better choices. Economists show 
people how to choose optimally—such advice amounts to 
prescriptive economic analysis.

We hope that you use the concept of optimal choice in 
two ways: first, to describe the behavior of decision mak-
ers who are knowledgeable, experienced, and sober; and, 
second, to identify and improve suboptimal choices—
especially your own!

CHOICE
& CONSEQUENCE

Behavioral economics jointly ana-
lyzes the economic and psychological 
factors that explain human behavior, 
helping to identify situations in which 
agents choose optimally (or nearly 
optimally) and situations in which 
people don’t come close to choosing 
optimally.

Economists refer to the best feasible 
option as the optimal choice or as 
the optimum.
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Your work:
city center

Very Close

N

Close

0 5 10 miles

Far

Very Far

To keep things simple, we will omit these other factors for now, 
even though they are important in practice. We omit them to keep 
the calculations simple and so that the basic economic concepts are 
easier to understand. As you’ll discover in the problems at the end 
of the chapter, once you understand the basic ideas, it is easy to add 
more details. For now, we will assume that the four apartments—Very 
Close, Close, Far, and Very Far—are identical except for the differ-
ences listed in Exhibit 3.1.

Note, too, that we are focusing only on costs in this example—the 
cost of commuting time and the cost of rent. We are assuming that the 
benefits of these apartments are the same—for instance, size or views. 
If the benefits are the same, then cost-benefit analysis becomes sim-
pler. In normal cost-benefit analysis, the decision maker finds the al-
ternative with the highest value of net benefit, which is benefit minus 

cost. When the benefits are the same across all the alternatives, cost-benefit analysis sim-
plifies to finding the alternative with the lowest cost. That’s what we are going to do next.

Exhibit 3.1 contains the information that we need, but on its own, it does not enable us 
to choose the best apartment. First, we need to sum the cost of rent and the cost of commut-
ing time to calculate the total cost of each apartment. The total cost includes the direct cost 
of rent and the indirect cost of commute time.

To sum these two costs, we first need to decide on a common unit of account. Let’s pick 
dollars per month for now. Because rent is already expressed in dollars per month, half of 
our work has been done for us. All that remains is to translate the indirect cost—commuting 
time—into the same unit of measurement.

The proximity of local ameni-
ties such as schools or parks 
should also go into a complete 
optimization analysis because 
these amenities change the net 
benefits of an apartment.

Exhibit 3.1 Apartments on Your 
Short List, Which Differ with Regard 
to Commuting Time and Rent and 
Are Otherwise Identical

Many cities have a single central busi-
ness district—which is often referred 
to as the city center—where lots of 
employers are concentrated. In most 
cities, apartments near the city center 
cost more to rent than otherwise iden-
tical apartments that are far away. Why 
is this so?

Apartment
Commuting Time 

(hours/month)
Rent 

($/month)

Very Close  5 hours $1,180

Close 10 hours $1,090

Far 15 hours $1,030

Very Far 20 hours $1,000
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To do this, we use the concept of opportunity cost, which we introduced in Chapter 1.  
Let’s begin by considering somebody with an opportunity cost of commuting time of  
$10/hour. This is the hourly value of the alternative activity that is crowded out when you 
spend more time commuting. The fact that it is a dollar value doesn’t imply that this time 
would have been spent at work if it weren’t spent commuting. An extra hour of time has 
value to you regardless of what you might choose to do with that time, including napping, 
socializing, watching videos, taking longer showers, or working.

If the round-trip commute takes 20 hours/month and the opportunity cost of time is  
$10/hour, then the dollar cost of that commute is

a20 hours
month

ba +10
hour

b = a +200
month

b .

The first term on the left is commute time per month, which is expressed in hours per 
month, just as it is in Exhibit 3.1. The term just before the equal sign is the opportunity cost 
of time, which is expressed as dollars per hour. The “hours” units cancel, leaving a final 
cost expressed as dollars per month.

Now we are ready to rewrite Exhibit 3.1. Using the calculations that we just illustrated 
for 20 hours of monthly commuting time, we can calculate costs for a commute of any du-
ration. Exhibit 3.2 reports this commuting cost in dollars per month for all four apartments.

Exhibit 3.2 gives us the answer to our optimization problem. “Far” is the best apartment 
for a consumer with an opportunity cost of time of $10/hour. This apartment has the lowest 
total cost—$1,180—taking into account both direct rental costs and indirect time costs of 
commuting.

Exhibit 3.2 Commuting Cost and Rental Cost Expressed in Common Units, 
Assuming an Opportunity Cost of Time of $10/Hour

To optimize, it is necessary to convert all of the costs and benefits into common units. In 
this example, the common unit is dollars per month. The optimum—in bold—is Far, which 
has the lowest total cost.

Apartment
Commuting Time 

(hours/month)
Commuting Cost 

($/month)
Rent 

($/month)
Total Cost: Rent + Commuting 

($/month)

Very Close  5 hours  $50 $1,180 $1,230

Close 10 hours $100 $1,090 $1,190

Far 15 hours $150 $1,030 $1,180

Very Far 20 hours $200 $1,000 $1,200

$1,240

1,230

1,220

1,200

1,210

1,190

1,180

1,170

Apartments on the short list

Total cost
($/month)

Very Close Close Far Very Far

Optimum

Exhibit 3.3 Total Cost Including 
Both Rent and Commuting 
Cost, Assuming an Opportunity 
Cost of Time of $10/Hour

If the consumer chooses optimally, 
they will select Far. This apartment 
has the lowest total cost, which is 
the sum of the direct rental cost 
and the indirect commuting cost 
(see breakdown in Exhibit 3.2). The 
commuting cost is calculated by 
using the consumer’s opportunity 
cost of time, which is $10/hour in 
this example.
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We also easily see this result by plotting the total costs. Exhibit 3.3 plots the total cost 
of each of the four apartments—and, as the dip in the curve clearly shows, Far is the best 
choice. Economists call the best feasible choice the optimum, which you can see labeled 
on the total cost curve.

To sum up our discussion so far, optimization using total value has three steps:

1. Translate all costs and benefits into common units, like dollars per month.
2. Calculate the total net benefit of each alternative.
3. Pick the alternative with the highest net benefit.

Before and After Comparisons
If apartment hunters make optimal choices, then the choice of an apartment will be af-
fected by a change in the opportunity cost of time. Until now we have assumed that the op-
portunity cost of time is $10/hour. Let’s instead assume that the opportunity cost of time is 
$15/hour. Why might opportunity cost rise? For example, an hourly worker’s opportunity 
cost of time would rise if their hourly wage rose.

How does this increase in the opportunity cost of time change the predicted behavior? 
Before we take you through it step by step, try to use your intuition. How would a change 
in the value of time affect the optimal decision of where to live? Should commuters with a 
higher value of time move closer to where they work or farther away?

To answer this question, we again need to translate the indirect cost—commuting time—
into the same units as the direct cost of rent, which are dollars per month. Accordingly, we 
rewrite Exhibit 3.2, assuming instead a $15/hour opportunity cost of time. Exhibit 3.4 
reports this commuting cost in dollars per month for all four apartments.

Exhibit 3.4 provides the answer to our new optimization problem. The best apartment 
for a consumer with an opportunity cost of time of $15/hour now shifts from Far to Close. 
Close has the lowest total cost—$1,240—taking into account both direct rental costs and 
indirect time costs of commuting.

Exhibit 3.5 plots the total cost of each of the four apartments assuming a $15/hour op-
portunity cost of time. Close is the best choice—the optimum.

When the opportunity cost of time increases from $10/hour to $15/hour, it becomes more 
valuable for the commuter to choose an apartment that reduces the amount of time spent 
commuting. So the optimal choice switches from a relatively inexpensive apartment with a 
longer commute—Far—to a relatively expensive apartment with a shorter commute—Close.

Exhibit 3.6 takes the two different cost curves from Exhibits 3.3 and 3.5 and plots them 
in a single figure. The purple line represents the total cost curve for the commuter with an 
opportunity cost of $10/hour. The orange line represents the total cost curve for the com-
muter with an opportunity cost of $15/hour. Two key properties are visible in Exhibit 3.6:

1. The $10/hour cost curve lies below the $15/hour cost curve. The $10/hour curve has 
lower commuting costs for each apartment, so the total cost, which takes into account 
both the direct cost of rent and the indirect cost of commuting, is lower for all apartments.

Exhibit 3.4 Commuting Cost and Rental Cost Expressed in Common Units, 
Assuming an Opportunity Cost of Time of $15/Hour

To optimize, it is necessary to convert all costs and benefits into common units. In this 
example, the common unit is dollars per month. The optimum—in bold—is Close, which 
has the lowest total cost.

Apartment
Commuting Time  

(hours/month)
Commuting Cost  

($/month)
Rent  

($/month)
Total Cost: Rent + Commuting  

($/month)

Very Close  5 hours  $75 $1,180 $1,255

Close 10 hours $150 $1,090 $1,240

Far 15 hours $225 $1,030 $1,255

Very Far 20 hours $300 $1,000 $1,300
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