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Preface

Understanding Research in Clinical and Counseling Psychology, Second Edition, 
is a result of our experiences in teaching and working with students in profes-
sional psychology and counseling over many years. Although virtually all grad-
uate programs require a course on research, the basis for that requirement is 
often shrouded in mystery to many students. They enter their graduate training 
with the admirable ambition of learning skills important for assisting clients to 
make changes. Although practice may be somehow loosely based on research, 
for those students, the connection is not clear, and the value of psychological 
research is not readily apparent. In preparing this book, we set out to create a 
text that presents research as an indispensable tool for practice.

There are illustrations of how research can improve practice throughout the 
text. Such improvement can be seen in better assessment, treatment choice, 
and, most importantly, client outcomes. Research in clinical areas is fascinat-
ing, invigorating, and fulfilling to do, but it gains value when it brings about 
better practice. Practitioners need to know how to utilize research findings 
and to communicate with researchers what new knowledge is most needed. 
Our intent is this text builds these basic skills.

This is an edited text. We invited authors who we know to be experts in both 
psychological research and practice to contribute chapters in their particular 
areas of expertise. This has the advantage of each topic being presented by 
authors who are experienced in applying the concepts presented in the chapter 
and are enthusiastic about how that information can be used by both a practi-
tioner and a researcher. Readers can be sure that the techniques described in 
this book are used every day to advance knowledge and practice in psychol-
ogy. The information may at times be complex, but it is never only of interest 
in the ivory tower. The book reflects research in the real world.

This book is divided into four parts. Part I, Research Foundations, con-
tains four chapters that form the basis for understanding the material in the 
rest of the book. Part II, Research Strategies, consists of five chapters cover-
ing the most important research strategies in clinical and counseling psychol-
ogy. Each of these chapters includes an illustration and analysis of a study 
using that strategy, explaining the important decision points encountered by 
the researcher and, also, how the results of the study can be used to inform 
practice. Part III, Research Practice, consists of three chapters covering issues 
related to actually doing planning, and interpreting research and research 
literature. Finally, Part IV, Special Problems, includes six chapters. Chapter 13, 
addresses one of the most important controversies in mental health research 
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today: The distinction between “gold standard” efficacy studies and more 
realistic effectiveness studies. This is followed by a chapter on the challenges 
in conducting research in various cultures; a topic that is gaining more and 
more importance as the world changes. These chapters nicely set the stage for 
Chapter 15, which addresses how a psychologist in practice can operate an 
empirically-oriented practice and can actually do research in that arena. The 
remaining three chapters in this section illustrate how to perform research 
with families, children, and the elderly, respectively. Overall, the coverage of 
the book gives students all the relevant information needed while still staying 
at a size appropriate for a semester long course.

Jay C. Thomas
Michel Hersen

Hillsboro, Oregon
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1
Introduction

Science in the Service of Practice

JAY C. THOMAS and JOHAN ROSQVIST

Today, psychologists are called on to help solve an ever widening scope of 
personal and social problems. It has been recognized that a large proportion 
of the population can benefit from psychotherapeutic services. Current esti-
mates of the prevalence of mental disorders indicate that such disorders are 
common and serious. The National Institute of Mental Health (2009) esti-
mates that up to one in four American adults suffer from a diagnosable men-
tal disorder. The provision of psychotherapy services is a multibillion-dollar 
industry (Sexton, Whiston, Bleurer, & Walz, 1997), with certain very common 
phenomena (i.e., anxiety disorders) representing economic burdens to a tune 
of $42.3 billion annually of the total U.S. mental health bill of $148 billion 
(Greenberg et al., 1999). In addition, clinical and counseling psychologists are 
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asked to intervene in prevention efforts and in situations involving individuals 
and families, prisons, and schools, along with playing their role in industrial 
and organizational work settings.

When so many people trust the advice and assistance of psychologists and 
counselors, it is important that professionals rely on a foundation of knowl-
edge and evidence that is known to be tried and tested. Many students in clini-
cal and counseling psychology wonder about the relevance of research courses 
and of research in general pertaining to their chosen profession, which mir-
rors a field in which science and practice of psychotherapy almost invariably 
inhabit different worlds (Lebow, 2006). These students often primarily value 
the role of the psychologist as helper and expect to spend their careers “help-
ing” clients in dealing with important issues. This is indeed a very worthy 
ambition, but we argue that “effective” helping can occur only when the best 
techniques are utilized, and that it is only through scientific research that we 
can determine what is “best.” We illustrate this point through a brief history 
of treatment for obsessive–compulsive disorder (OCD) in which a client, Sue, 
received the assistance she needed through the systematic, targeted applica-
tion of an empirically based treatment.

The Case of Sue

Sue, a 28-year-old married woman, was engaged in a broad range of avoidant 
and compulsive behaviors (Rosqvist, Thomas, Egan, Willis, & Haney, 2002). 
For example, she executed extensive checking rituals—hundreds of times per 
day—that were aimed at relieving obsessive fears that she, by her thoughts or 
actions, would be responsible for the death of other people (e.g., her one-year-old 
child, her husband, other people whom she cared for, and sometimes even 
strangers). She was intensely afraid of dying herself. She also avoided many 
social situations because of her thoughts, images, and impulses.

As a result of these OCD symptoms and the resultant avoidant behavior, Sue 
was left practically unable to properly care for herself and her child. In addition, 
she was grossly impaired in her ability to perform daily household chores, such 
as grocery shopping, cleaning, and cooking. Her husband performed many of 
these activities for her, as she felt unable to touch many of the requisite objects, 
like pots and pans, food products, cleaning equipment, and so on.

Additionally, Sue was unable to derive enjoyment from listening to music 
or watching television because she associated certain words, people, and 
noises with death, dying, and particular fears. She also attributed the loss of 
several jobs to these obsessions, compulsions, and her avoidant behavior. Sue 
reported feeling very depressed due to the constrictive nature of her life that 
was consumed with guarding against excessive and irrational fears of death.

Sue eventually became a prisoner of her own thoughts and was unable 
do anything without horrendous feelings of fear and guilt. For all intents 
and purposes, she was severely disabled by her OCD symptoms, and her 
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obsessions, compulsions, and avoidant behavior directly impacted her child 
and husband.

In fact, her fears were so strong that she eventually became uncertain that 
her obsessions and compulsions were irrational or excessive and unreasonable 
(i.e., she demonstrated “poor insight”). She strongly doubted the assertion that 
her fears will not come true, although she had little, if any, rational proof for 
her beliefs. She was unsuccessful in dismissing any of her obsessive images, 
impulses, or thoughts and beliefs. She had very little relief from the varied 
intrusions, and she reported spending almost every waking hour on some sort 
of obsessive-compulsive behavior. She felt disabled by her fears and doubts, 
and felt that she had very little control over them.

Obviously, Sue was living a life of very low quality. Over the course of 
some years, she was treated by several mental health practitioners and par-
ticipated in many interventions, including medication of various kinds, psy-
chodynamic, interpersonal, supportive, humanistic, and cognitive behavioral 
therapies, both individually and in groups, as both an inpatient and an out-
patient. However, Sue made little progress and was considered for high-risk 
neurological surgery. As a last-ditch effort, a special home-based therapy 
emphasizing exposure and response prevention (ERP) along with cognitive 
restructuring was devised. This treatment approach was chosen because the 
components had the strongest research basis and empirical support. Within a 
few months, her obsessive and compulsive symptoms remitted, and she even-
tually became sufficiently free of them to return to work and a normal family 
life. Thus, by the application of research-based treatment, Sue, who was previ-
ously considered “treatment refractory,” was effectively helped to regain her 
quality of life.

The Role of Research in Treatments for 
Obsessive-Compulsive Disorder (OCD) 

OCD has a long history. For example, Shakespeare described the guilt-ridden 
character of Lady Macbeth as prone to obsessive hand washing. Other, very 
early, descriptions of people with obsessional beliefs and compulsive behav-
iors also exist, such as people having intrusive thoughts about blasphemy or 
sexuality. Such people were frequently thought (both by the sufferer and the 
onlooker) to be possessed, and they were typically “treated” with exorcisms or 
other forms of what would now be deemed torture.

Obsessions and compulsions were first described in the psychiatric lit-
erature in 1838, and throughout the early 1900s, it received attention from 
pioneers such as Pierre Janet (1859–1949) and Sigmund Freud (1856–1939); 
however, OCD remained virtually an intractable condition, and patients suf-
fering from it were frequently labeled as psychotic and little true progress was 
thought possible. That was until the mid 1960s, when Victor Meyer in 1966 
first described the successful treatment of OCD by ERP (Meyer, 1966).
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Since Meyer’s pivotal work, the behavioral and cognitive treatment of 
OCD has been vastly developed and refined. Now, it is generally accepted 
that 60%–83% of patients can make significant improvement with specifically 
designed techniques (Foa, Franklin, & Kozak, 1998; Salomoni et al., 2009). Also, 
patients who, initially, prove refractory to the current standard behavioral treat-
ment can achieve significant improvement with some additional modifications. 
In any case, OCD does not appear to be an incurable condition any longer.

This change has been made possible only by the systematic and deliberate 
assessment and treatment selection for such patients. That is, interventions 
for OCD, even in its most extreme forms, have been scientifically derived, 
tested, refined, retested, and supported. Without such a deliberate approach 
to developing an effective intervention for OCD, it would possibly still remain 
intractable (as it mostly was just 35 years ago). In truth, recalcitrance is largely 
a myth promulgated by people who drift away from science-informed or 
evidence-driven treatment (Waller, 2009).

The empirical basis of science forms the basis for effective practice, such as 
what has made OCD amenable to treatment. Such empirical basis is embodied 
in the scientific method, which involves the systematic and deliberate gather-
ing and evaluation of empirical data, and generating and testing hypotheses 
based on general psychological knowledge and theory, in order to answer 
questions that are answerable and “critical.”

The answers derived should be proposed in such a manner that they are 
available to fellow scientists to methodically repeat them. In other words, 
science, and professional effectiveness, can be thought of as the observation, 
identification, description, empirical investigation, and theoretical explana-
tion of natural phenomena.

Ideally, conclusions are based on observation and critical analyses, and 
not on personal opinions (i.e., biases) or authority. This method of reaching 
conclusions is committed to empirical accountability, and in this fashion, it 
forms the basis for many professional regulatory bodies. It remains open to 
new findings that can be empirically evaluated to determine their merit, just 
as the professional is expected to incorporate new findings into how he or she 
determines a prudent course of action.

Consider, for example, how the treatment of obsessions has developed over 
time. Thought stopping technique is a behavioral technique that has been used 
for many years to treat unwanted, intrusive thoughts. In essence, the technique 
calls for the patient to shout “stop” or make other drastic responses to intrusions 
(e.g., clapping hands loudly, or snapping a heavy rubber band worn on his or 
her wrist) in order to extinguish the thoughts through a punishment paradigm. 
It has since been determined that thought-suppression strategies for obsessive 
intrusions may have a paradoxical effect (i.e., reinforcing the importance and 
veracity of the obsession by specifically focusing attention and energy on it) rather 
than the intended outcome (Rosqvist, 2005). It has been established, through 
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empirical evaluation and support, that alternative, cognitive approaches (e.g., 
challenging the content of cognitive distortions)—like correcting overestimates 
of probability and responsibility—are more effective in reducing not only the 
frequency of intrusions but also the degree to which they distress the patient.

An alternative to thought-stopping strategy, the exposure-by-digital-loop 
method, has been systematically evaluated and its effectiveness has been scien-
tifically supported. In this technique, the patient is exposed to endless streams 
of “bad” words, phrases, or music. As patient’s obsessions frequently center 
on the death of loved ones, they may develop substantial lists of words that 
are anxiety producing (e.g., Satan, crib death, sudden infant death syndrome 
[SIDS], devil, casket, coffin, cancer). These intrusive thoughts, images, and 
impulses are conceptualized as “aversive stimuli,” as described by Rachman 
(Emmelkamp, 1982). Such distortions and intrusions are now treated system-
atically by exposure by digital loop (and pictures) so that the patient can habit-
uate to the disturbing images, messages, and words. This procedure effectively 
reduces their emotional reactivity to such intrusions and lowers overall daily 
distress levels. Reducing this kind of reactivity appears to allow patients to 
more effectively engage in ERP (van Oppen & Emmelkamp, 2000; Wilson & 
Chambless, 1999; van Oppen & Arntz, 1994).

The point of this OCD example is to show that over time more and more 
effective methods of treatment are developed by putting each new technique 
to empirical testing and refining it based on the results. In addition, the 
research effort has uncovered unexpected findings, such as the paradoxical 
effect of thought suppression. The traditional thought-stopping technique is in 
essence a method of thought suppression, whereby the individual by aversive 
conditioning attempts to suppress unwanted thoughts, images, or impulses. 
However, systematic analyses have revealed that efforts at suppressing thoughts 
(or the like), in most people, lead to an increased incidence of the undesired 
thoughts. It is much like the phenomenon of trying to not think about white 
bears when instructed to not think about them; it is virtually impossible! What 
has been supported as effective in reducing unwanted thoughts, whether about 
white bears, the man behind the curtain, or about germs and death, is expo-
sure by loop. This method does not attempt to remove the offending thought, 
but “burns it out” (i.e., reaction to specific content) through overexposure.

In light of this experience, it is prudent for the professional to incorporate 
these techniques into treating intrusive thoughts. Although a therapist may 
be very familiar with thought-stopping strategy, it is reasonable to expect that 
the scientifically supported techniques will be given a higher value in the com-
plete treatment package. This follows the expectations of many managed care 
companies, and this also adheres to the ethical necessity to provide the very 
best and most appropriate treatment possible for any given clinical presenta-
tion. To do anything less would be a great disservice to the patient, as well as 
put him or her into possible jeopardy by providing substandard care.
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In these days of professional accountability and liability for a product, it 
has become necessary to be able to clearly demonstrate that what we do is 
prudent given the circumstances of any particular case. Most licensing boards 
and regulatory bodies will no longer accept arbitrary, individual decisions on 
process; rather, they dictate and expect that a supported rationale is utilized 
in the assessment and treatment process.

With this in mind, it has become increasingly necessary, if not crucial, that 
the professional engage in a systematic method for assessment and treatment 
selection in order to create the most effective interventions possible (given 
current technology and methodology). Today, the empirical basis of science 
forms the basis of effective practice. 

Scientific Method and Thought

Early in the twentieth century, the great statistician Karl Pearson became 
embroiled in a heated debate over the economic effects of alcoholism on 
families. Typical of the scientific battles of the day, the issue was played out 
in the media with innuendoes, mischaracterizations and, most importantly, 
spirited defense of pre-established positions. Pearson, frustrated by the lack 
of attention on the central issue, raised a challenge that we believe serves as 
the foundation for any applied science. “Pearson’s challenge” was worded in 
the obscure language of his day, and has been updated by Stigler (1999) as 
follows:

If a serious question has been raised, whether it be in science or society, 
then it is not enough to merely assert an answer. Evidence must be pro-
vided, and that evidence should be accompanied by an assessment of its 
own reliability (p. 1).

Pearson went on to state that adversaries should place their “statistics on the 
table” (Stigler, 1999, p. 1) for all to see. Allusions to unpublished data or ill-
defined calculations were not to be allowed. The issue should be answered by 
the data at hand, and everyone was free to propose their own interpretations 
and analyses. These interpretations were to be winnowed out by the informed 
application of standards of scientific thought and method. This required clear 
and open communication of methods, data, and results.

The classic scientific method involves the objective, systematic, and 
deliberate gathering and evaluation of empirical data, and generating and 
testing hypotheses based on general psychological knowledge and theory, 
in order to answer questions that are answerable and critical. The answers 
derived should be proposed in such a manner that they are available to fel-
low scientists to methodologically repeat them. Conclusions are based on 
observation and critical analyses, and not on personal opinions (i.e., biases) 
or authority. This method of reaching conclusions is committed to empirical 
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accountability. It is open to new findings that can be empirically evaluated 
to determine their merit. Findings are used to modify theories in order to 
account for  discrepancies between theory and data. Results are communi-
cated in detail to fellow scientists.

We accept the general outline of the scientific method just described. It has 
had its critics who object to one or another of the components. We will explore 
each component in somewhat more detail and address some of the more com-
mon objections.

Objective, Systematic, and Deliberate Gathering of Data

All research involves the collection of data. Such data may be collected from 
self-report, surveys, tests, or other psychological instruments; physiologi-
cal measurement; interview; or a host of other sources. The most common 
approach is to design a data collection procedure and actually collect data 
purposely for a particular study. It is also possible to perform archival stud-
ies, in which data that might bear on an issue are pulled from files or other 
archival sources, although the information was not originally collected for that 
purpose. In either case, the idea is to obtain information, which is free from 
the investigator’s expectations, values, and preferences, as well as from other 
sorts of bias. Originally, it was expected that data that was completely free from 
bias and atheoretical could be obtained. Although this has not been proved 
possible, objectivity in data gathering as well as analysis and interpretation 
remains the goal for the scientist. No other aspiration has been proved as effec-
tive (Cook, 1991; Kimble, 1989).

Generating and Testing Hypotheses

Hypotheses are part of everyday life in psychological practice. A treatment 
plan, for example, contains implicit or explicit hypotheses that a particu-
lar intervention will result in an improvement in a client’s condition. In the 
case of Sue, the hypothesis was that home-based ERP would reduce her OCD 
symptoms to the point where she would no longer be a potential candidate 
for neurosurgery. Many research hypotheses are more complex than that one, 
but they serve an important purpose in meeting Pearson’s challenge. They 
specify what data are relevant and predict in advance what the data will show. 
Hypotheses are derived from theories, and it is a poor theory that fails to allow 
us to make relevant predictions. Thus, by comparing our predictions against 
the obtained data, we put theories to test.

Theories are used to summarize what is known and to predict new relation-
ships between variables and, thus, they form the basis of both research and 
practice. John Campbell (1990) provided an overall definition of theory as “ … a 
collection of assertions, both verbal and symbolic, that identifies what variables 
are important for what reasons, specifies how they are interrelated and why, 
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and identifies the conditions under which they should be related or not related” 
(p. 65). Campbell goes on to specify the many roles that a theory may play:

 1. Theories tell us that certain facts among the accumulated knowledge 
are important, and others are not.

 2. Theories can give old data new interpretations and new meaning.
 3. Theories identify important new issues and prescribe the most 

critical research questions that need to be answered to maximize 
understanding of the issue.

 4. Theories provide a means by which new research data can be inter-
preted and coded for future use.

 5. Theories provide a means for identifying and defining applied 
problems.

 6. Theories provide a means for prescribing or evaluating solutions to 
applied problems.

 7. Theories provide a means for responding to new problems that have 
no previously identified solution strategy (Campbell, 1990, p. 65).

From abstract theories we generate generalizations, and from generalizations 
specific hypotheses (Kluger & Tikochinsky, 2001). A useful theory allows for 
generalizations beyond what was previously known and often into surprising 
new domains. For example, Eysenck’s (1997; cited in Kluger & Tikochinsky, 
2001) arousal theory of extroversion predicts that extroverts will not only pre-
fer social activities but also other arousing activities like engaging in crimes 
such as burglary.

Popper (1959), one of the most influential philosophers of science, main-
tained that it is not possible to confirm a theory, but instead all we can do is 
disconfirm it. If our theory is “all ravens are black” (this is a classic example 
dating back to the ancient Greeks), all we can say by way of confirmation is that 
we have not observed a nonblack one. However, observing a single nonblack 
raven is sufficient to disprove the theory. The problem is compounded by the 
fact that one day one of the authors of this chapter (Jay C. Thomas) observed 
a raven, or what he thought was a raven, and in the early morning sunlight its 
feathers had a dark blue iridescent sheen. Thomas concludes that the theory 
“all ravens are black” is disproved. But, two issues remain. Is a “blue irides-
cent sheen” over a basically black bird what we mean by a nonblack raven? 
Second, how do we know it was a raven? Although Thomas reports seeing 
such a raven, Johan Rosqvist retorts that Thomas is by no means a competent 
ornithologist and his description cannot be trusted and, consequently, the 
theory has not been disproved.1 Before we can put a theory to a convincing 
test, we must be very careful to specify what we are looking for. This level of 
attention to detail has been rare in psychology. It is sometimes noted that few 
theories have ever been completely rejected on the basis of research evidence 
(Mahrer, 1988). There are two major reasons for reaching this conclusion. 
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One is the naive confusion of null hypothesis significance testing (NHST) 
from inferential statistics with theory testing, or, as Meehl (1997) prefers to 
call it, “theory appraisal.” The NHST is a tool for the researcher to use, just 
as a carpenter may use a hammer for joining boards. But it is not the only 
tool or even necessarily the optimal one. This testing has many problems, 
as described in Chapter 9, and the method itself has little to do with theory 
 testing (Meehl, 1997).

The second reason why psychology has so often failed to reject theo-
ries is because of the occurrence of “auxiliary theories” (Lakatos, cited in 
Serlin & Lapsley, 1993; Meehl, 1997). Auxiliary theories are not part of the 
content of a theory, but they are present when we try to put the theory into 
action, that is, when we try to test it. The problem with auxiliary theories 
is that the validity of one or more auxiliary theories may impact the results 
of a study so that it is not possible to determine whether the results bear 
on the original theory. In the case of Sue, we had a hypothesis that home-
based ERP would change her OCD symptoms. This hypothesis was derived 
from ERP theory in response to the failure of ERP to have any effect on the 
patient condition in its usual clinic-based administration. One auxiliary 
theory related to Sue’s treatment was that ERP therapy was competently 
conducted. Had the therapy failed, we would be more inclined to suspect a 
problem in implementation than a problem in the theory itself. Auxiliary 
theories reside in almost every aspect of research, from instrumentation to 
design and analysis. Later, when we examine the hallmarks of gold stan-
dard clinical research in Chapter 11, it is seen that the standard has been 
designed to minimize the ability of auxiliary theories to influence our 
conclusions.

Replication of Research Findings

Replication is critical for science. A given finding may be the result of many 
factors besides the effects specified by a theory or the researcher. Random 
chance is a common culprit; others include unusual features of a study’s 
design, biased sampling or observation, inconclusive statistical analyses, 
and even the researcher’s hopes and dreams. The most famous instance of 
this effect in recent years is that of “cold fusion.” Cold fusion was the sup-
posed fusion of two atomic nuclei at much lower temperatures than previ-
ously thought possible. If such a thing were possible, the world would have 
been vastly changed by the availability of abundant, inexpensive, and non-
polluting power. Such a development would have had unimaginable benefits. 
There was one problem. The effect could not be consistently obtained in other 
laboratories (Park, 2000). Not only did other laboratories find it impossible 
to duplicate the energy release predicted by cold fusion but they could also 
not observe the expected by-products of fusion such as lethal doses of nuclear 
radiation. Today, the cold fusion concept is stone-cold dead.
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Science relies on two types of replications. “Exact replication” involves 
repeating the original study in every detail to see if the same result is obtained. 
This is what the replicators of cold fusion set out to do; but they were hampered 
by the failure of the original “discoverers” to provide sufficient detail about the 
experiment. Cold fusion as a research topic lasted a bit longer because of this, 
but met its demise despite its originators’ obstructionism. Psychology has not 
done well by exact replication. Journals prefer to publish original findings and 
are rarely interested in exact replications. This has led to an emphasis on “con-
ceptual replications,” that is, testing the same or a similar hypothesis, but using 
different measures or conditions. The idea seems to be that if the effect is large 
enough, it will again be observed. The problem is that when an effect is not rep-
licated, we do not know why. It could be the original finding was spurious, the 
changes in the research design were sufficient to mask or eliminate the finding, 
or the replication may have lacked sufficient power to detect the effect.

Limitations of conceptual replications are illustrated by a recent contro-
versy on the value of a recently introduced psychotherapy technique, eye 
movement desensitization and reprocessing (EMDR). The original developer 
of EMDR, Francine Shapiro, and the proponents of the method had reported 
substantial success with this technique. However, other researchers failed to 
obtain positive results. Shapiro (1999) argued that the failed replications have 
been characterized by inadequate treatment fidelity. In other words, the stud-
ies did not properly implement the technique, and so the failure to replicate 
results is not surprising. Rosen (1999), meanwhile, contends that the issue of 
treatment fidelity is a red herring that distracts the reader from a negative 
evaluation of a theory and permits its perpetuation. This is an example of an 
auxiliary theory in action. On the one hand, the EMDR theory is protected by 
the supposedly inept implementation of EMDR practice, whereas on the other, 
if there is anything to the theory it should work despite imperfect fidelity. We 
take no position on the issue except to note three things: (1) This controversy 
would not exist if exact replication had been attempted. (2) Although claims of 
inadequate treatment fidelity may well be a legitimate issue, this general tactic 
is often abused and its employment has been a red flag throughout history (cf. 
Park, 2000; Shermer, 2001). (3) Conscientious researchers examine their own 
findings from many angles to ensure that they have eliminated as many com-
peting explanations as possible. This may mean running studies two, three, 
or more times with slight modifications for the researchers to determine by 
themselves how robust their findings are.

We cannot replicate many natural phenomena; natural catastrophes and 
the horrors of war are two examples. We can still fulfill the replication require-
ment in two ways. First, we can attempt to combine the observations of multi-
ple observers. Bahrick, Parker, Fivush, and Levitt (1998) examined the impact 
of varying levels of stress on the memories of young children about Hurricane 
Andrew. Children between the ages of three and four were interviewed a 
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few months after the hurricane about what had happened during the storm. 
Interviews were recorded and scored for several facets of memory. By having 
two raters score each transcript and by comparing their scoring, Bahrick et al. 
(1998) demonstrated that similar scores would be derived by different raters. 
This represents a replication within the study. Bahrick et al. (1998) also pro-
vided detailed information about how the data were collected and the nature 
of the analyses that had been carried out by them. This makes it possible for 
other researchers to attempt to replicate the results after some other disaster. 
We would expect the impacts of hurricanes, tornadoes, floods, and the like to 
be comparable, and that other researchers can replicate the results following 
another disaster. Thus, whereas exact replication is impossible in these cases, 
conceptual replication is possible and it should be expected to establish the 
validity of any important finding from such circumstances.

Modification of Theories Using Findings

Good theories account for past results. They also predict new results beyond 
what other theories are capable of predicting. Unfortunately, sometimes the 
data do not support the theory. Although this may be due to some of the rea-
sons we have already presented, it may be that the theory is actually wrong in 
some respects. We expect our theories to be wrong in at least some respects. 
That is why we test them. Still, many researchers, particularly, those just begin-
ning their careers, will often conclude that “they” have failed when the data 
do not come out as expected. If the idea were sound in the first place and the 
study has been conducted as well as possible, then failure of a prediction is an 
opportunity to learn more and create an even better understanding of behav-
ior. Petroski (1985), a noted structural engineer, made the case that without 
failure, engineering would not advance. That the Roman aqueducts have stood 
for hundreds of years is instructive, but studying the collapse of a newly built 
bridge can be even more so. Applied psychology is like engineering in this 
respect; we must learn from failure. It is a rare theory that does not change 
over time to accommodate new findings. The modified theory should make 
predictions different from those of the old one and, thus, needs to be tested 
again. Critics of theory testing may be correct in stating that often theories do 
not die out from lack of empirical support, but these critics forget that theories 
evolve. Perhaps the most memorable statement to this effect is that of Westen 
(1998), who wrote on the scientific legacy of Sigmund Freud: “Freud’s critics 
largely lambast the theory as it stood in the early 1920s while the theory had 
changed substantially by the time Freud died in 1939 even though since then 
‘he has been slow to undertake further revisions’” (p. 333).

Clear and Open Communication of Methods, Data, and Results

If it is not answered, Pearson’s challenge means nothing. Research must 
include the dissemination of results so that others can study, evaluate, and 
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contest or use them. In the cold fusion debacle, what irreparably damaged the 
researchers’ reputations in the scientific community was not that they made 
an error—that could, and should, happen in cutting-edge research—but that 
they refused to divulge details of their procedure, making it difficult to rep-
licate and evaluate the phenomenon (Park, 2000). There are norms in science 
for effectively communicating information. The Publication Manual of the 
American Psychological Association (APA: APA, 2010) provides guidelines for 
what information should be included in research reports. In addition to fol-
lowing these guidelines, researchers are expected to make copies of their data 
available to others on request. Of course, care must be taken to ensure that all 
participant-identifying information has been removed so that there is no pos-
sible breach of confidentiality (cf. Chapter 10).

Theory of Causality

Clinical and counseling psychology can get by with a straightforward theory 
of causality. Interventions, such as psychotherapy, are implemented because 
it is assumed that the intervention causes changes in the clients. Similarly, 
life events are often expected to cause changes in people, which may later 
lead them to become clients (Kessler, 1997). But, it is a big leap from believing 
there is a causal relationship to developing a convincing demonstration for the 
actual existence of that relationship in a causal fashion.

The nature of causality and the proof of causality have been a favorite topic 
of philosophers for centuries. The most widely employed analysis was the one 
formulated by the nineteenth-century philosopher John Stuart Mill. His for-
mulation (cited in Shadish, Cook, & Campbell, 2002) consisted of three tests: 
(1) The cause must precede the effect in time, (2) the cause and the effect must 
covary, and (3) there must be no other plausible explanations for the effect 
than the presumed cause.

Mill’s Requirement 1: Cause Must Precede the Effect

This is the least controversial of Mill’s tests. Due to the lack of a time machine, 
no one has ever figured out how to change an event after it has happened. 
It is very unlikely that a researcher would make the error of attributing the 
status of cause to something that occurred after the observed effect. However, 
comparable errors are sometimes made in cross-sectional studies in which 
two variables are measured at the same time. Although we may have a theory 
that self-esteem has a causal influence on school performance, we may mea-
sure both variables at the same time and no causal conclusions can be drawn. 
Sometimes, a study will be retrospective in nature: People are asked to remem-
ber their condition prior to a given event, for example, how much alcohol they 
consumed a day prior to the onset of some disease or the occurrence of an acci-
dent. Unfortunately, circumstances that arise after the event has occurred may 
influence memory (Aiken & West, 1990), so the timing of the variables is now 
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reversed: The effect (disease or accident) now precedes the presumed cause 
(amount of alcohol consumed), and no causal conclusions can be drawn.

Mill’s Requirement 2: Cause and Effect Must Covary

In a simple world, this test would specify that when the cause is present the 
effect must be present, and when the cause is absent the effect must be absent. 
Unfortunately, we do not live in such a simple world. Take a dog to a park and 
throw a stick. That action is sufficient to cause the dog to run. But dogs run 
for other reasons too, such as a squirrel digging in the dirt nearby. Throwing 
the stick is not a necessary cause for the dog to run. “Sufficient causes” are 
those that by themselves “may” cause the effect but do not have to consistently 
result in the effect. For example, a well-trained guide dog on duty when the 
stick is thrown will probably not run. “Necessary causes” must be present for 
the effect to occur, but they do not have to be sufficient. Driving too fast may 
be a necessary cause for a speeding ticket, but most drivers have exceeded 
the speed limit on occasion without getting cited. As if this is not confus-
ing enough, consider the case of schizophrenia. Schizophrenia is thought to 
have a genetic basis; yet, a family background cannot be found in all people 
with schizophrenia, indicating that there are other causal factors (Farone, 
Tsuang, & Tsuang, 1999). Many people appear to have at least some of the 
genes related to  schizophrenia, but show no symptoms. Thus, a family back-
ground of schizophrenia can be considered a “risk factor” for schizophrenia. 
If the genetic background is present, schizophrenia is more likely than if the 
family background is not present. Risk factors may or may not have a causal 
relationship with an event; they may simply be correlated with it.

“Correlation does not prove causation” is a statement whose significance 
every aspiring psychologist should learn to appreciate. The statement says 
that Mill’s second criterion is a necessary but not sufficient reason to attribute 
causality. A study may find a negative correlation between depression and 
self-esteem such that people with lower self-esteem are found to report higher 
levels of depression. The temptation is to conclude that people are depressed 
because they have low self-esteem (and that by raising self-esteem, depres-
sion would be reduced). This temptation must be resisted because nothing in 
the data lends support to a causal inference. Seligman, Reivich, Jaycox, and 
Gillham (1995) cogently argued that there may be a third factor that causes 
both low self-esteem and depression. Seligman and his colleagues have gone 
so far as to argue that ill-advised attempts to raise self-esteem in the general 
population may have set up many people for a propensity toward depression. 
So, we must be very careful and not assume that a correlational relationship 
implies a causal relationship.

Sometimes a third variable influences the causal relationship between two 
others. It has often been noted that even the best psychological interventions 
fail to help some people. Prochaska and DiClemente (cf. Prochaska, 1999) 
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postulated that clients may have differential readiness to change. Some may 
have never considered making changes in their lives or do not wish to do so. 
It is unlikely that such clients will benefit from interventions designed to cre-
ate change, whereas clients motivated to change may well benefit from such 
therapies. What is variously called stage of change or readiness to change, if 
supported by further research, could be a moderator of the causal impact of 
psychotherapy on a client’s outcome.

Mill’s second test gets even more complicated when we consider the pos-
sibility of “reciprocal causation.” Sometimes, two or more factors cause each 
other. A basic tenet of economics lies in the relationship between supply 
and demand. If a desirable good is in short supply, its demand increases. As 
demand increases, producers initiate a ramp-up in production until it eventu-
ally satiates demand, which then falls. Thus, supply and demand are recipro-
cally related. Psychology does not have such well-defined examples, but there 
are probably many cases of reciprocal causation. Lewinsohn’s (1974) behav-
ioral theory of depression, for example, postulates that lack of reinforcement 
leads to a depressed mood; this mood leads to less activity, which, in turn, 
leads to less reinforcement. A study that examines these factors at only two 
points in time will miss this reciprocal relationship.

The statement “correlation does not prove causation” does contribute its 
share of mischief to the field due to a misunderstanding of the meaning of 
“correlation.” Correlation in this sense refers to the co-occurrence of two or 
more variables. It does not refer to the set of statistics known as coefficients of 
correlation. No statistic or statistical procedure indicates or rules out causa-
tion. Our ability to infer causation depends on the study design, not the statis-
tical analysis of data. Although some analytic methods have been developed 
to facilitate the investigation of causation, the conclusions regarding possible 
causal relationships depend on how, where, when, and under what conditions 
the data were gathered.

Mill’s Requirement 3: There Must Be No Other Plausible 
Explanations for the Effect Other Than the Presumed Cause

Mill’s third requirement is the one that causes the most problems for research-
ers and, except for effectiveness research, most study designs have been devel-
oped with this requirement in mind. Sherlock Holmes once told Dr. Watson 
that “ … when you have eliminated the impossible, whatever remains, however 
improbable (emphasis added), must be the truth” (Doyle, 1890/1986, p. 139). 
But, if Holmes cannot eliminate the alternatives as being impossible, then he 
cannot deduce the answer. There are innumerable alternative causes of an 
observed effect in psychological research. Consider a study comparing two 
different treatments for OCD. Sampling may be faulty; assigning people to 
different treatments in a biased manner eliminates our ability to say that one 
treatment caused greater change than another. Failure to control conditions 
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may influence the results; for example, if people in one treatment have a 
friendly, warm, empathic therapist while those in another treatment have a 
cold, distant therapist, we cannot determine if any observed effect was due to 
differences in the treatment or differences in the therapists.

The key in Mill’s third criterion is to rule out “plausible” alternative expla-
nations. It takes a great deal of expense and trouble to control outside factors 
that might contaminate results. Therefore, we expend most of our budget and 
effort in controlling those that offer the most compelling alternative explana-
tions. Space aliens could abduct the members of one of our study’s treatment 
groups and subject them to some strange “cure”; but this possibility is consid-
ered so improbable that no one ever controls for the effects of an alien abduc-
tion. Outside the bizarre, deciding which alternatives are plausible requires 
an understanding of the rationale underlying research design and the phe-
nomenon under study. As a consumer of research, you need to pay close atten-
tion to the Method section of research articles because that is where you will 
find how the researchers chose to control what they believed were the most 
plausible alternative explanations, the Results section because more control 
is exerted there, and the Discussion section because that is where researchers 
often confess to any remaining limitations of the study.

Science in the Service of Practice

Influential clinicians recognized a few years ago that it was desirable to care-
fully examine and enumerate those treatments that could be described as hav-
ing shown to have an efficacious effect on client outcomes (Seligman, 1998a). 
A consensus developed that professional psychologists should be competent 
in scientifically engaged practice (Kaslow, 2004). This led to an ambitious 
effort by the Society for Clinical Psychology (Division 12 of the APA) to do 
exactly that. The findings, first published in 1995 (Division 12 Task Force, 
1995), were controversial in that many popular methods in long use did not 
make the list. How can this be? Usually, it was not so much a consequence of 
documented treatment failures as a paucity of outcome research on these treat-
ments (Seligman, 1998b). It could not be determined that those treatments are 
effective because adequate studies had not been conducted. The Division 12 
effort continues, updates are periodically posted on the Society’s Web page 
(http://www.apa.org/divisions/div12/homepage.shtml). In addition, an APA 
Presidential Task Force (2006) made important recommendations on how 
research evidence can be effectively implemented in practice. It is important 
for clinical and counseling psychologists to develop the knowledge and skills 
to interpret the results of research, if not to contribute to it, because research 
results have shaped practice and will do so to an even greater extent in the 
coming years.

Because of stories like Sue’s, clinical and counseling psychologists have 
an interest and responsibility in demonstrating that their interventions are 

http://www.apa.org/divisions/div12/homepage.shtml
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effective and in using the scientific method in advancing practice. A third-
party payer (i.e., an insurance company or a government body) also has a legit-
imate interest in verifying that the services it pays for are effective, and clients 
and their families are also concerned that treatments result in real change 
(Newman & Tejada, 1996). Still, some practitioners ask, “What difference 
does it make if our clients feel better after therapy? Do we really need to fuss 
around with all this research stuff if it is secondary to feeling better?” These 
questions were actually raised by a graduate student in the senior author’s 
research methods class. Despite the author’s own apoplexy in response to 
the question, these are legitimate and proper issues that must be raised. They 
deserve an answer. If “feeling better” is the objective of the work with a client, 
then how are other outcomes relevant, as assessed by standardized measures? 
If the outcomes employed in outcome studies are not relevant, then the stud-
ies themselves are a poor foundation for practice. If progress in treatment, 
ethics, concerns of leading thinkers, demands of third-party payers, and 
social imperative are not enough bases for relying on research, there is still 
one more excellent reason that justifies an emphasis on research-based prac-
tice. Throughout most of history, people with psychological disorders were 
stigmatized and denied the same rights and dignity as others (Stefan, 2001). 
This treatment was considered justified because such people were considered 
to be weak, have flawed characters, and be unreliable and, worse, unchange-
able. Social and legal opinion has changed over the past 30 years or so; but 
those changes can only be sustained by continual rigorous demonstrations 
that personal change is possible, that people with disorders are not fated to a 
low quality of life. That is the lesson to be learned from Sue’s OCD. A few years 
ago, she would undoubtedly be institutionalized, probably for the rest of her 
life. Today, as a result of effective, empirically based treatment, she has come 
back to work and leads a normal home life. She is indistinguishable from any 
other member of “normal” society. She “feels better” too.

We subtitled this chapter “Science in the Service of Practice” because, 
although it is possible to pursue science for its own sake, we expect that most 
readers of this book will be mostly interested in learning about clinical or coun-
seling practice. Science can make for a stronger, more effective practice. So far, we 
have concentrated on the scientific investigation of treatment effects. Research 
impacts practice in many other ways: in determining causes of disorders, valida-
tion of measures, cultural effects, human development, and even practitioners’ 
acceptance of treatment innovations (e.g., Addis & Krasnow, 2000), to name a 
few. The history of science shows that there have been few important scientific 
findings that have not had some effect on practical affairs; but when science is 
purposely employed to advance practice, it can be an exceptionally powerful 
method. Applied science differs a bit from so-called pure science in that some 
issues appear that are not the concern of the pure scientist. For example, the 
distinction between “efficacy” and “effectiveness” studies (see Chapter 11) does 
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not surface in the laboratory. In efficacy studies, we are concerned with showing 
a causal relationship between a treatment and an outcome. Effectiveness studies 
are not designed to show causality, but are concerned with the conditions under 
which an established causal relationship can be generalized.

The Local Clinical Scientist

One model of practice that encourages the incorporation of scientific method 
into the provision of services is the “local clinical scientist” (Stricker & 
Trierweiler, 1995). This model applies to psychological science in two ways: 
(1) approaching the local situation in a scientific way (i.e., gathering and evalu-
ating data, and generating and testing hypotheses based on general psycho-
logical knowledge and theory), and (2) systematically questioning how local 
variables impact the validity of generalizing such knowledge to the local situ-
ation. Local is contrasted with universal or general in four ways: (1) local as 
a particular application of general science; (2) local culture consists of per-
sons, objects, and events in context, including the way people speak about and 
understand events in their lives (i.e., in the local perspective, science itself is a 
local culture, which practitioners bring into the open systems of their clients’ 
local cultures); (3) local as unique (i.e., some aspects of what the practitioner 
observes will fall outside the domain of available science, like a local phenom-
enon that has not yet been adequately studied because it is not (yet) accessible 
to the methods of scientific inquiry; and (4) space–time local (i.e., not just the 
physical and temporal properties of the object under study, but also the spe-
cific space–time context of the act of judgment).

The effective local clinical scientist knows the research methods and results 
in the areas in which he or she works (Spring, 2007) and utilizes the scien-
tific method in their practice. Table 1.1 illustrates how the phases of clinical 
practice and scientific investigation have common elements and how the sci-
entific approach can be incorporated into practice.

Skepticism, Cynicism, and the Conservative Nature of Science

One of the authors (Jay Thomas) teaches a course in statistics. After going over 
one assignment with the class (reading Huff’s, 1954, How to Lie with Statistics), 
one student commented that he was now more cynical than ever when it comes 
to reading research reports. To become cynical is to doubt the sincerity of one’s 
fellows, to assume that all actions are performed solely on the basis of self-in-
terest, and to trust anyone’s reports is naive. Developing cynicism in students 
is hardly a desirable outcome of studying research and statistical methods, 
particularly because it is hard to believe that a cynical clinician will be very 
successful in practice. We do hope that students become skeptical, doubting 
assertions until evidence is submitted to substantiate the claims. To be skeptical 
is to be “not easily persuaded or convinced; doubting; questioning” (Guralnik 
et al., 1978, p. 1334). Effective clinicians do not believe everything they hear 
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or read. They ask for, and evaluate, the evidence based on their understanding 
of the principles and methods of science. This is especially necessary in the age 
of the Internet and the World Wide Web. Today, information can be dissemi-
nated at a fantastic pace. It is not all good information and cannot be relied on 
by a professional until it is vetted and proved to be reliable.

To be a skeptic is not the same as being a pugilist. Although some scientists 
on opposite sides of a theoretical controversy go at one another with the feroc-
ity of heavyweight boxers fighting for the world championship, such ferocity 
is not necessary. Skepticism demands that we examine the evidence; when we 
find it weak or otherwise unpersuasive we can declare our distrust of the evi-
dence, usually without distrusting or disrespecting those who reported it. In 
fact, Shadish, Cook, and Campbell (2002) go so far as to state that “the ratio of 
trust to skepticism in any given study is more like 99% trust to 1% skepticism 
than the opposite” (p. 29). They continue to assert that “thoroughgoing skepti-
cism” is impossible in science. We assert that the issue revolves around who 
should be trusted, what should be trusted, and in what circumstance.

Huff (1954) used actual examples from the media to demonstrate many 
tricks that will lead a reader to draw a conclusion that is not supported by the 
data. This is the book that the student believed made him a cynic, but it should 
have turned him into a skeptic. At the end of the book, Huff provides five 
questions that the alert and skeptical reader can use to determine whether a 
statistic, a study full of statistics, or an author can be trusted. Huff’s questions 
are discussed here.

“Who Says So?” (Huff, 1954, p. 123) The nonspecialist in a field has no idea 
regarding who has a track record of doing excellent work; so they often look 
for an institutional or professional affiliation for guidance. Being associated 
with a famous institution affords an author an “OK name,” whether or not it is 
deserved. Several years ago, a physician wrote a book on sex, which became a 
bestseller. The good doctor claimed to be a psychiatrist and to have received his 
medical education from Harvard University. Neither claim proved to be true. In 
general, watch out for the researcher or institution with a vested interest in prov-
ing a point. Much of the evidence in favor of  psychopharmacological remedies 
originates from the companies who produce the medications. This concerns us.

“How Does He (She) Know?” (Huff, 1954, p. 125) Ask where the data came 
from, how large the sample size was, and how it was obtained. Very large and 
very small samples can be misleading, and a biased sample should always be 
considered misleading until proved otherwise.

“What’s Missing?” (Huff, 1954, p. 127) Pearson’s challenge demands that evi-
dence be provided with an assessment of its own reliability. For statistics, 
that means confidence intervals, standard errors, or effect sizes. It also means 
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defining one’s terms. If an “average” is reported, ask which kind. Means, 
medians, and modes are impacted by different factors, and a cheat will report 
the one that best states his or her case. In examining research reports in gen-
eral, ask how well the design of the study matches with the principles covered 
in this book.

“Did Somebody Change the Subject?” (Huff, 1954, p. 131) Suppose a researcher 
surveys clients about their satisfaction with therapy and rapport with their 
therapist, finds a relationship between the two variables, and reports greater 
rapport leads to better treatment outcomes. Notice the change from “satisfac-
tion” to “outcome.” The two words are by no means synonymous. This is a case 
of switching the subject. The clinical literature is replete with examples. Other 
forms of changing the subject include using far different definitions of terms 
from what the audience expects and either not providing that information 
or burying it so the reader tends to skip over it. Gernsbacher, Dawson, and 
Goldsmith (2005) documented one such switch in the case of the so-called 
autism epidemic. Many people believe that autism is increasing at a tremen-
dous rate. It has increased, but only because the definition of autism has been 
broadened so that many people who would not have received the diagnosis in 
years past now qualify.

“Does It Make Sense?” Huff (1954, p. 137) reminds us that sometimes a “find-
ing” makes no sense and the explanation is there is no intrinsic reason for it to 
do so. As an example, he cited a physician’s statistics on the number of pros-
tate cancer cases expected in this country each year. It came out to 1.1 pros-
tates per man, a spurious figure. A few years ago, a method was devised that 
supposedly allowed autistic children to communicate with parents, teachers, 
and therapists (McBurney, 1996). “Facilitated communication” involved hav-
ing a specially trained teacher hold the autistic child’s hand, and the child 
held a marking device over a board on which the letters of the alphabet were 
printed. Wonderful results were reported. Children who found it impossible 
to communicate even simple requests were creating complex messages even 
beyond what would be expected of other children their age. Was it too good to 
be true? It was. Was it sensible? It was not. Skepticism may have seemed cruel 
in denying the communicative abilities of these children, but even crueler was 
the discovery that the communication unconsciously sprang from the facilita-
tor, not the child.

The most difficult aspect of being a skeptic is being a fair skeptic. If a 
study supports what we already believe, we are much less likely to subject it 
to the same scrutiny as a study whose results are contrary to our preferences. 
Corrigan (2001) illustrated this in The Behavior Therapist, the newsletter of 
the Association for the Advancement of Behavior Therapy (AABT). There are 
some psychotherapies for which behavior therapists have a natural affinity 
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and other therapies that they view with some suspicion, a case in point being 
EMDR. Corrigan (2001) found after a fairly simple and brief literature search 
that there appears to be as much empirical support for EMDR as there is for 
the preferred therapies. Corrigan did not attempt to compare results nor did 
he examine the quality of the studies. His goal was simply to point out that 
without going to that effort there is no more a priori reason to reject EMDR 
than there is to accept the others. We can only add that the best strategy is 
to redouble one’s efforts in double-checking results when the results fit one’s 
previously established preferences. In fact, Herbert and his collegues (2000) 
did exactly this by more carefully examining the scientific and nonscientific 
ingredients of EMDR, in which they succinctly concluded that the active 
ingredients were exposure and cognitive restructuring (i.e., already known 
as efficacious, effective, and efficient), whereas the inactive ingredient was 
eye movement, which ironically is what Shapiro heralded—until disassem-
bly research was allowed—as the new and central change agent within her 
protocol. Additionally, because she also made such extreme claims about the 
rapidity, permanence, and generality of its effects, such claims, according to 
the philosopher Hume (1748/1977), would require “extraordinary” evidence, 
something which Shapiro has not provided. Instead, aggressive marketing and 
promotion of EMDR, without an appropriate level of methodological rigor in 
its validation, has been its mainstay.

Science is conservative due to its need for skepticism and evidence. There 
are always new ideas and techniques that fall outside the domain of science. 
Some fall into what Shermer (2001) calls the “borderlands of science,” not 
quite scientific, although potentially can be so. Often, however, the latest fads 
fail to have much of a lasting impact on science and practice just as 10-year-old 
clothing fashions have little influence on the current mode of dress. It takes 
time to weed out what is of lasting value when it comes to the cutting edge. 
This means there are potentially helpful interventions that the local clinical 
scientist does not employ, and this does represent a cost of ethical practice. 
There is, however, an even greater cost to clients, payers, the profession, and 
society at large if skepticism and the rigorous inspection of evidence are aban-
doned and every fad is adopted on the flimsiest of support (Dunnette, 1966). 
There are tremendous demands from clients and the market to give in to 
instant gratification, but that is not what a professional does. Be skeptical, ask 
questions, and generate answers.
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Measurement Theory in Research

JAY C. THOMAS and LISA R. CHRISTIANSEN

Imagine you are a World Records representative investigating two competing 
claims of “the world’s longest mustache.” One contender states his mustache 
extends to the bottom of his ribcage, whereas the other states his mustache 
extends to his hipbones. Might you be inclined to conclude the second con-
tender’s mustache is longer? What if the first gentleman was quite a bit taller 
than the second? What if the second gentleman had a much shorter torso 
than the first? Without a measuring device, how confident can you be in your 
conclusion? In any research question, accurate measurement is an absolute 
necessity. In the field of psychology, physical measurement of a trait such as 
height, weight, or mustache length is rarely used; instead, psychology deals 
with abstract concepts that are difficult to directly observe and sometimes 
even difficult to define. Developing and utilizing the best methods for measur-
ing such traits is therefore an essential component of psychological research.

Reliability

In a baseball game, the home plate umpire calls balls and strikes. The rules 
of baseball define the strike zone, the rectangle over the plate within which 
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a pitch is considered a strike and outside which the pitch is a ball. Television 
broadcasters can superimpose an outline of the strike zone over the plate, so 
viewers can see whether a pitch is a ball or strike, but the umpire does not have 
the outline. Consequently, umpires may develop tendencies such that one may 
tend to treat lower pitches or pitches that are slightly outside (away from the 
batter), or similar errors, as strikes. Although all umpires would ideally be 
perfect in their calls of balls and strikes, players have to settle for an umpire 
being consistent so that once a slightly low or outside pitch is called a strike, 
any pitch that is low or outside is a strike. This example illustrates the concepts 
of validity and reliability. When a pitch is accurately termed a ball or strike 
exactly in accord with the definition of the strike zone, the measuring instru-
ment, the umpire, is making valid calls. Consistently calling pitches in a given 
location as balls or strikes, regardless of where the rules state the strike zone 
ought to be, means the umpire is reliable. A reliable umpire may not be validly 
calling strikes and balls, but a valid umpire is reliable.

Measuring psychological attributes is much like calling balls and strikes. 
Even if we can exactly define what we are measuring, there typically is not 
something like the broadcaster’s rectangle that can help us verify the measure-
ment. The umpire has an advantage on those of us measuring psychological 
factors; the ball did pass through space at some point. Instead, our instruments 
are often tests, surveys, ratings, checklists, and so on from which we infer that 
we are measuring what we think we are measuring. For example, we cannot 
often directly observe an individual’s emotional state. Even if we notice some-
one crying, we cannot necessarily assume that they are sad. People have been 
known to cry especially when happy or even when they are angry. Instead, 
we rely on their truthfulness of self-report when we ask them, “How are you 
feeling?” In essence, much of our psychological measurement techniques are 
like asking someone “How are you feeling?” in a lot of different ways. From the 
consistency and content of their responses, we hope to infer that we are indeed 
measuring what we think we are measuring, that is, their emotional state.

So, reliability deals with consistency of measurement. We can measure reli-
ability in several ways; we present the four most common methods: (1) test– 
retest, (2) alternate forms, (3) internal consistency, and (4) interrater reliability. 
Things can rapidly get complicated, so to start, we will present these different 
types of reliability in as nontechnical language as possible, and then present 
the theory of reliability more rigorously once the basic ideas are established.

To begin, we switch from baseball to another analogy, measuring a person’s 
height, to allow for the simplest possible introduction. A person’s height is a 
straightforward physical measurement. In many homes, the height of family 
members is inscribed on a door jamb showing how the child or children have 
grown over the years. Height is based on the distance from the floor to the top 
of one’s head. It would seem to be an exact number, but its reliability would 
only be limited by the precision of measurement. That precision is determined 
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by the gradations on the ruler as well as how near it is held to the horizontal 
when placed on the person’s head and against the wall. The angle of the ruler 
introduces errors that can be slight or can range up to a couple of inches. 
Even the perspective of the person recording the height can introduce errors. 
One of us (Jay C. Thomas) was a subject in a longitudinal study examining 
changes in health in “older” adults. Each year, he would arrive at the labora-
tory, fill out questionnaires, and have his weight and height recorded. Height 
was measured by a tape measure mounted on the wall. For a known mounting 
height, presumably the subject could stand under the tape measure, have the 
tape pulled down to the top of the head, and the research assistant (RA) could 
read the height. One year, the reading was three-fourth of an inch shorter 
than he had ever been since reaching adulthood. This was disturbing enough, 
but after he pointed out the discrepancy, the RA commented “Well, people 
your age do start getting shorter.” Actually, the RA was rather short, and the 
angle between her eyes and the tape measure 3 feet above her head resulted 
in a biased measurement. Once it was discovered, several people had to be 
remeasured. An error that consistently results in measures that are too high 
or too low does not affect reliability, but it can affect validity just as in the case 
of baseball umpires.

You probably have a good idea of how tall you are and have no lack of con-
fidence in reporting it on forms such as those used for applying for driver’s 
licenses. Whatever your actual height is, it can be considered a true score. The 
heights we measure against the wall are observed scores and are a composite of 
true scores plus or minus error. Assuming for simplicity that we can measure 
without bias as in the example of Jay Thomas’s height, the errors are assumed 
to have a mean of zero and to be normally distributed above and below that 
mean. Assumption of normality of errors boils down to expecting that, over 
a great many measurements, there will be more small errors than large errors 
and that positive and negative errors balance out. We also have to assume that 
the errors are independent of the true score. This is not the case with some 
types of measures, such as mechanical scales that are rated to be accurate 
within a percentage of the actual weight. A bathroom scale may be rated for 
accuracy within ±2%, meaning the observed weight of a person weighing 100 
pounds could be between 98 and 102 pounds, whereas for a person weighing 
200 pounds, the interval is from 196 to 204 pounds. Given all these assump-
tions, we have the equation

 X t e= +

where X is the observed score, t is the true score, and e is the error. Because the 
e’s are just as likely to be positive as negative, we do not have to include “plus 
or minus” in the equation, but you should remember that the error can result 
in a score that is higher or lower than the true score.
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There is a good deal of variability across people in height. You might recall 
that we can measure variability through a variance. The sample variance1 is 
defined as
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Recall also that the cousin of the variance, the standard deviation, sx, is simply 
the square root of the variance. Because true scores and errors are uncorre-
lated, the variance of the observed scores is the sum of the variance of true 
scores ( )2st  and the variance due to error, se

2 (we say that variances are addi-
tive, which is why they are preferred in many computations over the standard 
deviation; the strength of the latter is that it is in the same measurement units 
we began with and so is more useful for descriptive purposes).

At this point, we have sx
2 that represents 100% of the observed variance and 

st
2 and se

2, each representing proportions of that total variance. You might also 
recall from statistics that the squared correlation (r2, the coefficient of deter-
mination) represents the amount of variance the two variables share; thus, 
it is often said for two variables, X and Y, r2 is the proportion of variance in 
Y explained by X. If we could calculate st

2, we could determine directly what 
proportion of the total observed variance is accounted for by true scores. We 
cannot make that calculation, but a little algebra leads to the conclusion that 
the squared correlation between observed scores and true scores represents 
the proportion of observed variance due to true score variance. This squared 
correlation is defined as reliability, denoted rxx, or more directly, reliability is 
the squared correlation of observed scores with true scores.2

Test–Retest Reliability

If we repeat the measurements of the heights of a large number of people twice, 
we should obtain similar results on each occasion, a type of reliability known as 
test–retest reliability. Yet, you have probably heard that a person’s height varies 
somewhat throughout the day being slightly taller in the morning, a little shorter 
in the evening. Thus, consistency depends on when we take the measurement, 
and our test–retest reliability of height may be limited if people are tested at dif-
ferent times during the day. There are also long-term effects. Young people grow, 
elderly people may shrink. Developmental trends can, depending on who is stud-
ied, affect the test–retest reliability even though the trends are predictable.

Test–retest reliability is typically evaluated using a correlation. We simply 
take measurements from the first occasion and correlate them with the second 
occasion. In theory, correlations can range from −1.0 to +1.0; a result close to 
+1.0 or −1.0 indicates a very high relationship, and a result close to 0 indicates 
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very little relationship.3 A coefficient of correlation is a small value that packs a 
lot of information. One type of information it includes is how well the relative 
ranking of measurements held up from time 1 to time 2. Suppose we measure 
the height of children at 3 years of age and then repeat the measurements on 
the same children 2 years later. Children can grow a lot between three and five. 
Further suppose that the children tended to grow about the same amount so 
that the rank ordering of heights remained about the same. We would obtain a 
large correlation, leading us to conclude that the measurement system had high 
reliability even though there was a large change in the measurements. So, con-
founding of developmental trends into the study can substantially reduce the 
credibility of the results. The situation is further complicated by some psycho-
logical variables, such as depression, occurring in phases, rising for a period of 
weeks, then dropping down to more typical levels for awhile, and so on.

The lesson here is that test–retest reliabilities should be considered con-
founded with stability of the characteristic being measured. Some authors 
suggest using the term stability coefficient in place of test–retest reliability 
(Ghiselli, Campbell, & Zedeck, 1981). The confounding with stability limits 
the use of test–retest reliability in practice and research. Since test–retest reli-
abilities are evaluated using correlations, an artificially high value may be 
obtained when all or most of the people being studied change approximately 
the same amount and maintain much the same rank ordering.

When test–retest reliabilities are cited in research studies, they should be 
from studies that covered approximately the same period of time. The degree 
of approximation depends on what is known about the stability of the trait 
or attribute being measured. For studies of depression, test–retest duration 
should be within a few weeks of the duration of the study. For studies of intel-
ligence, a more stable trait, the test–retest duration, could differ from the study 
duration by some months, or even years for a long-term study.

A second limiting factor on use of test–retest reliability is rooted in tac-
tics; it is often difficult or expensive to get study participants to return for a 
separate testing. Since test–retest reliability necessarily has to be evaluated 
on people who are not part of an experimental test of something intended to 
change them, separate studies on similar people are needed to establish the 
test–retest reliability of a measure.

A third limiting factor is that the people being tested may learn the con-
tents and remember their previous answers, thus confounding reliability 
with memory effects. A related problem transpires when the person is some-
how changed by the test; answering questions about personality or mood 
could cause the person to begin introspecting about those matters, and this 
could result in some internal change (Ghiselli et al., 1981). The test in this 
case could be validly measuring the trait, but because taking the test contrib-
uted to the observed change, the results could not be interpreted as reliable. 
Longwell and Truax (2005) conducted a study involving administering the 
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Beck Depression Inventory II (BDI-II; Beck et al., 1996) once each week to a 
group of undergraduate students over a two-month period. Another group 
took the BDI-II bimonthly, and a third group took it monthly. All participants 
also took another depression measure at the beginning and end of the study 
and a third measure just at the end. There were no differences between the 
groups on the pretests or posttests for the alternative measures, but the weekly 
BDI-II group demonstrated a consistent decrease in BDI-II scores over time. 
Thus, something about completing the inventory repeatedly on a weekly basis 
was associated with changing scores.

The use of test–retest reliability should be carefully considered whenever 
people are being studied over a time period in which the characteristic can rea-
sonably be expected to change. Mood fluctuates over days or weeks, arousal 
over minutes or hours, whereas personality and intelligence may remain stable 
for a few years. Some researchers attempt to avoid some of these problems by 
administering the instrument repeatedly over time, say once a month for sev-
eral months. This is thought to allow for the recognition of at least phase-related 
trends and, possibly, developmental trends. Obviously in such studies, reliability 
is no longer expressed as a simple correlation, and the researchers must examine 
the data carefully to determine whether results are credible over the duration 
they desire to study. The researchers must also take care to determine that the 
Longwell and Truax (2005) effect is not occurring. Finally, practical problems in 
obtaining this type of data dissuade many researchers from even trying.

Alternate Forms

Problems with test–retest reliability were recognized relatively early in the 
history of psychometrics. One could eliminate the stability problems as well 
as some of the tactical problems associated with test–retest by shortening the 
interval between test administrations to no time at all; participants finish the 
test and start over on it again right away. This has the obvious limitation of 
participants remembering their earlier answers and simply repeating them or 
benefiting from practice or losing interest, so the test developers had to pre-
pare alternate versions of the test covering the same content but with different 
items. If the test were of arithmetic skills, the two forms might look something 
as shown in Table 2.1.

Table 2.1 Example Items on Two 
Forms of an Arithmetic Test

Form A Form B

24 × 53 = 76 × 43 =
87 × 32 = 13 × 65 =
93/21 = 77/43 =
65/57 = 98/53 =
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If scores on both forms are highly correlated, then the tests have alternate 
form reliability. This works pretty well for tests such as this, although what if 
one form turns out to have somewhat more difficult items? Ideally, test forms 
should be interchangeable, so it is desirable that the forms be parallel, mean-
ing they have the same mean and standard deviation, correlate to a very high 
degree, and correlate with other variables to the same extent.4 This results in 
what are called parallel tests (Ghiselli et al., 1981). Actually developing tests 
that are so closely comparable is difficult and requires statistical and method-
ological expertise far beyond our scope here. For more details, see the book 
edited by Dorans, Pommerich, and Holland (2007). For now, we will proceed 
making the assumption that such tests can be developed.

Much of the reliability theory was developed in educational testing and 
in the development of cognitive ability tests. It is fairly easy to come up with, 
say, two 20-item forms of problems involving two-digit multiplication and 
division, such as those shown in Table 2.1. Other types of instruments require 
much more creativity. For some commercial personality tests, the authors 
begin with hundreds or even thousands of potential items, which are culled 
down first for content, and then more items are eliminated based on the analy-
sis of data from trial administrations. It is not easy to write so many items 
and certainly not easy to write several distinct items on the same construct 
so that they consistently have the same content. For example, a scale for the 
trait of extroversion might have items asking about socializing with groups of 
friends. Here is a good exercise; try writing two sets of 10 different items on 
this topic so that you are assured that each set of 10 has the same content and 
likely the same pattern of answers. If your experience is like ours, the first few 
items are easy to generate, but it gets harder and harder to complete the task. 
It often seems as if the first few items exemplify the construct much better, or 
at least differently, than the last few items when creativity is stretched. If you 
were able to write two comparable sets of items, then you may have a future in 
the testing industry.

Writing alternate items hoped for parallel forms is hard enough for per-
sonality inventories. It is even harder for behavioral measures and inventories 
of symptoms. How many ways can you ask about difficulty sleeping at night, 
use of alcohol, eating habits, or sexual difficulties such as those found on a 
depression inventory such as the BDI-II? This limitation in the ability to cre-
ate comparable items across forms is the first limitation in the use of alternate 
forms reliability.

The second limitation was alluded to the above one. Developing anything 
close to parallel tests for the population to be studied requires very sophisti-
cated sampling, methodological, and statistical expertise, as well as very large 
resources to pay for these studies. Consequently, today we usually see alternate 
forms and parallel tests only in widely used published psychological measures 
and educational tests.
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Alternate forms’ reliability must be assessed whenever more than one form 
of an instrument is employed in a study. Studies examining developmental 
progress often have to use different forms of the same measure because the 
same trait may be expressed differently throughout the lifespan. This problem 
is known as scale alignment. Aligning scores on such measures is even more 
complicated than developing parallel tests. The book by Dorans et al. (2007) 
introduces these methods, and a high level of statistical expertise is required 
to use the information.

Internal Consistency Reliability

Evaluating alternative forms of reliability had a number of practical dif-
ficulties that were noticed very early in the development of psychometrics: 
problems writing enough similar items, getting people to sit through two 
administrations, practice effects, and others. A simple solution was to break 
the test in half and treat the two halves as alternate forms. Comparing the first 
half of the items with the second half did not control for experience, but that 
could be accomplished by comparing the odd-numbered items with the even-
numbered items. An odd–even split is just one of many possible splits, but it 
is generally the easiest to work with—a major consideration in precomputer 
days. Thus, split-half analyses have most often been odd–even splits. As usual, 
there were problems associated with this method. Right away, you can see that 
the two halves must be equated for content and difficulty, so that technical 
problem is not escaped, just diminished by using half the items needed for 
two full forms. However, the biggest problem with split-half reliability comes 
from the use of half as many items in the analysis. You probably already know 
that in sampling, more is better (all else being equal). In this case, the sample 
of items is half as large in each “form” as it would be comparing two com-
plete forms. More observations or items lead to greater reliability, so split-half 
reliability analyses provide an underestimate of the actual reliability. If we 
assume that the two halves of the test meet the standard of parallel forms, the 
actual reliability can be estimated through the use of the Spearman–Brown 
Prophecy formula, which allows inquiries of how lengthening or shortening 
a test can influence reliability. In the formula, rkk is the expected reliability of 
the relengthened test, rxx is the current reliability of the halves (remember, we 
assume they are parallel and, thus, have equal reliability), and k is the factor 
by which the test is lengthened or shortened. If the test is doubled (i.e., the two 
halves combined into a single test), k = 2.

 
r kr

k rkk
xx

xx
=

+ −1 1( )

The Spearman–Brown formula is based on the assumption that any addi-
tional items are similar to the existing items in terms of difficulty and that 
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they represent the same content domain. In addition to correcting split-half 
estimates, the formula is useful for examining the effects of proposed changes. 
For example, suppose a current 10-item instrument is not sufficiently reliable 
for some purpose. The researcher can determine how many more items are 
needed to achieve the desired reliability. Alternatively, an instrument is too 
long to include in a research study, and the researcher is interested in what 
would happen to the reliability if the number of items were cut by a third 
(k = 1/3). Because of these uses, the Spearman–Brown formula still exists 
despite the split-half method being rarely used today.

Development of split-half reliability focused on the internal consistency of a 
test, that is, how well the items relate to one another. Several reliability indexes 
were developed under different sets of assumptions; eventually Cronbach 
developed the most widely used measure of internal consistency reliability, 
Cronbach’s α,5 or coefficient α, as Cronbach termed it. Split-half and some 
other earlier forms of internal consistency were based on what is known as 
strong true score theory. In this theory, the true score is thought to actually 
exist, just as a person’s height exists as some figure. As statistical theory was 
applied to psychometrics, there was a shift to a weaker form of true score, one 
that is defined theoretically and is not expected to have an actual value. In 
the multiplication test described above, we used four problems in each form. 
However, there are 9,801 possible sets of two two-digit numbers to multiply 
(if we include 00, 01, 02, etc., as two-digit numbers; otherwise there are only 
8,100 sets). We had to sample from the possible items. We now have a situation 
in which we are sampling both people and items. The sampling of the items 
leads to domain sampling theory. In domain sampling theory, the true score 
is the average (mean) score a person would obtain if the person could take 
all possible versions of the test made up of items from the domain (under the 
same conditions). Domain sampling theory allows for some additional stat-
istical theory in the development of reliability theory. This domain sampling 
theory imposes some limits on the use and interpretation of Cronbach’s α.

The formula for Cronbach’s α looks more complicated than it is. The for-
mula is as follows:
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where k is the number of items, σk
2 is the variance of an item across all test 

takers, and σ total
2   is the variance of total scores.

It is important to understand this formula to understand the meaning 
and limitation of Cronbach’s α, so bear with us as we enter into a little bit of 
statistics. For understanding purposes, you do not need to worry about the 
k/(k − 1), and we will ignore aspects of other formulas that do not contribute 
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to the understanding level. You might recall the definitional formula for a 
sample variance as follows:
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Also recall the formula for a standard, Pearson Product–Moment correlation 
as follows:
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The numerator of the correlation (inside the square root sign) is known as the 
covariance. If x = y, then the covariance would equal the numerator of the 
variance and, of course, r = 1.

Now, imagine we gave the four-item multiplication test in Table 2.1 to a 
large number of fifth graders. Some children would get all four problems cor-
rect, some would be correct on three, others on two or one, and some would 
not get any correct. Across all of the children, we could compare each pair of 
items and calculate the variances and covariances. These are usually displayed 
in a variance–covariance matrix as shown in Table 2.2. If you add up all the 
elements in the matrix, the sum equals the total variance on the test (using 
all the total scores of all the children). There are twice as many covariances 
as there are variances in the matrix. The covariances represent the amount of 
the total variance that is shared across items. The total of the variances repre-
sents variances associated with individual items. Therefore, in the formula for 
Cronbach’s α, the fraction σ σk

2 2∑( )( )total  represents the proportion of vari-
ance due to the individual items. Subtract it from one, and you get the propor-
tion of variance that is shared among the items. When you get down to it, that 
is what Cronbach’s α represents. Because of the way it is defined and derived, 
Cronbach’s α represents a lower bound on internal consistency reliability; the 
actual reliability could be higher (Thompson, 2003).

Because Cronbach’s α is so widely used in research, it is important to 
address some myths and misunderstandings about it. Earlier we said it 

Table 2.2 A Variance-Covariance Matrix for a Four-Item Test

Item 1 Item 2 Item 3 Item 4

Item 1 s1
2 cov12 cov13 cov14

Item 2 cov12 s2
2 cov23 cov24

Item 3 cov13 cov23 s3
2 cov34

Item 4 cov14 cov24 cov34 s4
2
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represents the variance shared among items; that is, the extent to which they 
are intercorrelated. However, α can increase as more items are added to a 
scale (Streiner, 2003a). Researchers and practitioners need to be wary of high 
reliability for an instrument with a very large number of items because the 
reliability can be artificially increased by so many items. Streiner (2003a) also 
points out that reliability can also be high due to redundancy between items. 
If you ask the same question over and over, you may get high reliability, but 
not much useful information. Therefore, contrary to common opinion, big-
ger is not always better.

We often see or hear references to a particular test or other instrument as 
being “highly reliable.” Unfortunately, reliability is as much or more a prod-
uct of the sample from which the data were collected as it is the test (Streiner, 
2003a; see also the volume edited by Thompson, 2003). Referring back to the 
multiplication test, we might guess that the average fifth grader would get half 
of the problems correct. If the same test were given to 100 second graders, the 
average correct would be less than one. If we administered it to 100 psycho-
metricians, the average correct would be close to four. The test would most 
likely obtain the highest reliability with the fifth graders; reliability values 
would be low for the second graders and the psychometricians. Why? Because 
Cronbach’s α depends on variances and covariances. If very few people get the 
items correct or few get them wrong, there will not be much variance to share 
and α will be low. It will be greatest when the average correct score is about 
50%. For personality inventories, attitude questionnaires, and other measures 
not having “right” and “wrong” answers, we shift from “correct” to “endorsed” 
and get the same effect. If the instrument has items rated on a scale such as a 
Likert-style scale, the effect is the same if people tend to pile up on one or two 
rating points and there is little variance.

Cronbach’s α is a form of statistics known as an intraclass correlation. 
Being a type of correlation, it can theoretically range from zero to one or 
even take on negative values, but in practice, this does not happen (Streiner, 
2003a). Occasionally, an α can be calculated to be less than zero. This is due to 
some artifact in scale construction (Streiner, 2003a) and indicates that the test 
developer needs to revise the measure before gathering more data.

Another caution about internal consistency reliability concerns the type of 
measure. Streiner (2003b) points out that some instruments are scales while 
others are indexes. In a scale, it is assumed that responses to the items are 
caused by some underlying trait. A fifth grader with high numerical apti-
tude would score well on the multiplication test, whereas a fifth grader with 
very little numerical aptitude would not score well. The “cause” of the score 
is the aptitude for working with numbers. Domain sampling theory applies 
to scales. In an index, the items are chosen because together they define the 
trait. Personality disorders would be measured through an index. Antisocial 
personality does not cause the person to have narcissism, a lack of empathy, 


