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PREFACE

This book was written as a supplemental text for use with introductory or intermediate sta-
tistics books. The content of each chapter is appropriate for any undergraduate or graduate 
level statistics course. The chapters are ordered along the lines of many popular statistics 
books so it should be easy to supplement the chapter content and exercises with your sta-
tistics book and lecture materials. Each chapter lists a set of objectives and a summary of 
what the student should have learned from the chapter. The content of each chapter was 
written to enrich a students’ understanding of statistical concepts as well as S-PLUS due 
to the inclusion of exercises that use S-PLUS script programs. The chapter exercises rein-
force an understanding of the statistical concepts and the S-PLUS script programs in the 
chapters.

Computational skills are kept to a minimum in the book by including S-PLUS script 
programs that can be run for the exercises in the chapters. Students are not required to mas-
ter the writing of S-PLUS script programs, but explanations of how the programs work and 
program output are included in each chapter. S-PLUS is an advanced statistical package 
with an extensive library of functions that offers flexibility in writing customized statistical 
routines. The S-PLUS script commands and functions provide the capability of program-
ming object and dialog windows that are commonly used in Windows software applica-
tions. The S-PLUS software program also contains pull-down menus for the statistical 
analysis of data. 

ORGANIZATION OF THE TEXT

The early chapters in the textbook offer a rich insight into how probability has shaped sta-
tistics in the behavioral sciences. In later chapters, the persons who created various statis-
tics and hypothesis testing are highlighted. A final chapter brings together current thinking 
on significance testing versus practical importance of research findings.

The chapters are grouped into six parts. Part I includes chapters on statistical theory, 
random sampling, and basic descriptive statistics (frequency distributions, stem and leaf 
plots, central tendency, and dispersion). Basic concepts related to calculating and inter-
preting these measures are covered in the chapter exercises. Unique aspects of Part I are 
the generating of random numbers, presentation of population distributions, sample size 
effects, Tchebycheff Inequality Theorem, and determining the probability area under a 
population distribution. These chapters provide an understanding of how the theoretical 
normal distribution is developed and used in statistics.

Part II includes chapters that cover the basic ideas behind probability. The content cov-
ers probability based on independent outcomes, joint outcomes, combinations, and permu-
tations. The importance of the addition and multiplication laws of probability in statistics is 
further explained. The importance of probability in understanding basic statistical concepts 
is further enhanced in the chapter exercises, especially the difference between exact prob-
abilities and theoretical probabilities. The S-PLUS script programs are helpful in examin-
ing the various outcomes discussed in the chapters.
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Part III includes chapters that extend an understanding of how probability and frequency 
distributions result in sampling distributions. The concept behind how sampling distri-
butions are used in probability statistics is presented. The binomial distribution, normal 
distribution, t-distribution, chi-square distribution, and F-distribution are presented in the 
chapter exercises. Unique to this part is the discussion of how Monte Carlo methods can be 
used to create the sampling distribution of a statistic, e.g., z, t, chi-square, and F statistics.

Part IV includes the importance of understanding and interpreting results based on the 
sampling distribution of a statistic, which will be helpful in understanding chapter exercises 
in Part V. An important chapter on the Central Limit Theorem provides an understanding 
of how random samples from any population distribution will result in a normal sampling 
distribution of a statistic especially as sample size increases. This forms the basis for later 
discussion on confidence intervals, hypothesis testing, Type I error and Type II error. A 
key concept emphasized is the inference made from the sample statistic to the population 
parameter and the consequence of making that decision.

Part V contains the essential chapters on hypothesis testing in research. The basic statis-
tics covered are the z-test, chi-square, t-test, analysis of variance, correlation, and regres-
sion. Each chapter begins with an elaboration of the origin of the statistical procedure 
and the person(s) who created them. Examples demonstrate the various types of research 
questions, how the statistic is used, and interpretation of results. The chapter content and 
exercises provide the necessary skills for students to better understand how these statistics 
are used to answer research questions. The logic and steps taken to conduct statistical 
hypothesis testing using the scientific method is emphasized.

Part VI introduces the importance of replicating research results. In the absence of 
being able to reproduce the findings in a research study (replicating the study with another 
random sample of data), cross-validation, jackknife, and bootstrap methods are used to 
estimate the replicability of findings. Cross-validation involves the random splitting of a 
sample, applying the statistical test on both sub-samples, and comparing results. Jackknife 
involves estimating the sample statistic several times based on dropping a different data 
value each time. The bootstrap procedure uses resampling (sampling with replacement) to 
estimate the amount of bias in a sample statistic as an estimate of a population parameter. 
A chapter also presents meta-analysis techniques, which quantitatively combine and syn-
thesize the results of several related research studies. This provides an understanding of 
the role converting various statistics to a common scale for comparative purposes plays 
in meta-analysis. A final chapter compares statistical significance testing and the practical 
importance of research findings. Although hypothesis testing is stressed in Part V, the last 
chapter in Part VI provides an understanding that significance testing, i.e., p<.05, is not 
necessarily sufficient evidence of the practical importance of research results. It highlights 
the importance of reporting the sample statistic, significance level, confidence interval, and 
effect size. Reporting of these values extends the students’ thinking beyond significance 
testing.
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S-PLUS PROGRAMS

Each chapter contains at least one S-PLUS program that produces computer output for the 
chapter exercises. A CD is available with the book and contains S-PLUS script programs 
that enhance the basic understanding and concepts in the chapters. The S-PLUS programs 
on the CD have an extension “.ssc”, which refers to a script file in S-PLUS. A chapter 
number, e.g., chap01.ssc, precedes each script program. After mastering the concepts in 
the book, the S-PLUS software can be used for data analysis and graphics using pull-down 
menus. The statistical tests and methods for the replicability of findings in Parts V and VI 
are included in the S-PLUS statistical software.

When using the supplemental exercises for classroom instruction, S-PLUS will need 
to be installed on either a stand-alone IBM compatible personal computer (with a roll cart 
and a projection monitor) or on a local area network for use with a computer-equipped 
classroom. Information concerning the purchase and installation of S-PLUS on a local 
area network should be referred to your computing center personnel. Student versions of 
S-PLUS may also be available for purchase at university bookstores.

There are several Internet web sites that offer information, resources, and assistance 
with S-PLUS. These can be located by entering “S-PLUS” in the search engines accessible 
from any Internet browser software. The main Internet URL (Uniform Resource Locator) 
address for S-PLUS is: http://www.mathsoft.com/. The MathSoft Company markets the 
S-PLUS software. S-PLUS is a high level programming language for statistics and graph-
ics that was developed at Bell Labs. A second URL is, http://lib.stat.cmu.edu/S/, which 
accesses Carnegie Mellon University’s software library of functions and routines written 
by various authors. The S-PLUS programs were not written to run in R (an open-source 
version of S/S-PLUS), although R programs could be written to run most of the chapter 
exercises (with the exception of dialog boxes). More information about R programs and 
comparisons to S/S-PLUS is available at: http://lib.stat.cmu.edu/R/CRAN.

Randall E.Schumacher
Allen Akers
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INTRODUCTION AND 
STATISTICAL THEORY





CHAPTER 1  
STATISTICAL THEORY

CHAPTER OBJECTIVES
• To see how the computer can be used to generate random samples of data.
• To understand the difference between a population and a sample.
• To observe that different samples may lead to different sample estimates of popula-

tion parameters.
• To see that most estimates from samples contain some error of estimation.
• To find a relationship between the size of a sample and the accuracy of the estimate.

The field of statistics uses numerical information obtained from samples to draw inferences 
about populations. A population is a well-defined set of individuals, events, or objects. A 
sample is a selection of individuals, events, or objects taken from a well-defined popula-
tion. A sample is generally taken from a population with each individual, event, or object 
being independent and having an equally likely chance of selection. The sample average 
is an example of a random sample estimate of a population value, i.e., population mean. 
Population characteristics or parameters are inferred from sample estimates, which are 
called statistics. Examples of population parameters are population proportion, population 
mean, and population correlation. For example, a student wants to estimate the proportion 
of teachers in the state who are in favor of year-round school. The student might make the 
estimate on the basis of information received from a random sample of 500 teachers in the 
population comprised of all teachers in the state. In another example, a biologist wants to 
estimate the proportion of tree seeds that will germinate. The biologist plants 1,000 tree 
seeds and uses the germination rate to establish the rate for all seeds. In marketing research, 
the proportion of 1,000 randomly sampled consumers who buy one product rather than 
another helps advertising executives determine product appeal.

Because a sample is only a part of the population, how can the sample estimate accu-
rately reflect the population characteristic? There is an expectation that the sample estimate 
will be close to the population value if the sample is representative of the population. The 
difference between the sample estimate and the population value is called sample error. In 
a random sample, all objects have an equal chance of being selected from the population. 
If the sample is reasonably large, this equally likely chance of any individual, event, or 
object being selected makes it likely that the random sample will represent the population 
well. Most statistics are based upon this concept of random sampling from a well-defined 
population. Sampling error, or the error in using a sample estimate as a population esti-
mate does occur. In future chapters, you will learn that several random sample estimates 
can be averaged to better approximate a population value, although sampling error is still 
present.

In this chapter, you will use S-PLUS computer software and a STATISTICS program 
to simulate the sampling of data from a population. You are to determine what proportion 
of a certain large population of people favor stricter penalties. A random number generator 
will determine the responses of the people in the sample. A random number generator uses 
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an initial start number to begin data selection, and then uses the computer to generate other 
numbers at random. You will use the results of these simulated random samples to draw 
conclusions about the population.

You will be asked to run the S-PLUS STATISTICS program five times. The program 
can be run more times if you like. Each time you run the program, the true population pro-
portion will be different. Consequently, each time you will be simulating a sample data set 
from a different population. The four different random samples will be chosen during each 
computer run. The random samples have various sample sizes: 5, 20, 135, and 1,280. Using 
these results, you will be able to observe the effect of sample size on the accuracy of esti-
mation. The Gallop Poll, for example, uses a random sample of 1,500 people nationwide to 
estimate the presidential election outcome within +/− 2% error of estimation. This chapter 
will help you understand random sampling and how the sampling error of estimation is 
determined, i.e., difference between the sample statistic and the population parameter.

SUMMARY

In this chapter, you should learn that:

• A random sample is part of a population.
• Random samples are used to draw inferences about population parameters or charac-

teristics.
• Different random samples lead to different sample estimates.
• The estimate from a sample is usually not equal to the population value.
• If a large sample is taken, the standard error is smaller.

How the program STATISTICS works
The STATISTICS program uses a pseudo-random number generator in S-PLUS to select a 
random number between 0 and 1 for the true proportion. Next, random samples of only 0 
or 1 are drawn from the finite population (not values between 0 and 1). The probability of 
a 0 is (1− the population proportion) and the probability of a 1 is the same as the popula-
tion proportion. Random samples of various sizes are taken and the sample proportion and 
estimation errors are calculated.

The size of the samples varies by the list of sample sizes in the variable Sample-
Sizes. The “<−” operator is an assignment operator that places the vector of values 
(10,100,500,1000,1500) into the variable SampleSizes. The c before the parentheses means 
to concatenate these values into a single vector. NumSamples is assigned the length of the 
SampleSizes vector, which is equivalent to the number of individual sample sizes. PopProp 
is the true proportion in the population and is obtained by taking one random number from 
a uniform population that is between the values of 0 and 1. The runif command means to 
take a value from a random uniform population and the number values (1,0,1) correspond 
to the number of values to be obtained (1), the bottom of the range of values (0), and the 
top of the range of values (1). There are several other commands within S-PLUS that allow 
for sampling from other distributions, such as normal (rnorm), binomial (rbinom), and 
exponential (rexp).
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The most complex parts of the program pertain to creating and using matrices, which 
will be covered in later chapters. The line which begins with TrialData <− matrix is set-
ting the size of the matrix and associating labels with the values that will be written to it. 
The for statement begins the processing loop. The for command assigns to the variable 
SampleSize successive values listed in the SampleSizes vector. The parentheses are used 
to mark the beginning and end of the loop encapsulated by this for command. The first 
line within the processing loop creates a vector of values for the first sample and assigns 
it to the temporary variable SampleData. The sample command is a way to sample from 
a finite population, in this case either 0 or 1, but it can also be very useful for taking a 
subsample of larger samples. The 0:1 denotes the range of integer values between 0:1, 
which only includes 0 and 1, but the same notation could be used to create a vector of 
integer values from 1 to 10 (1:10). The prob keyword sets the probability of getting each 
value, with 0 having a probability of 1 minus the population proportion (1-PopProp) and 
1 having a probability of the population proportion. The size=SampleSize assures that this 
sample is the same size as the one corresponding to the loop iteration, and replace=T 
means to replace values that have been chosen from the population, so this is sampling 
WITH replacement. If taking a subsample of a larger population, you can request sampling 
WITHOUT replacement (replace=F).

The next line sums all the zeros and ones from the sample to get the total number of 
people who were in favor, and then divides that value by the sample size to get the sample 
proportion. The next to the last line within the processing loop assigns values to one vec-
tor within the matrix built earlier in the program for outputting the data. The i<-i+1 line 
increments the counter used to keep track of the place within the matrix. The last line of 
the program produces a printout of the matrix. The values in the SampleSizes vector can be 
changed to simulate small or large sample sizes.

STATISTICS Program Output

            Size  No.  in Favor   Sample Prop.   True Prop.   Est. Error
Sample  1    10              6             0600           0.677            0.077
Sample  2    100            59           0.590          0.677            0.087
Sample  3    500            331         0.662          0.677            0.015
Sample  4   1000           670         0.670          0.677             0.007
Sample  5   1500           1037       0.691          0.677    -        0.014
            Size  No. in Favor  Sample Prop. True Prop.  Est. Error
Sample  1     20             1            0.050       0.098           0.048
Sample  2    200            18          0.090       0.098           0.008
Sample  3   1000           110        0.110       0.098     -     0.012
Sample  4   2000           194        0.097       0.098           0.001
Sample  5   3000           303        0.101       0.098     -     0.003
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CHAPTER 1 EXERCISES

1. Run STATISTICS once to obtain the results of people who are in favor of stricter pen-
alties for criminals using the four sample sizes below. Enter the results here.

SAMPLE SAMPLE SIZE NO. IN FAVOR SAMPLE PROPORTION

A 5 ____________ ____________

B 20 ____________ ____________ 

C 135 ____________ ____________

D 1280 ____________ ____________

a. Verify that the sample proportions are correct by using long division or a calculator. 
To find the sample proportion from the number in favor and the sample size, use the 
formula:

SAMPLE SAMPLE PROPORTION=(NO. IN FAVOR)÷(SAMPLE SIZE) 
COMPUTATION

A ____________________________________

B ____________________________________ 

C ____________________________________

D _____________________________

b. Is the estimate of the population proportion the same for each of the samples? Yes__ 
No__

c. Why do you think the sample proportions change? __________________________
_________________ 

d. What is the true population proportion?._______

2. The sample proportion (EST) is an estimate of the true population proportion (P). 
There are errors in the sample estimates.

a. Calculate the error for each sample. Some of the errors may be positive or negative 
(Record the +/− sign with the error). Note: ERROR=EST−P.

  SAMPLE PROPORTION

SAMPLE SAMPLE SIZE TRUE SAMPLE ERROR

A 5 ________ ________ ________

B 20 ________ ________ ________
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C 135 ________ ________ ________

D 1,280 ________ ________ ________

b. Which of the four samples gave the best estimate? ________

3. Run the STATISTICS program 4 more times. Each time, compute the errors in the 
estimates (P will be different for each program run).

RUN1 RUN 2

SAMPLE SIZE TRUE ERROR SAMPLE SIZE TRUE ERROR

A 5 ______ ______ A 5 ______ ______

B 20 ______ ______ B 20 ______ ______

C 135 ______ ______ C 135 ______ ______

D 1.280 ______ ______ D 1,280 ______ ______

 TRUE P ______   TRUE P ______  

RUN 3 RUN 4

SAMPLE SIZE TRUE ERROR SAMPLE SIZE TRUE ERROR
A 5 ______ ______ A 5 ______ ______
B 20 ______ ______ B 20 ______ ______
C 135 ______ ______ C 135 ______ ______
D 1,280 ______ ______ D 1,280 ______ ______
 TRUE P ______   TRUE P ______  

a. For the four program runs, what was the largest and smallest amount of error for 
each sample size? (Disregard the plus or minus sign.)

SAMPLE SIZE LARGEST ERROR SMALLEST ERROR

A 5 ____________ ____________

B 20 ____________ ____________

C 135 ____________ ____________

D 1,280 ____________ ____________

b. Was the sample proportion from a smaller sample ever a better estimate of the popu-
lation proportion than the sample proportion from a larger sample? Yes_________ 
No_________.

c. If yes, for which samples (A,B,C, or D) were the errors smaller?
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SMALLER SAMPLE ______ LEAST ERROR_________
LARGER SAMPLE_________ LEAST ERROR_________

d. Why is it possible for a smaller sample to occasionally give a better estimate than a 
larger sample?

4. Use the previous exercises to draw a conclusion about the effect of sample size on the 
estimate of the population proportion.

 ____________________________________________
 ____________________________________________
5. A newspaper survey indicates that 62% of the people in a certain state favor a bill to 

allow retail stores to be open on Sunday. Given the examples you just completed, what 
additional information would help you interpret this report?

 ____________________________________________
 ____________________________________________

TRUE OR FALSE QUESTIONS

T F a. A sample is part of a population.

T F b. The sample proportion always equals the population proportion.

T F c. The larger the sample size the more likely it is that a sample proportion will be 
close to the population proportion.

T F d. Each time a different random sample is taken from the same population the sam-
ple proportion could be different.

T F e. The sample proportion from a large sample is always a better estimate of the 
population proportion.



CHAPTER 2  
GENERATING RANDOM NUMBERS

CHAPTER OBJECTIVES

• To understand how the computer generates random numbers.
• To understand how samples of random numbers are used in statistics.
• To investigate characteristics of a sequence of random numbers.
• To test the random number generator used by the computer.

Random numbers are used in statistics to investigate the characteristics of different popu-
lation distributions. We will only be studying the characteristics of the normal distribution. 
This is because many of the variables that we measure are normally distributed. The sta-
tistics we use to test hypotheses about population characteristics based on random samples 
are created based on certain assumptions and characteristics of the normal distribution. 
Other population distributions exist (wiebull, hypergeometric, poisson, and elliptical), but 
we will not be studying their characteristics and associated statistics in the chapter exer-
cises.

Early tables of random numbers helped gamblers to understand their odds of winning. 
In some instances, exact probabilities or odds of certain outcomes were generated from 
cards and dice. Today, high-speed computers using computer software with a numerical 
procedure (algorithm) can produce tables of random numbers. The first mainframe com-
puter, a UNIVAC, produced a set of one million random numbers, which was published in 
a book by the Rand McNally Corporation. Personal desktop computers today run software 
that can generate random numbers.

Although many computers have software (mathematical algorithms) to generate ran-
dom numbers, the software algorithms are not all the same and do not produce the same set 
of random numbers. Basically, a set of computer-generated numbers is not truly random, 
so they are called “pseudo random numbers.” They are called “pseudo random numbers” 
because the numbers tend to repeat themselves after awhile (repeatedness), correlate with 
other numbers generated (correlatedness), and don’t produce a normal distribution (nor-
mality). Consequently, when using a random number generator, it is important to report 
the type of computer used, type of random number generator software (algorithm), start 
value (start number), repeatedness (when numbers repeat themselves in the algorithm), 
correlatedness (when numbers begin to correlate in a sequence), and normality (whether or 
not a normal distribution was produced).

A true random set of numbers has no pattern, and if graphed, would appear as scattered 
data points across the graph. Because true random numbers have no pattern, the next num-
ber generated would not be predicted and would appear with approximately the same fre-
quency as any other number. The concept is simple, but often requires visual confirmation 
(graph) or other statistical test of randomness and/or normality. Software programs often 
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include statistical tests for testing the randomness and normality of computer-generated 
random sample data.

In this chapter you will execute the random number generator in the S-PLUS program. 
Because all random number generators are not the same, acceptable properties for these 
random numbers should include:

1. Approximate, equal proportions of odd and even numbers should occur.
2. Each number between 0 and 9 is generated approximately one-tenth of the time.
3. For the five consecutive sets of generated number combinations, the percentages 

should be approximately equal to the theoretical probabilities.

SUMMARY

In this chapter, you should learn that:

• A sequence of random numbers is not truly random (unique).
• A sequence of random numbers is typically unpredictable, but a long sequence of 

random numbers will tend to repeat, correlate, and not appear normal.
• Our expectation is that about half of the generated numbers are odd and half are 

even.
• The frequency of occurrence for any random integer between 0 and 9 is approxi-

mately one-tenth of the time.
• A set of randomly generated numbers can be tested for randomness and normality.

How the RANDOM program works
The RANDOM program tests the randomness of the pseudo-random number generator 
used in S-PLUS. The majority of the program code classifies combinations of numbers and 
formats the output. The creation of sample data and the calculation of the relative frequen-
cies of odd and even digits, and each individual digit, are all contained within the first few 
lines of the program. Random numbers are sampled from the integer values 0 through 9; 
the relative frequency of the odd numbers is determined using the modulus (or remainder 
function) in combination with the sum function and dividing by the sample size. The rela-
tive frequency of the even numbers is determined in the same manner, only using all values 
that were not determined to be odd (SampleSize−sum(SampleData%%2)). The relative 
frequency of each digit is determined by the familiar factor and table combination, and 
then all raw data are put into groups of five numbers.

The main processing loop of the program is used primarily to classify the groups of 
numbers based on various combinations of repeat values. It iterates from 1 to the number 
of rows in the GroupedData matrix, which is the first dimension (dim) of that matrix. The 
first line within the matrix concatenates the values within the current row with no space 
separation between them (sep=“”). Next, a double use of the table and factor function 
combination yields the various amounts of repeat values within the sample group. The loop 
begins from the inside and works out. First, the number of times that each number (0 to 9) 
comes up within the group is tallied, then the outer pair of factor and table functions count 
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how many of each number of repeats (three of a kind, four of a kind, etc.) are in the group. 
The next few lines of code use the information contained within the vector just created to 
classify the different combinations of repeats into unique event values. The event values 
are fairly arbitrary in this program, unlike earlier programs that used the binary coding 
scheme, and could really be anything as long as they were matched up with the appropriate 
labels when they were output. Finally, the last line within the processing loop adds the raw 
group of numbers to an output vector.

The vectors are factored and tabled to determine how many of each unique event occurred 
within the sample. The next line builds an output matrix from the relative frequencies that 
were determined at the beginning of the program, along with their theoretical probabilities, 
which have been typed directly into the program instead of being calculated. After this, 
dimension names are assigned for a matrix, a matrix of the event relative frequencies is 
built, and dimension names are subsequently assigned to that matrix. Finally, the output 
begins with the groups of numbers from the sample being printed with the cat function 
using the keyword fill to assure that lines greater than 80 characters will be wrapped to the 
next line. Then the two output matrices are printed using the print.char.matrix function 
with a fixed number of decimal places. The scientific keyword was used in the second case 
because there was a problem with some values being represented in scientific notation due 
to the fact that the default is to print anything with its lead digit more than four places from 
the decimal in scientific notation. This change increased output to six places.

The RANDOM program allows you to adjust the sample size until you find one that 
closely approximates the theoretical probabilities. An experienced S-PLUS program-
mer could easily create an outer loop that would permit the use of automatic iterations 
for increasingly larger sample sizes. One could also determine the sum of squared errors 
within each area for a test of randomness (relative frequency of even/odd, relative fre-
quency of each digit, and relative frequency of combinations). These results could then be 
output in a table with the corresponding sample size to determine which sample size yields 
a reasonably close estimate to the theoretical probabilities. Additionally, a line graph could 
be created to view the relationship between the sum of squared error and different sample 
sizes. The S-PLUS programming required to accomplish these tasks, however, is beyond 
the scope and activity for the examples in this chapter.

RANDOM Program Output

Number groups:
86526 76376 99385 00396 54480 28574 05502 20873 10308 69425 69363 05530

                    |Relative Frequency  |Probability         |
--------------------+--------------------+--------------------+
Odd                 |0.45                |0.50                |
--------------------+--------------------+--------------------+
Even                |0.55                |0.50                |
--------------------+--------------------+--------------------+
0                      |0.17                |0.10                |
--------------------+--------------------+--------------------+
1                      |0.02                |0.10                |
--------------------+--------------------+--------------------+
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2                      |0.08                |0.10                |
--------------------+--------------------+--------------------+
3                   |0.13                |1.10                |
--------------------+--------------------+--------------------+
4                   |0.07                |0.10                |
--------------------+--------------------+--------------------+
5                   |0.15                |0.310               |
--------------------+--------------------+--------------------+
6                   |0.13                |0.10                |
--------------------+--------------------+--------------------+
7                   |0.07                |0.10                |
--------------------+--------------------+--------------------+
8                   |0.10                |0.10                |
--------------------+--------------------+--------------------+
9                   |0.08                |0.10                |
--------------------+--------------------+--------------------+
                    |Relative Frequency  |Probability         |
--------------------+--------------------+--------------------+
No duplicates       |0.2500              |0.3024              |
--------------------+--------------------+--------------------+
One pair            |0.4167              |   0.5040              |
--------------------+--------------------+--------------------+
One triple          |0.0000                 |0.0720              |
--------------------+--------------------+--------------------+
Two pairs           |0.3333              |   0.1080              |
--------------------+--------------------+--------------------+
Pair & triple       |0.0000                 |0.0090              |
--------------------+--------------------+--------------------+
Four alike          |0.0000              |    0.0045              |
--------------------+--------------------+--------------------+
All alike           |0.0000              |      0.0001              |
--------------------+--------------------+--------------------+

CHAPTER 2 EXERCISES

1. Run RANDOM for N=60. Record the twelve groups of five numbers (5*12=60 num-
bers) in the blanks below.

Numbers: _______ _______ _______ _______

 _______ _______ _______ _______

 _______ _______ _______ _______
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Write the results below.

 RELATIVE FREQUENCY PROBABILITY

ODD   

EVEN   

0   

1   

2   

3   

4   

5   

6   

7   

8   

9   

a. Check that the relative frequencies are correct for the 60 numbers.
b. What is the largest absolute difference between the relative frequencies and the 

probabilities?_____________
c. How is the relative frequency for ODD related to the relative frequencies for the ten 

digits (0–9)?___________________________________

2. Complete the following table from the run of RANDOM for N=60.

 RELATIVE FREQUENCY PROBABILITY

NONE   

ONE PAIR   

ONE TRIPLE   

TWO PAIRS   

PAIR & TRIPLE   

FOUR ALIKE   

ALL ALIKE   
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a. Look at the twelve groups of five numbers recorded in Exercise 1.
Have the duplicates been counted correctly and the relative frequencies 
computed correctly?
RELATIVE FREQUENCY=FREQUENCY/(NUMBER OF GROUPS OF 5)

b. How is the probability of ALL ALIKE calculated?
__________________________________________
__________________________________________

c. Find the sum of the relative frequencies.______________________ 
Why does the sum have this value? __________________________________
____________________ __________________________________________

3. Run RANDOM for N=200.

a. What is the maximum absolute value of the differences between the relative fre-
quencies and their respective probabilities? ___________________________

b. What is the maximum absolute difference between the relative frequencies of the 
duplicates and their respective probabilities? ___________________________

4. Run RANDOM for N=500.

a. What is the maximum absolute value of the differences between the relative fre-
quencies and their respective probabilities? ___________________________

b. What is the maximum absolute difference between the relative frequencies of the 
duplicates and their respective probabilities?___________________________

5. On the basis of the runs for N=200 and N=500, are you satisfied with the performance 
of the random number generator? _____________________. Why, or why not?

 ___________________________________________
 ___________________________________________
 ___________________________________________

TRUE OR FALSE QUESTIONS

T F a. It is easy to recognize a set of random numbers.

T F b. In any set of truly random numbers, exactly half are even.

T F c. If five of a kind appears consecutively once in a sequence of 10,000 numbers, 
this is evidence that the numbers may not be random.

T F d. In a group of five random numbers, it is more probable that a pair will be 
found, than finding all of the numbers to be different.

T F e. About seven times out of one hundred in a group of five random digits, a 
triple will appear.



CHAPTER 3  
FREQUENCY DISTRIBUTIONS

CHAPTER OBJECTIVES

• To observe the shapes of histograms and corresponding ogives
• To develop an understanding of histograms and ogives
• To demonstrate the relationship between the shape of a histogram and its correspond-

ing ogive.

A histogram is a graph of a frequency distribution of numerical data for different catego-
ries of events, individuals, or objects. A frequency distribution indicates the individual 
number of events, individuals, or objects in the separate categories. Most people easily 
understand histograms because they resemble bar graphs often seen in newspapers and 
magazines. An ogive is a graph of a cumulative frequency distribution of numerical data 
from the histogram. A cumulative frequency distribution indicates the successive addi-
tion of the number of events, individuals, or objects in the different categories of the histo-
gram, which always sums to 100. An ogive graph displays numerical data in an S-shaped 
curve with increasing numbers or percentages that eventually reach 100%. Because cumu-
lative frequency distributions are rarely used in newspapers and magazines, most people 
never see them. Frequency data from a histogram, however, can easily be displayed in a 
cumulative frequency ogive.

This chapter will provide you with an understanding of the histogram and its correspond-
ing ogive. You will gain this experience quickly without the work involved in data entry 
and hand computation. You will be able to view the histogram and cumulative frequency 
distributions for different sample data sets. The S-PLUS program can be used to display the 
histogram frequency distributions and ogive cumulative frequency distributions.

To simplify the graphical display and provide similar comparisons between the types of 
histograms, all histograms in the S-PLUS program will have ten categories. The data for 
each category are not listed; rather the categories are numbered 1 to 10. You will be asked 
to enter the frequency for each of the ten categories and the frequencies must be integers 
greater than zero. The S-PLUS program will print a table listing the frequencies you speci-
fied, the relative frequencies, and the less-than-or-equal cumulative relative frequencies. 
The S-PLUS program prints a histogram and a corresponding ogive, which is output in a 
separate window (GSD2).

SUMMARY

In this chapter, you should learn that:

• Histograms and ogives have different shapes and vary depending on frequency.
• An ogive always increases from 0% to 100% for cumulative frequencies.
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• The shape of a histogram determines the shape of its related ogive.
• A uniform histogram is flat; its ogive is a straight line sloping upward.
• An increasing histogram has higher frequencies for successive categories; its ogive is 

concave and looks like part of a parabola.
• A decreasing histogram has lower frequencies for successive categories; its ogive is 

convex and looks like part of a parabola.
• A uni-modal histogram contains a single mound; its ogive is S-shaped.
• A bi-modal histogram contains two mounds; its ogive can be either reverse S-shaped 

or double S-shaped depending upon the data distribution.
• A right-skewed histogram has a mound on the left and a long tail on the right; its 

ogive is S-shaped with a large concave portion.
• A left-skewed histogram has a mound on the right and a long tail on the left; its ogive 

is S-shaped with a large convex portion.

How the program FREQUENCY works
The part of the program that can be changed is a list of values relating to a score distri-
bution observed in a given classroom. The length of this list does not matter; it is never 
specifically referenced in the program. The Class object is given a value for a vector of 
numbers using the c function that was introduced in Chapter 1. Each number within the 
vector is divided by the sum of all values within the vector. In most programming lan-
guages this would involve creating a processing loop similar to the one in the RANDOM 
program that would add up all the values and then go back and divide each value by the 
total. In S-PLUS, vectors can be easily created and used. For the FREQUENCY program, 
the first processing loop is replaced by the simple sum(Class), which gets a total for all of 
the values, and this result is then divided into each of the values within the vector by simply 
typing Class/sum(Class). No additional step is necessary. This feature in S-PLUS makes 
the language relatively short and easy to follow.

The next program line follows the same logic, only the cumulative sum (cumsum) of 
the vector is determined at each point and these values are divided by the overall sum of the 
values to give a vector of values labeled CumRelFreq. Scaling of the histogram height is 
performed next so that the histogram bars are not too small compared to the vertical scaling 
of the graph. The “if then else” clause is used to provide vertical scaling that will be either 
one tenth greater than the highest relative frequency, or 1 if the value is .95 or above. The 
round function is implemented to insure that the maximum value is set to an even tenth 
(digits=1). The barplot function is used to draw the histogram of the relative frequencies 
with the RelFreq vector as the specified target. The plot function is used to draw the ogive 
of the cumulative relative frequencies with CumRelFreq as the target.

The last part of the FREQUENCY program builds a matrix of the class score distribu-
tion along with the associated relative frequencies and cumulative relative frequencies. The 
line beginning TableData <- matrix prepares the matrix and initializes all values within it 
to 0 and makes the dimensions of the matrix to be length(Class) rows and 3 columns. The 
dimnames keyword sets the labels for the dimensions and will be used in later chapters 
with other vectors. The for loop iterates from 1 to the number of values within Class and 
assigns each row within the TableData matrix to the respective Class vector value, relative 
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frequency, and cumulative relative frequency, rounding each frequency to three decimal 
places. You will see some error in the cumulative numbers due to the rounding of the cumu-
lative values. The final line of the program simply prints out the TableData matrix.

You can change the values within the Class vector to obtain different shaped histograms 
and corresponding ogives. The original vector of 10 values breaks the score distribution 
into 10 intervals, but this can be changed to create histograms with greater resolution. You 
could comment out both lines of “if” and “else” statements that scale the histogram by pre-
fixing them with “#” signs to see the effect of not scaling it properly to fit the plot; replace 
these statements with the PlotHeight <- 1 statement by removing the # sign in front of it. 
Some rounding error does occur in the program when summing the relative frequencies to 
obtain the cumulative relative frequencies.

FREQUENCY Program Output

               Freq.   Relative Freq.   Cum. Rel. Freq.
Class 1      50            0.182                 0.182
Class 2      45            0.164                 0.345
Class 3      40            0.145                 0.491
Class 4      35            0.127                 0.618
Class 5      30            0.109                 0.727
Class 6      25            0.091                 0.818
Class 7      20            0.073                 0.891
Class 8      15            0.055                 0.945
Class 9      10            0.036                 0.982
Class 10      5            0.018                 1.000
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CHAPTER 3 EXERCISES

1. Run FREQUENCY program six times (a to f). Enter the frequencies listed for each 
type of histogram in the Class array statement. For each run, complete the frequency 
table and draw sketches of the histogram and corresponding ogive.

 a. A UNIFORM HISTOGRAM

CLASS FREQ REL FREQ CUM REL FREQ

1 5 ________ ________

2 5 ________ ________

3 5 ________ ________

4 5 ________ ________

5 5 ________ ________

6 5 ________ ________

7 5 ________ ________

8 5 ________ ________

9 5 ________ ________

10 5 ________ ________
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b. AN INCREASING HISTOGRAM

CLASS FREQ REL FREQ CUM REL FREQ

1 10 _______ _______

2 12 _______ _______

3 14 _______ _______

4 16 _______ _______

5 18 _______ _______

6 20 _______ _______

7 22 _______ _______

8 24 _______ _______

9 26 _______ _______

10 28 _______ _______


