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1 Introduction

Over the last 20 years, networks and graphs have become a near-ubiquitous
modelling framework for complex systems. By representing the entities of a
system as nodes in a graph and encoding relationships between these nodes as
edges, we can abstract systems from a variety of domains with the same mathe-
matical language, including biological, social, and technical systems (Newman,
2018a). Network abstractions are often used with one of the two following
perspectives in mind. First, graphs and networks provide a natural way to
describe relational data (i.e., datasets corresponding to ‘interactions’ or corre-
lations between pairs of entities). A prototypical example here is online social
networks, in which we measure interactions between actors and can derive a
network representation of the social system based on these measurements. We
may then try to explain certain properties of the social system by modelling and
analysing the network (e.g., by searching for interesting connectivity patterns
between the nodes). Second, networks are often used to describe distributed
dynamical systems, including prototypical examples such as power grids, traf-
fic networks, or various other kinds of supply or distribution networks. The
edges of the network are in this context not the primary object of our modelling.
Rather, we are interested in understanding a dynamical process that takes place
on this network. More specifically, we often aim to comprehend how the net-
work structure shapes this dynamics (e.g., in terms of its long-term behaviour).
In reality, of course, both these perspectives are simplifications in that for many
real systems, there are typically uncertainty and dynamics associated to both
node and edge variables which make up the network: think, for instance, of a
rumour spreading on a social network, where both node variables (the infec-
tion state) and the network edges (who is in contact with whom) will be highly
dynamic and uncertain. We may not know the exact status of each individual;
moreover, edges will change dynamically, and their presence or absence may
not be determined accurately.

No matter under what perspective we are interested in networks, it should
be intuitively clear that networks with some kind of ‘modular structure’ may
be of interest to us. For now, consider modular structure simply in terms of
a network made of dense clusters that are loosely connected with each other.
From the perspective of relational data, modular structure may be indicative of
a hidden cause that binds a set of nodes together: this corresponds to the idea
of homophily in social networks (McPherson, Smith-Lovin, & Cook, 2001),
which can lead to the formation of communities of tightly knit actors. From
the perspective of dynamics, it is often impractical to keep a full descrip-
tion of a dynamical process on a network when the number of dynamical
units is too large. In many cases, it is unclear whether such finely detailed
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data is necessary to understand the global phenomena of interest, as relevant
observables can often be obtained by aggregating microscopic information into
macroscopic information (i.e., aggregating information over many nodes). This
kind of dimensionality reduction of the dynamics is particularly successful if
there exist roughly homogeneously connected blocks of nodes (i.e., a modular
network structure (Simon & Ando, 1961)).

As the title indicates, this Element will primarily adopt a dynamical perspec-
tive on network analysis. Accordingly, our core objective will be to explore
the relations between modular structure and dynamics on networks; but we
will also explain how certain aspects of the analysis of relational data can be
interpreted from this lens. However, an exhaustive exposition of methods to
characterise and uncover modules (also called blocks, clusters, or communities)
in networks will not be the main focus of our exposition. We refer the interested
reader to the extensive literature on this topic for more detailed treatments; see,
for example, Doreian, Batagelj, and Ferligoj (2020); Fortunato and Hric (2016);
Newman (2018a); Schaeffer (2007).

Network Dynamics and Network Structure

It is well-known that there exists a two-way relationship between dynamics on
graphs and the underlying graph structure (Schaub et al., 2019b). On the one
hand, the structure of a network affects dynamical processes taking place on
it (Porter & Gleeson, 2016). In the simplest case of a linear dynamical sys-
tem, this relationship derives from the spectral properties of a matrix encoding
the graph, most often the adjacency matrix or the graph Laplacian. On the
other hand, dynamics can help reveal salient features of a graph. This includes
the identification of central nodes or the detection of modules in large-scale
networks.

To illustrate this two-fold relation between network structure and network
dynamics on an intuitive level, let us consider random walks on networks. Ran-
dom walks are often used as a model for diffusion, and there is much research
on the impact of network structure on different properties of random-walk
dynamics (Masuda, Porter, & Lambiotte, 2017). In particular, degree heteroge-
neity, finite size effects and modular structure can all make diffusion processes
on networks quantitatively and even qualitatively different from diffusion on
regular or infinite lattices. At the same time, random walks are key to many
algorithms that uncover various types of structural properties of networks. For
example, the classical PageRank method for identifying important nodes may
be interpreted in terms of a random walk(Gleich, 2015). Indeed, as we will
discuss, several algorithms use trajectories of dynamical processes such as
random walks to reveal mesoscale network patterns.
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Figure 1 Modularity and Dynamics on Networks. Our main ambition is to
understand relationships between modular structure of a network, here
highlighted in different node colours, and a dynamics taking place on it, here
illustrated with the red trajectory on the network. The two complementary
questions at the core of this Element are: (1) How does the modular structure
of a network affect dynamics? (2) How can dynamics help us characterise and
uncover the modular structure of a network?

Outline of This Element

In this Element, we try to provide a basic overview of the topic of modularity
and dynamics on complex networks. Our exposition is structured as follows. In
Section 2, we first discuss some background material in Network Science and
then review classical notions of modular structure in networks in Section 3. In
Sections 4 and 5, we discuss the interplay between dynamics and network struc-
ture in terms of timescale separation and symmetries, and how these aspects can
be used to reduce the complexity of the description of network dynamics. In
Section 6, we then explain how we can detect so-called assortative community
structure, primarily based on the notion of timescale separation. Section 7 then
discusses the definition and detection of more general (dynamical) block struc-
ture, leveraging ideas from linear systems theory and symmetry reduction. In
Section 8, we conclude with a short discussion on avenues for future work and
additional perspectives.

WHY ARE NETWORKS MODULAR?
For many years, researchers have been fascinated by the prevalence of
modularity in systems as different as the World Wide Web, foodwebs,
and brain networks, raising the question: are there universal mechanisms
driving the evolution of networks toward a modular architecture? Among
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Table 1 Notation

Symbol Description

neN number of nodes

m € R total weight of edges (number of edges for
unweighted networks)

CeN number of modules / communities

V=A_l,...,n} set of nodes / vertices

i,j,te{l,...,n} indices for nodes

P={A,.... Ac} partition of the nodes into communities Ay

Ao set of nodes within the oth community

a,Befl,....C} indices for communities

ki € R weighted degree (strength) of node i

A € R weighted adjacency matrix of a network

K(A) = diag(A1) € R weighted degree matrix of a network

L(A)=K - A combinatorial Laplacian matrix

LA)=1T- K~ '24K7Y? normalised Laplacian matrix

Lyw(A)=1—-K'4 random-walk Laplacian matrix

H €{0,1}"*¢ partition indicator matrix with entries H;q = 1,

if node i is in the ath community (Ay),
and H;, = 0 otherwise

hy €{0,1}" Indicator vector of the ath community
(i.e., ath column of H)
yAl,...,n} > {1,...,n} permutation function of node labels
r permutation matrix associated to y
d(x,y) distance function between x and y
k(x,y) kernel function of x and y
Notation

We use the following general mathematical notations and conventions. We
denote vectors by small letters in bold such as x,y and use (-)" to denote
the transpose of a vector. Our convention is that all vectors are column vectors,
and accordingly, x T is a row vector. We use 1 to denote the vector of all ones.
Matrices are denoted by bold uppercase letters such as A, M, where I is used
to denote the identity matrix. We write diag(x) to denote the diagonal matrix
whose diagonal entries are defined by the components of vector x and are
0 otherwise. Entries of vectors or matrices are non-bold with subscripts. For
instance, vector x has entries X1, ..., X, and the matrix A has entries A;;. If
there is ambiguity, we may alternatively use the notation [v;]; to denote the
jth entry of a vector v; (or a matrix, accordingly). Finally, we use P(-) and
[E[-] for the probability and expectation of the statement inside the parentheses,
respectively.



