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Preface
Every project changes when you scale it out. Puppet is no different. Working on a 
small number of nodes with a small team of developers is a completely different  
task than working with thousands of nodes with a large group of developers.

Mastering Puppet deals with the issues faced with larger deployments, such as scaling 
and duplicate resource definitions. It will show you how to fit Puppet into your 
organization and keep everyone working. The concepts presented can be adopted  
to suit organizations of any size.

What this book covers
Chapter 1, Dealing with Load/Scale, deals with scaling out your Puppet infrastructure  
to handle a large number of nodes. Using proxying techniques, a sample deployment 
is presented.

Chapter 2, Organizing Your Nodes and Data, is where we examine different methods of 
applying modules to nodes. In addition to ENCs (external node classifiers), we use 
hiera and hiera_include to apply modules to nodes.

Chapter 3, Git and Environments, shows you how to use Git hooks to deploy your code 
to your Puppet masters and enforce access control for your modules.

Chapter 4, Public Modules, presents several supported modules from the Puppet Forge 
and has real-world example use cases.

Chapter 5, Custom Facts and Modules, is all about extending facter with custom facts 
and rolling your own modules to solve problems.

Chapter 6, Custom Types, covers how to implement defined types and create your own 
custom types where appropriate.
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Chapter 7, Reporting and Orchestration, says that without reporting you'll never know 
when everything is broken. We explore two popular options for reporting, Foreman 
and Puppet Dashboard. We then configure and use the marionette collective 
(mcollective or mco) to perform orchestration tasks.

Chapter 8, Exported Resources, is an advanced topic where we have resource 
definitions on one node applying to another node. We start by configuring puppetdb 
and more onto real-world exported resources examples with Forge modules.

Chapter 9, Roles and Profiles, is a popular design paradigm used by many large 
installations. We show how this design can be implemented using all of the 
knowledge from the previous chapters.

Chapter 10, Troubleshooting, is a necessity. Things will always break, and we will always 
need to fix them. This chapter shows some common techniques for troubleshooting.

What you need for this book
All the examples in this book were written and tested using an Enterprise Linux 6.5 
derived installation such as CentOS 6.5, Scientific Linux 6.5, or Springdale Linux 6.5. 
Additional repositories used were EPEL (Extra Packages for Enterprise Linux), the 
Software Collections (SCL) Repository, the Foreman repository, and Puppet Labs 
repository. The version of Puppet used was the latest 3.4 series at the time of writing.

Who this book is for
This book is for system administrators and Puppeteers writing Puppet code  
in an enterprise setting. Puppet masters will appreciate the scaling and 
troubleshooting chapters and Puppet implementers will find useful tips  
in the customization chapters.

Conventions
In this book, you will find a number of styles of text that distinguish between 
different kinds of information. Here are some examples of these styles, and an 
explanation of their meaning.

Puppet code words in text, module names, folder names, filenames, dummy URLs, 
and user input are shown as follows: "The file /var/lib/puppet/classes.txt 
contains a list of the classes applied to the machine."
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A block of code is set as follows:

class base {
  file {'one':
    path   => '/tmp/one',
    ensure => 'directory',
  }
  file {"two":
    path   => "/tmp/one$one",
    ensure => 'file',
  }
}

When we wish to draw your attention to a particular part of a code block,  
the relevant lines or items are set in bold:

service {'nginx':
  require => Package['nginx'],
  ensure  => true,
  enable  => true,
}

Any command-line input or output is written as follows:

$ mco ping

worker1.example.com                      time=86.03 ms

node2.example.com                        time=96.21 ms

node1.example.com                        time=97.64 ms

---- ping statistics ----

3 replies max: 97.64 min: 86.03 avg: 93.29

New terms and important words are shown in bold. Words that you see on the 
screen, in menus or dialog boxes for example, appear in the text like this: "Then 
navigate to the settings section and update the trusted_puppetmaster_hosts setting."

Warnings or important notes appear in a box like this.

Tips and tricks appear like this.
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Reader feedback
Feedback from our readers is always welcome. Let us know what you think about 
this book—what you liked or may have disliked. Reader feedback is important for  
us to develop titles that you really get the most out of.

To send us general feedback, simply send an e-mail to feedback@packtpub.com, 
and mention the book title via the subject of your message.

If there is a topic that you have expertise in and you are interested in either writing 
or contributing to a book, see our author guide on www.packtpub.com/authors.

Customer support
Now that you are the proud owner of a Packt book, we have a number of things to 
help you to get the most from your purchase.

Downloading the example code
You can download the example code files for all Packt books you have purchased 
from your account at http://www.packtpub.com. If you purchased this book 
elsewhere, you can visit http://www.packtpub.com/support and register to  
have the files e-mailed directly to you.

Errata
Although we have taken every care to ensure the accuracy of our content, mistakes 
do happen. If you find a mistake in one of our books—maybe a mistake in the text or 
the code—we would be grateful if you would report this to us. By doing so, you can 
save other readers from frustration and help us improve subsequent versions of this 
book. If you find any errata, please report them by visiting http://www.packtpub.
com/submit-errata, selecting your book, clicking on the errata submission form link, 
and entering the details of your errata. Once your errata is verified, your submission 
will be accepted and the errata will be uploaded on our website, or added to any list of 
existing errata, under the Errata section of that title. Any existing errata can be viewed 
by selecting your title from http://www.packtpub.com/support.

http://www.packtpub.com
http://www.packtpub.com/support
http://www.packtpub.com/submit-errata
http://www.packtpub.com/submit-errata
http://www.packtpub.com/support
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Piracy
Piracy of copyright material on the Internet is an ongoing problem across all media. 
At Packt, we take the protection of our copyright and licenses very seriously. If you 
come across any illegal copies of our works, in any form, on the Internet, please 
provide us with the location address or website name immediately so that we can 
pursue a remedy.

Please contact us at copyright@packtpub.com with a link to the suspected  
pirated material.

We appreciate your help in protecting our authors, and our ability to bring you 
valuable content.

Questions
You can contact us at questions@packtpub.com if you are having a problem with 
any aspect of the book, and we will do our best to address it.

copyright@packtpub.com




Dealing with Load/Scale
A large deployment will have a large number of nodes. If you are growing your 
installation from scratch, you may have started with a single Puppet master running 
the built-in WEBrick server and moved up to a passenger installation. At a certain 
point in your deployment, a single Puppet master just won't cut it—the load will 
become too great. In my experience, this limit was around 600 nodes. Puppet agent 
runs begin to fail on the nodes, and catalogs fail to compile. There are two ways to 
deal with this problem: divide and conquer or conquer by dividing.

That is, we can either split up our Puppet master and divide the workload among 
several machines or we can make each of our nodes apply our code directly using 
Puppet agent (this is known as a masterless configuration). We'll examine each of 
these solutions separately.

Divide and conquer
When you start to think about dividing up your Puppet server, the main thing to 
realize is that many parts of Puppet are simply HTTP SSL transactions. If you treat 
those things as you would a web service, you can scale out to any size required using 
HTTP load balancing techniques.

The first step in splitting up the Puppet master is to configure the Puppet master to 
run under passenger. To ensure we all have the same infrastructure, we'll install a 
stock passenger configuration together and then start tweaking the configuration. 
We'll begin building on an x86_64 Enterprise 6 rpm-based Linux; the examples in 
this book were built using CentOS 6.5 and Springdale Linux 6.5 distributions.  
Once we have passenger running, we'll look at splitting up the workload.
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Puppet with passenger
In our example installation, we will be using the name puppet.example.com for  
our Puppet server. Starting with a server installation of Enterprise Linux version 6, 
we install httpd and mod_ssl using the following code:

# yum install httpd mod_ssl

Installed:

  httpd-2.2.15-29.el6_4.x86_64

  mod_ssl-2.2.15-29.el6_4.x86_64

Downloading the example code
You can download the example code files for all Packt books you have 
purchased from your account at http://www.packtpub.com. If you 
purchased this book elsewhere, you can visit http://www.packtpub.
com/support and register to have the files e-mailed directly to you.

In each example, I will install the latest available version for Enterprise 
Linux 6.5 and display the version for the package requested (some 
packages may pull in dependencies—those versions are not shown).

To install mod_passenger, we pull in the Extra Packages for Enterprise Linux 
(EPEL) repository available at https://fedoraproject.org/wiki/EPEL. Install 
the EPEL repository by downloading the rpm file from http://download.
fedoraproject.org/pub/epel/6/x86_64/repoview/epel-release.html  
or use the following code:

# yum install http://dl.fedoraproject.org/pub/epel/6/x86_64/epel-
release-6-8.noarch.rpm

Installed:

  epel-release-6-8.noarch

Once EPEL is installed, we install mod_passenger from that repository using the 
following code:

# yum install mod_passenger

Installed:

  mod_passenger-3.0.21-5.el6.x86_64

http://www.packtpub.com
http://www.packtpub.com/support
http://www.packtpub.com/support
https://fedoraproject.org/wiki/EPEL
http://download.fedoraproject.org/pub/epel/6/x86_64/repoview/epel-release.html
http://download.fedoraproject.org/pub/epel/6/x86_64/repoview/epel-release.html
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Next, we will pull in Puppet from the puppetlabs repository available at http://
docs.puppetlabs.com/guides/puppetlabs_package_repositories.html#for-
red-hat-enterprise-linux-and-derivatives using the following code:

# yum install http://yum.puppetlabs.com/el/6/products/x86_64/puppetlabs-
release-6-7.noarch.rpm

Installed:

  puppetlabs-release-6-7.noarch

With the puppetlabs repository installed, we can then install Puppet using the 
following command:

# yum install puppet
Installed:
  puppet-3.3.2-1.el6.noarch

The Puppet rpm will create the /etc/puppet and /var/lib/puppet directories.  
In /etc/puppet, there will be a template puppet.conf; we begin by editing that  
file to set the name of our Puppet server (puppet.example.com) in the certname 
setting using the following code:

[main]
  logdir = /var/log/puppet
  rundir = /var/run/puppet
  vardir = /var/lib/puppet
  ssldir = $vardir/ssl
  certname = puppet.example.com
  [agent]
  server = puppet.example.com
  classfile = $vardir/classes.txt
  localconfig = $vardir/localconfig

The other lines in this file are defaults. At this point, we would expect puppet.
example.com to be resolved with a DNS query correctly, but if you do not control  
DNS at your organization or cannot have this name resolved properly at this point, 
edit /etc/hosts, and put in an entry for your host pointing to puppet.example.com. 
In all the examples, you would substitute example.com for your own domain name.

127.0.0.1   localhost localhost.localdomain puppet 
  puppet.example.com

We now need to create certificates for our master; to ensure the Certificate Authority 
(CA) certificates are created, run Puppet cert list using the following command:

# puppet cert list
Notice: Signed certificate request for ca

http://docs.puppetlabs.com/guides/puppetlabs_package_repositories.html#for-red-hat-enterprise-linux-and-derivatives
http://docs.puppetlabs.com/guides/puppetlabs_package_repositories.html#for-red-hat-enterprise-linux-and-derivatives
http://docs.puppetlabs.com/guides/puppetlabs_package_repositories.html#for-red-hat-enterprise-linux-and-derivatives
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In your enterprise, you may have to answer requests from multiple DNS names,  
for example, puppet.example.com, puppet, and puppet.devel.example.com.  
To make sure our certificate is valid for all those DNS names, we will pass the  
dns-alt-names option to puppet certificate generate; we also need to  
specify that the certificates are to be signed by the local machine using the  
following command:

puppet# puppet certificate generate --ca-location local --dns-alt-names 
puppet,puppet.prod.example.com,puppet.dev.example.com puppet.example.com
Notice: puppet.example.com has a waiting certificate request
true

Now, to sign the certificate request, first verify the certificate list using the  
following commands:

puppet# puppet cert list

  "puppet.example.com" (SHA256) E5:F7:26:0A:6C:41:26:FA:80:02:E5:A6:A1
:DB:F4:E0:9D:9C:5B:2D:A5:BF:EC:D1:FA:84:51:F4:8C:FD:9B:AF (alt names: 
"DNS:puppet", "DNS:puppet.dev.example.com", "DNS:puppet.example.com", 
"DNS:puppet.prod.example.com")

puppet# puppet cert sign puppet.example.com

Notice: Signed certificate request for puppet.example.com

Notice: Removing file Puppet::SSL::CertificateRequest puppet.example.com 
at '/var/lib/puppet/ssl/ca/requests/puppet.example.com.pem'

We specified the ssldir directive in our configuration.  
To interactively determine where the certificates will be 
stored using the following command line:
$ puppet config print ssldir

One last task is to copy the certificate that you just signed into certs by navigating 
to /var/lib/puppet/ssl/certs. You can use Puppet certificate find to do this using 
the following command:

# puppet certificate find puppet.example.com --ca-location local
-----BEGIN CERTIFICATE-----
MIIF1TCCA72gAwIBAgIBAjANBgkqhkiG9w0BAQsFADAoMSYwJAYDVQQDDB1QdXBw
...
-----END CERTIFICATE-----

When you install Puppet from the puppetlabs repository, the rpm will create an 
Apache configuration file called apache2.conf. Locate this file and copy it into  
your Apache configuration directory using the following command:

# cp /usr/share/puppet/ext/rack/example-passenger-vhost.conf /etc/httpd/
conf.d/puppet.conf
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We will now show the Apache config file and point out the important settings using 
the following configuration:

PassengerHighPerformance on
PassengerMaxPoolSize 12
PassengerPoolIdleTime 1500
# PassengerMaxRequests 1000
PassengerStatThrottleRate 120
RackAutoDetect Off
RailsAutoDetect Off

The preceding lines of code configure passenger for performance. 
PassengerHighPerformance turns off some compatibility that isn't required. The 
other options are tuning parameters. For more information on these settings, see 
http://www.modrails.com/documentation/Users%20guide%20Apache.html.

Next we will need to modify the file to ensure it points to the newly created 
certificates. We will need to edit the lines for SSLCertificateFile and 
SSLCertificateKeyFile. The other SSL file settings should point to the  
correct certificate, chain, and revocation list files as shown in the following code:

Listen 8140
<VirtualHost *:8140>
  ServerName puppet.example.com
  SSLEngine on
  SSLProtocol -ALL +SSLv3 +TLSv1
  SSLCipherSuite ALL:!ADH:RC4+RSA:+HIGH:+MEDIUM:-LOW:-SSLv2:-EXP

  SSLCertificateFile /var/lib/puppet/ssl/certs/puppet.example.com.pem
  SSLCertificateKeyFile /var/lib/puppet/ssl/private_keys/puppet.
example.com.pem
  SSLCertificateChainFile /var/lib/puppet/ssl/ca/ca_crt.pem
  SSLCACertificateFile /var/lib/puppet/ssl/ca/ca_crt.pem
  # If Apache complains about invalid signatures on the CRL, you can 
try disabling
  # CRL checking by commenting the next line, but this is not 
recommended.
  SSLCARevocationFile /var/lib/puppet/ssl/ca/ca_crl.pem
  SSLVerifyClient optional
  SSLVerifyDepth 1
  # The `ExportCertData` option is needed for agent certificate 
expiration warnings
  SSLOptions +StdEnvVars +ExportCertData
  RequestHeader set X-SSL-Subject %{SSL_CLIENT_S_DN}e
  RequestHeader set X-Client-DN %{SSL_CLIENT_S_DN}e
  RequestHeader set X-Client-Verify %{SSL_CLIENT_VERIFY}e

  DocumentRoot /etc/puppet/rack/public/

http://www.modrails.com/documentation/Users%20guide%20Apache.html
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  RackBaseURI /
<Directory /etc/puppet/rack/>
  Options None
  AllowOverride None
  Order allow,deny
  allow from all
</Directory>
</VirtualHost>

In this VirtualHost we listen on 8140 and configure the SSL certificates in the SSL 
lines. The RequestHeader lines are used to pass certificate information to the Puppet 
process spawned by passenger. The DocumentRoot and RackBaseURI settings are 
used to tell passenger where to find its configuration file config.ru. We create  
/etc/puppet/rack and it's subdirectories and then copy the example config.ru 
into that directory using the following commands:

# mkdir -p /etc/puppet/rack/{public,tmp}

# cp /usr/share/puppet/ext/rack/files/config.ru /etc/puppet/rack

# chown puppet:puppet /etc/puppet/rack/config.ru

We change the owner of config.ru to puppet:puppet as the passenger process will 
run as the owner of config.ru. Our config.ru will contain the following code:

$0 = "master"

# if you want debugging:

# ARGV << "--debug"

ARGV << "--rack"

ARGV << "--confdir" << "/etc/puppet"

ARGV << "--vardir"  << "/var/lib/puppet"

require 'puppet/util/command_line'

run Puppet::Util::CommandLine.new.execute

In this example, we have used the repository rpms supplied by Puppet 
and EPEL. In a production installation, you would use reposync to copy 
these repositories locally so that your Puppet machines do not need to 
access the Internet directly.
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The config.ru file sets the command-line arguments for Puppet. The ARGV lines 
are used to set additional parameters to the puppet process. As noted in the Puppet 
master main page, any valid configuration parameter from puppet.conf can be 
specified as an argument here. Only the options that affect where Puppet will look 
for files should be specified here. Once puppet knows where to find puppet.conf, 
adding arguments here could be confusing.

With this configuration in place, we are ready to start Apache as our Puppet master. 
Simply start Apache with a service httpd start.

SELinux
Security Enhanced Linux (SELinux) is a system for Linux that provides 
support for mandatory access controls (MAC). If your servers are 
running with SELinux enabled, great! You will need to make some 
policy changes to allow Puppet to work within passenger. The easiest 
way to build up your policy is to use audit2allow, which is provided in 
policycoreutils-python. Rotate the audit logs to get a clean log file, and 
then start a Puppet run. After the Puppet run, get audit2allow to build a 
policy module for you and insert it. Then turn SELinux back on. Refer to 
https://bugzilla.redhat.com/show_bug.cgi?id=1051461 for 
more information.
# setenforce 0 
# service auditd rotate
# service httpd restart
(start a puppet run remotely)
# audit2allow -i /var/log/audit/audit.log -M puppet_
passenger
# semodule -i puppet_passenger.pp
# setenforce 1

If necessary, repeat the process until everything runs cleanly. semodule 
will sometimes suggest enabling the allow_ypbind Boolean; this is a 
very bad idea. The allow_ypbind Boolean allows so many things that it 
is almost as bad as turning SELinux off.

Now that Puppet is running, you'll need to open the local firewall (iptables) on 
port 8140 to allow your nodes to connect. Then you'll need an example site.pp to 
get started. For testing we will create a basic site.pp that defines a default node 
with a single class attached to the default node as shown in the following code:

node default {
  include example
}

class example {
  notify {"This is an example": }
}

https://bugzilla.redhat.com/show_bug.cgi?id=1051461
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You can start a practice node or two and run their agent against the Puppet server 
either using --server puppet.example.com or editing the agents puppet.conf 
file to point at your server. Agents will by default look for an unqualified host called 
Puppet. Then search based on your DNS configuration (search in /etc/resolv.
conf), and if you do not control DNS, you may have to edit the local /etc/hosts  
file to specify the IP address of your Puppet master. A sample run, for a node  
called node1, should look something like the following commands:

[root@node1 ~]# puppet agent -t

Info: Creating a new SSL key for node1

Info: Caching certificate for ca

Info: Creating a new SSL certificate request for node1

Info: Certificate Request fingerprint (SHA256): C4:0D:7A:54:ED:C8:E8:CC:6
8:D0:A6:13:C4:91:28:3D:B1:66:71:48:57:85:D8:99:AF:D0:81:54:B9:64:AB:F2

Exiting; no certificate found and waitforcert is disabled

Sign the certificate on the Puppet master and run again; the run should look like the 
following commands:

[root@puppet ~]# puppet cert sign node1

Notice: Signed certificate request for node1

Notice: Removing file Puppet::SSL::CertificateRequest node1 at '/var/lib/
puppet/ssl/ca/requests/node1.pem'

[root@node1 ~]# puppet agent -t

Info: Caching certificate for node1

Info: Caching certificate_revocation_list for ca

Info: Retrieving plugin

Info: Caching catalog for node1

Info: Applying configuration version '1386310193'

Notice: This is an example

Notice: /Stage[main]/Example/Notify[This is an example]/message: defined 
'message' as 'This is an example'

Notice: Finished catalog run in 0.03 seconds

You now have a working passenger configuration. This configuration can handle a 
much larger load than the default WEBrick server provided with puppet. Puppet 
Labs suggests the WEBrick server is appropriate for small installations; in my 
experience that number is much less than 100 nodes, maybe even less than 50. You 
can tune the passenger configuration and handle a large number of nodes, but to 
handle a very large installation (1000s of nodes), you'll need to start splitting up  
the workload.
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Splitting up the workload
Puppet is a web service. But there are several different components supporting that 
web service, as shown in the following diagram:

CERTIFICATES
(SSL)

MANIFESTS

MODULES

STORECONFIGS

CATALOGS

FILES

FACTS

REPORTS

Each of the different components in your Puppet infrastructure: SSL CA,  
Reporting, Storeconfigs, and Catalog compilation can be split up into their  
own server or servers.

Certificate signing
Unless you are having issues with certificate signing consuming too many resources, 
it's simpler to keep the signing machine a single instance, possibly with a hot spare. 
Having multiple certificate signing machines means that you have to keep certificate 
revocation lists synchronized.

Reporting
Reporting should be done on a single instance if possible. Reporting options will be 
shown in Chapter 7, Reporting and Orchestration.

Storeconfigs
Storeconfigs should be run on a single server, storeconfigs allows for exported 
resources and is optional. The recommended configuration for storeconfigs is 
puppetdb, which can handle several thousand nodes in a single installation.


