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Preface
Sitting in my office at Cisco on the third floor of building K, I read an e-mail from Kathy Trace from Cisco Press 
asking if I was interested in writing a book. She had read my technical tips that I had written for Cisco Connection 
Online and said that she wanted me as an author for Cisco Press. I was very enthusiastic about it and said to myself, 
“Yeah! It’s a great idea! Let’s write a book!” But on what subject? 

One of the topics that I had in mind was OSPF. Johnson used to sit right in front of my office at that time. I asked 
him, “Hey, Johnson! You want to write a book with me?” He screamed, “A book!” I said, “Yeah, a book! What do 
you think?” He thought for a minute and said, “Well, what is left for us to write a book on? Cisco Press authors have 
written books on almost every routing topic. . . . But there is one subject that has not been covered in one 
single book—troubleshooting IP routing protocols.” 

Apparently, Johnson got the idea to write a troubleshooting book from his wife. Whenever Johnson’s wife calls him 
at work, he has to put her on hold because he is busy troubleshooting a customer’s problem. His wife, whose name 
is also Cisco, then gave him the idea of writing a troubleshooting book so that customers would have a trouble-
shooting guide on routing protocols that they can refer to so that they can successfully solve their problems before 
opening a case.

The idea was indeed great. No books had been written on this particular subject before. I then called Zaheer, who 
was attending IETF 46 in Washington, D.C., and told him about this; he also agreed that the idea was a good one. 
So now we had a team of three TAC engineers who had spent the last three to four years in TAC dealing with 
routing problems—and each one of us was an expert in one or two protocols. Our manager, Raja Sundaram, used 
to say, “I want you to pick up a protocol and become an expert in it.” My area of expertise was OSPF, Johnson 
was a guru of EIGRP and multicasting, and Zaheer shone with his BGP knowledge. Very soon, we realized that 
we were missing one important protocol, IS-IS. Our exposure with IS-IS was not at a level that we could write a 
whole chapter on troubleshooting IS-IS, so Zaheer suggested Abe Martey for this job. Abe was already engaged 
in writing a book on IS-IS with Cisco Press, but after seeing our enthusiasm about this book, he agreed to 
become a member of our author team.

When we started working on these chapters, we realized that we were working on something that a routing network 
administrator had always dreamed of—a troubleshooting book that contains solutions for all the IP routing protocol 
problems. The data that we collected for this book came from the actual problems we have seen in customer net-
works in our combined 20 years of experience in troubleshooting IP networks. We wanted to make it a one-stop 
shop for troubleshooting guidance and reference. So, we provided the “understanding protocols” chapters along 
with troubleshooting to help you, the reader, go back to a specific protocol and refresh your memory. This book is 
also an excellent resource for preparation for the CCIE certification. This book should teach you how to tackle any 
IP routing problem that pops up in your network. All possible cases might not be discussed, but general guidelines 
and techniques teach a logical approach for solving typical problems that you might face.

Syed Faraz Shamim



xxxiv

Introduction
As the Internet continues to grow exponentially, the need for network engineers to build, maintain, and 
troubleshoot the growing number of component networks also has increased significantly. Because net-
work troubleshooting is a practical skill that requires on-the-job experience, it has become critical that the 
learning curve necessary to gain expertise in internetworking technologies be reduced to quickly 
fill the void of skilled network engineers needed to support the fast-growing Internet. IP routing is at 
the core of Internet technology, and expedient troubleshooting of IP routing failures is key to reducing 
network downtime. Reducing network downtime is crucial as the level of mission-critical applications 
carried over the Internet increases. This book gives you the detailed knowledge to troubleshoot network 
failures and maintain the integrity of their networks.

Troubleshooting IP Routing Protocols provides a unique approach to troubleshooting IP routing 
protocols by focusing on step-by-step guidelines for solving a particular routing failure scenario. The 
culmination of years of experience with Cisco’s TAC group, this book offers sound methodology and 
solutions for resolving routing problems related to BGP, OSPF, IGRP, EIGRP, IS-IS, RIP, and PIM by 
first providing an overview to routing and then concentrating on the troubleshooting steps that an 
engineer would take in resolving various routing protocol issues that arise in a network. This book 
offers you a full understanding of troubleshooting techniques and real-world examples to help you 
hone the skills needed to successfully complete the CCIE exam, as well as perform the duties 
expected of a CCIE-level candidate.

Who Should Read This Book?
This is an intermediate-level book that assumes that you have a general understanding of IP routing 
technologies and other related protocols and technologies used in building IP networks.

The primary audience for this book consists of network administrators and network operation engineers 
responsible for the high availability of their networks, or those who plan to become Cisco Certified 
Internetwork Experts.

How This Book Is Organized
Although this book could be read cover to cover, it is designed to be flexible and to allow you to easily 
move between chapters and sections of chapters to cover just the material that you need more work with. 

• Chapter 1, “Understanding IP Routing”—This chapter provides an overview of IP routing 
protocols with focus on the following topics: 

—IP addressing concepts

—Static and dynamic routes

—Dynamic routing

—Routing protocol administrative distance

—Fast forwarding in routers
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The remaining chapters alternate between chapters that provides coverage of key aspects of a specific 
routing protocol and chapters devoted to practical, real-world troubleshooting methods for that routing 
protocol. The list that follows provides more detailed information:

• Chapter 2, “Understanding Routing Information Protocol (RIP)”—This chapter focuses on the 
key aspects of RIP needed to confidently troubleshoot RIP problems. Topics include the following:

—Metrics

—Timers

—Split horizon

—Split horizon with poison reverse

—RIP-1 packet format

—RIP behavior

—Why RIP doesn’t support discontiguous networks

—Why RIP doesn’t support variable-length subnet masking (VLSM)

—Default routes and RIP

—Protocol extension to RIP

—Compatibility issues

• Chapter 3, “Troubleshooting RIP”—This chapter provides a methodical approach to resolving 
common RIP problems, which include the following:

—Troubleshooting RIP route installation

—Troubleshooting RIP route advertisement

—Troubleshooting routes summarization in RIP

—Troubleshooting RIP redistribution problems

—Troubleshooting dial-on-demand routing (DDR) issues in RIP

—Troubleshooting the route-flapping problem in RIP

• Chapter 4, “Understanding Interior Gateway Routing Protocol (IGRP)”—This chapter 
focuses on the key aspects of IGRP needed to confidently troubleshoot IGRP problems. Topics 
include the following:

—Metrics

—Timers

—Split horizon

—Split horizon and poison reverse

—IGRP packet format

—IGRP behavior

—Default route and IGRP

—Unequal-cost load balancing in IGRP
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• Chapter 5, “Troubleshooting IGRP”—This chapter provides a methodical approach to 
resolving common IGRP problems, which include the following:

—Troubleshooting IGRP route installation

—Troubleshooting IGRP route advertisement

—Troubleshooting IGRP redistribution problems 

—Troubleshooting dial-on-demand routing (DDR) issues in IGRP 

—Troubleshooting route flapping in IGRP

—Troubleshooting variance problem

• Chapter 6, “Understanding Enhanced Interior Gateway Routing Protocol (EIGRP)”—This
chapter focuses on the key aspects of EIGRP needed to confidently troubleshoot EIGRP problems. 
Topics include the following:

—Metrics

—EIGRP neighbor relationships

—The Diffusing Update Algorithm (DUAL)

—DUAL finite state machine

—EIGRP reliable transport protocol

—EIGRP packet format

—EIGRP behavior

—EIGRP summarization

—EIGRP query process

—Default route and EIGRP

—Unequal-cost load balancing in EIGRP

• Chapter 7, “Troubleshooting EIGRP”—This chapter provides a methodical approach to 
resolving common EIGRP problems, which include the following:

—Troubleshooting EIGRP neighbor relationships

—Troubleshooting EIGRP route advertisement

—Troubleshooting EIGRP route installation

—Troubleshooting EIGRP route flapping

—Troubleshooting EIGRP route summarization

—Troubleshooting EIGRP route redistribution

—Troubleshooting EIGRP dial backup

—EIGRP error messages
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• Chapter 8, “Understanding Open Shortest Path First (OSPF)”—This chapter focuses 
on the key aspects of OSPF needed to confidently troubleshoot OSPF problems. Topics 
include the following:

—OSPF packet details

—OSPF LSA details

—OSPF areas

—OSPF media types

—OSPF adjacencies

• Chapter 9, “Troubleshooting OSPF”—This chapter provides a methodical approach to 
resolving common OSPF problems, which include the following:

—Troubleshooting OSPF neighbor relationships

—Troubleshooting OSPF route advertisement

—Troubleshooting OSPF route installation

—Troubleshooting redistribution problems in OSPF

—Troubleshooting route summarization in OSPF

—Troubleshooting CPUHOG problems

—Troubleshooting dial-on-demand routing (DDR) issues in OSPF

—Troubleshooting SPF calculation and route flapping

—Common OSPF error messages

• Chapter 10, “Understanding Intermediate System-to-Intermediate System (IS-IS)”—This
chapter focuses on the key aspects of IS-IS needed to confidently troubleshoot IS-IS problems. 
Topics include the following:

—IS-IS protocol overview

—IS-IS protocol concepts

—IS-IS link-state database

—Configuring IS-IS for IP routing

• Chapter 11, “Troubleshooting IS-IS”—This chapter provides a methodical approach to 
resolving common IS-IS problems, which include the following:

—Troubleshooting IS-IS adjacency problems

—Troubleshooting IS-IS routing update problems

—IS-IS errors

—CLNS ping and traceroute

—Case study: ISDN configuration problem
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• Chapter 12, “Understanding Protocol Independent Multicast (PIM)”—This chapter 
focuses on the key aspects of PIM needed to confidently troubleshoot PIM problems. Topics 
include the following:

— Fundamentals of IGMP Version 1, IGMP Version 2, and reverse path forwarding (RPF)

—PIM dense mode

—PIM sparse mode

—IGMP and PIM packet format

• Chapter 13, “Troubleshooting PIM”—This chapter provides a methodical approach to 
resolving common PIM problems, which include the following:

—IGMP joins issues

—PIM dense mode issues

—PIM sparse mode issues

• Chapter 14, “Understanding Border Gateway Protocol Version 4 (BGP-4)”—This chapter 
focuses on the key aspects of BGP needed to confidently troubleshoot BGP problems. Topics 
include the following:

—BGP-4 protocol specification and functionality

—Neighbor relationships

—Advertising routes

—Synchronization

—Receiving routes

—Policy control

—Scaling IBGP networks (route reflectors and confederations)

—Best-path calculation

• Chapter 15, “Troubleshooting BGP”—This chapter provides a methodical approach to 
resolving common BGP problems, which include the following:

—Troubleshooting BGP neighbor relationships

—Troubleshooting BGP route advertisement/origination and receiving

—Troubleshooting a BGP route not installing in a routing table

—Troubleshooting BGP when route reflectors are used

—Troubleshooting outbound traffic flow issues because of BGP policies

—Troubleshooting load-balancing scenarios in small BGP networks

—Troubleshooting inbound traffic flow issues because of BGP policies

—Troubleshooting BGP best-path calculation issues

—Troubleshooting BGP filtering
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Icons Used in This Book 

Command Syntax Conventions
The conventions used to present command syntax in this book are the same conventions used in the IOS 
Command Reference. The Command Reference describes these conventions as follows:

• Vertical bars (|) separate alternative, mutually exclusive elements.

• Square brackets [ ] indicate optional elements.

• Braces { } indicate a required choice.

• Braces within brackets [{ }] indicate a required choice within an optional element.

• Boldface indicates commands and keywords that are entered literally as shown. In actual con-
figuration examples and output (not general command syntax), boldface indicates commands 
that are manually input by the user (such as a show command).

• Italics indicate arguments for which you supply actual values.
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The primary objective of this book is to provide elaborate guidance for troubleshooting 
Internet Protocol (IP) routing problems on Cisco routers. In this regard, the subsequent text 
covers well-known routing protocols such as the following:

• Open Shortest Path First Protocol (OSPF)

• Integrated Intermediate System-to-Intermediate System Protocol (IS-IS)

• Border Gateway Protocol (BGP)

• Protocol Independent Multicast (PIM) for multicast routing
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Understanding IP Routing
This chapter presents an introduction to IP routing and provides insights to related con-
cepts, such as IP addressing and various classifications of IP routing protocols. The chapter 
also provides a high-level overview of implementation and configuration concepts, such as 
route filtering and redistribution. 

The Transmission Control Protocol/Internet Protocol (TCP/IP) suite of protocols is the 
underlying technology for information exchange on the Internet. TCP/IP uses a layering 
approach for computer communications similar to the Open System Interconnection (OSI) 
reference model, but with fewer than seven layers. Figure 1-1 shows the OSI reference 
model and the TCP/IP stack side by side. Related layers between the two stacks are 
indicated in the figure. 

IP operates at the Internet layer of the TCP/IP suite, which corresponds to the network layer 
of the OSI reference model. IP provides connectionless data-delivery services, which 
involve transmission of information from one part of a network to another in units of data 
known as packets or datagrams. The essence of the datagram delivery service model is that 
a permanent pre-established end-to-end path is not required for data transfer between two 

Figure 1-1 OSI Reference Model and TCP/IP Stack
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points in a network. In a packet-based network, each router in the transmission path makes 
independent local decisions regarding the optimal forwarding path toward the destination 
for any transit packet. The decision-making is based on forwarding intelligence gathered 
either dynamically by means of a routing protocol or manually programmed static routes.

Addressing is an important aspect of the data-forwarding process. For any directed com-
munication, there is a source and a destination. Addressing allows the target destination 
to be specified by the source and allows the destination node to also identify the source. 
Addressing is even more important in the datagram delivery mode of operation because, as 
in IP forwarding, the data path for any transmission is not nailed through the intermediate 
nodes between the source and destination.

As mentioned previously, within the IP datagram services infrastructure, information that 
is to be transmitted from one device to another first is broken down into packets. Each 
packet has an IP header, a transport layer (TCP or UDP) header, and a payload, which is a 
piece of the original information. Each IP packet is self-contained and independently is 
forwarded to the destination through the chain of intermediate devices that might be along 
the path of transmission. 

The routers in the network depend on a routing protocol or static configuration to forward the 
datagrams in a stream to their intended destination. For any destination address, each node in 
the data path worries about only the outgoing interface or link along a locally determined 
optimal path to the destination (or as specified by a special forwarding policy). The IP for-
warding process frequently is described as a hop-by-hop destination-based forwarding 
mechanism. This means that routers at each hop along the data path normally forward packets 
based on the destination address. However, modern routers also can use policy-based criteria, 
such as the source address in a packet to direct the forwarding.

At the destination, packets belonging to the same stream are reassembled into the original 
information. IP addressing is discussed in the next section, “IP Addressing Concepts.”

This process of forwarding a packet from one node to the other in a connectionless network 
based on the Layer 3 address (IP address, in this case) also is referred to as routing. Routers 
are specialized network devices with acquired routing intelligence. 

So how do routers really decide where and how to forward packets traversing the inter-
network? Well, this is done in a couple of ways. As alluded to previously, routers can be 
manually preprogrammed with predetermined path information known as static routes, or 
they can run applications that facilitate the learning and sharing of routing information 
automatically. Obtaining and propagating routing information by the latter method is re-
ferred to as dynamic routing.
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IP Addressing Concepts
IP addressing is central to the operation of the IP protocol. The TCP/IP stack shown in 
Figure 1-1 features a network interface to the underlying physical and data-link layers, which 
allow the IP protocol to be media independent. Media independence is probably one of the 
critical advantages of the IP protocol that has promoted its wide acceptance and ubiquity. 
IP uses a native addressing scheme, in line with its media-independent architecture, that has 
no bearing on the underlying local-area network (LAN) or wide-area network (WAN) media 
interconnect IP devices. Therefore, IP successfully operates over heterogeneous network 
infrastructures consisting of several kinds of different media technology. This flexibility, 
together with a simple protocol stack, is the most critical instigator of its popularity. 

IP addressing assigns addresses to individual network interfaces of a device (link-based 
approach) instead of using a single address for the whole device (host-based approach). 
The various interfaces of a device are connected to network links that are designated as 
subnetworks (or subnets) and are assigned subnet addresses. An interface’s IP address is 
assigned from the subnet address space of the connecting link. The advantage of this link-
based addressing approach is that it allows routers to summarize routing information by 
keeping track of only IP subnets in the routing tables instead of every host on the network. 
This is advantageous especially for broadcast links such as Ethernet that might have many 
devices connected at the same time. The Address Resolution Protocol (ARP) is used in IP 
networking for resolving the IP addresses of directly connected hosts to the corresponding 
data-link addresses.

Currently, two types of IP addresses exist: IP Version 4 addresses (IPv4) and IP Version 
6 addresses (IPv6). IPv4 addressing, which was in place before IPv6 was adopted, uses 
32 bits to represent each IP address. This 32-bit addressing scheme provides up to 232

(4,294,967,295) unique host addresses, mathematically speaking. With the ever increas-
ing size of the global Internet, the 32-bit IPv4 addressing scheme has turned out to be 
insufficient for the foreseeable future, prompting the introduction of the 128-bit IPv6 
addressing scheme. This book covers practical troubleshooting of IP routing protocols 
deployed in IPv4 environments. Therefore, the ensuing text discusses only the IPv4 
addressing structure and related concepts, most of which are applicable to IPv6. The 
following IPv4 addressing topics are covered in the subsequent sections:

• IPv4 address classes

• Private IPv4 address space

• IPv4 subnetting and variable-length subnet masking

• Classless interdomain routing

IPv4 Address Classes
As explained in the previous section, the 32-bit IPv4 addressing scheme allows a large 
number of host addresses to be defined. However, the link-based addressing scheme 
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adopted by IP requires network links to be associated with groups of addresses from which 
the connected hosts are assigned specific addresses. These address groups, described also 
as address prefixes, are referred to in classical IP terminology as IP network numbers.

Originally, IP network numbers were defined with rigid boundaries and grouped into ad-
dress classes. The idea behind IP address classes was to enable efficient assignment of the 
IP address space by creating address groups that would support a varying number of hosts. 
Network links with fewer hosts then would be assigned an address from a class that sup-
ports an appropriate number of attached hosts. Another benefit of address classes was that 
they helped streamline the address-allocation process, making it more manageable. 

Five address classes—A, B, C, D, and E—were defined and distinguished by the setting of 
the most significant bits of the most significant byte in the IP address. Each address class 
embraced a set of IPv4 address subnets, each of which supported a certain number of hosts. 
Table 1-1 shows the five IPv4 classes.

As Table 1-1 shows, a specific bit pattern in the first byte of an IP address corresponds to a 
range of addresses and maps to a specific address class. 

Of the five address classes, three—Class A, B, and C—were designated for unicast single 
source–to–single destination communication. Addresses in Class D were reserved for IP 
Multicast applications, which allows one-to-many communication. Class E addresses were 
reserved for experimental purposes.

To make the addresses in each of the unicast address classes (A, B, and C) support a specific 
maximum number of hosts, the 32-bit address field was delineated into network identifier 
(network ID) bits and host identifier bits (host ID) as follows:

• Class A—8-bit network ID, 24-bit host ID

• Class B—16-bit network ID, 16-bit host ID

• Class C—24-bit network ID, 8-bit host ID

Figure 1-2 shows the assignment of the 32 bits in a Class A address. The highest-order bit 
has a fixed value of 0, and the whole of the first byte is the network ID. The last 3 bytes are 
designated as host bits. 

Table 1-1        IP Address Classes and Representation

Address 
Class

Bit Pattern of 
First Byte

First Byte 
Decimal Range

Host Assignment Range in 
Dotted Decimal

A 0xxxxxxx 1 to 127 1.0.0.1 to 126.255.255.254

B 10xxxxxx 128 to 191 128.0.0.1 to 191.255.255.255.254

C 110xxxxx 192 to 223 192.0.0.1 to 223.255.255.254

D 1110xxxx 224 to 239 224.0.0.1 to 239.255.255.254

E 11110xxx 240 to 255 240.0.0.1 to 255.255.255.255
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This notion of categorizing IP addresses into classes with rigid boundaries is also known as 
classful addressing. IP addresses use masks to delineate host bits from the network number 
bits. IP address structuring has evolved through various innovations, all geared toward mak-
ing address allocation and actual assignment in real networks more efficient. You find out 
more about this in the section “Subnetting and Variable-Length Subnet Masks.”

To make it easier for humans to work with IP addresses, these addresses are represented 
in a format known as dotted-decimal notation. In the dotted-decimal representation, the 
bits are grouped into octets and are separated by dots. Each octet of binary bits then is 
converted into the decimal equivalent. The last column of Table 1-1 shows the dotted-
decimal notations for the range of addresses in each of the address classes. 

Even though classful addressing was introduced to facilitate efficient use of the IPv4 
address space, the rigid classful boundaries left a lot more to be desired. Because of its 
rigidity and inefficiency, classful addressing has been abandoned for the more efficient 
and flexible notion of classless addressing.

In classless addressing, any IP network number is interpreted as a prefix of a certain 
length. This interpretation provides more flexibility and results in a more efficient use of 
the IPv4 address space. A large classful block of addresses such as a Class A address can 
be split into multiple smaller blocks for allocation to multiple organizations instead of 
being allocated to a single organization under the classful notions. Conversely, classless 
addressing allows multiple Class C addresses to be aggregated and advertised as a single 
larger block instead of being treated as separate addresses. Aggregating addresses in this 
manner for the purposes of conserving resource in routers connected to the Internet is 
referred to as classless interdomain routing (CIDR), which is further discussed in a later 
section, “Classless Interdomain Routing (CIDR).”

IPv4 Private Address Space
Some address blocks in the unicast space were set aside and designated as private 
addresses. The private address space was intended for networks that are not connected to 
the public Internet. The following addresses are specific in RFC 1918 as part of the IPv4 
private address space: 

• 10.0.0.0 to 10.255.255.255

• 172.16.0.0 to 172.31.255.255

• 192.168.0.0 to 192.168.255.255

Figure 1-2 Assignment of Class A Address Bits

Bit 0 8 16 24 32
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Network ID Host ID
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RFC 1700 provides general information on reserved or allocated parameters, including 
reserved addresses. Private internets that have deployed addresses from the private IPv4 
space still can connect to the public Internet by using address Network Address Translation 
(NAT).

Subnetting and Variable-Length Subnet Masks
Before CIDR, each classful network number could be allocated for use in only a single 
organization. However, within an organization, it was possible to use subnetting to break 
up a classful address into multiple smaller address groups that could be applied to different 
segments of the same network domain. 

IP subnetting introduces another level of hierarchy into the structure of IP address classes 
by moving some of the host bits in a classful network number into the network ID field. The 
extended network ID is referred to as a subnetwork number or simply as an IP subnet. For 
example, one octet of the 2 octet host bits of a Class B address can be used to create 255 
subnets, each with only an octet of host bits. This is illustrated in Figure 1-3. 

When an IP address is subnetted, the address mask is adjusted to reflect the new demarcation 
between the network and host bits. Figure 1-4 shows the new mask and the corresponding 
subnets that are created from a Class B address. A string of ones in the mask represent the 
network bits, and the zeros represent the host bits. A common way of representing an IP 
address is to indicate its prefix length, which is the number of 1 bits in the mask. This also 
represents the number of network bits in the address. For example, 172.16.1.0 255.255.255.0 
can be represented as 172.16.1.0/24.

Figure 1-3 Class B Subnet Example
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Even though classful addressing allows subnetting for more efficient assignment of 
addresses from a block, in a classful network environment only a consistent mask is 
allowed. VLSM extends the notion of subnetting to allow different masks to be applied 
to one network number, providing more flexibility in carving up an address into different 
block sizes for application to different segments in a network domain. This allows more 
efficient use of an allocated address block. For example, by using VLSM, the Class B 
address, 172.16.0.0/16, can be carved into smaller subnets with 24-bit subnet masks 
by using 8 host bits as subnet bits. You then can further subnet one of the first genera-
tion subnets—for example, 172.16.1.0/24—by using another 4 of the remaining host 
bits. This will result in much smaller blocks such as 172.16.1.0/28, 172.16.1.16/28, 
172.16.1.32/28, and so on. VLSM can be used only in classless network environments 
in which the routing protocols and related routing software support classless addressing. 
Figure 1-5 illustrates subnetting with VLSMs. 

Figure 1-4 Subnet Mask Example

Figure 1-5 VLSM Example
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Classless Interdomain Routing
VLSM helps improve the efficiency of IP address usage for an assigned address block; 
however, it does not solve challenges with inefficient allocation of addresses to organiza-
tions. The imminent depletion of IP addresses as the result of inefficient use of classful 
blocks and the growing number of classful addresses in the global Internet routing tables 
as organizations were allocated multiples of a Class C address instead of a single Class B 
address led to the introduction of classless interdomain routing (CIDR).

CIDR allows an IP network number to be any length, abandoning completely the fixed 
boundaries associated with classful concepts. The two benefits of CIDR are illustrated in the 
examples provided in Figure 1-6. By eliminating the notions of address classes, a block of 
addresses such as 192.168.0.0 to 192.168.255.0 consisting of an individual Class C address 
can be considered a uniform block that can be conveniently represented as 192.168.0.0/16. 
This essentially implies aggregation of 256 “old notion” Class C addresses into a single 
address block, referred to as a CIDR block or a supernet.

CIDR also allows network numbers to be flexibly subnetted and allocated to different 
organizations for interdomain routing exchange. For example, 131.108.0.0/16 can be 
divided into four subblocks (131.108.0.0/18, 131.108.64.0/18, 131.108.128.0/18, and 
131.108.192.0/18) and allocated to four different organizations instead of one. 

Figure 1-6 Examples of CIDR Aggregation and Subnetting
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Static and Dynamic Routes
Static path information can be manually programmed into the router and simply force 
the router to utilize a particular interface or next-hop IP address for forwarding packets 
with matching destination addresses. Static routes potentially could match a broad range 
of network addresses. Yet another way to obtain routing information is to use distributed 
applications enabled on routers that allow automatic collection and sharing of routing infor-
mation. These routing applications frequently are referred to as dynamic routing protocols 
because they are not only automated route-gathering tools; they also work in almost real 
time, tracking the state of connectivity in the network to provide routing information that 
is as current and as valid as possible. 

Contrast this behavior with static routes, which are manual route entries and require manual 
intervention to reprogram the network routers in case of any path changes. Obviously, 
dynamic routing protocols provide more convenience to the network operator than static 
routes in managing routing information. The price for this convenience, however, is con-
figuration and troubleshooting complexity. Operation of dynamic routing protocols also 
can be resource-intensive, requiring large amounts of memory and processing resources. 
Hence, working with dynamic routing protocols frequently requires advanced knowledge 
and sophisticated expertise for handling related network design, router configuration, 
tuning, and troubleshooting chores. 

Even though static routing is less demanding on system resources and requires a lower level 
of technical skill to configure and troubleshoot, the sheer effort of manually entering routes 
for a sizeable network makes it a less attractive option. Obviously, static routing is not a 
good candidate for today’s large enterprise and Internet service provider (ISP) IP-based 
networks. Another drawback to static routing is that it is less flexible for implementation of 
complicated routing policies. When it comes to routing policy implementation, there is no 
better substitute for the intelligence and flexibility provided by dynamic routing protocols, 
such as BGP, OSPF, and IS-IS. The next section further discusses dynamic routing 
protocols.

Dynamic Routing
The last section discusses the essence of IP routing and indicates that dynamic automatic 
routing is very necessary for large network deployments. This section discusses the charac-
teristics and classification of various IP routing protocols. Although all routing protocols 
have a common goal of gathering routing information to support packet-forwarding deci-
sions, they can be classified into two broad categories, unicast and multicast, based on the 
type of data traffic they are designed to provide forwarding information for.

The previous section indicates that IP provides an addressing scheme for identifying 
various locations or subnets in the network. The destination IP address in an IP packet 
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indicates the target address of the packet. The sender’s address is stored in the source 
address field. An important concept to understand about IP addressing is IP subnetworks. 
IP subnetworks—or subnets, for short—are mentioned earlier in the section on IP address-
ing concepts. Physically, an IP subnet is a collection of interconnected network devices 
whose IP interface addresses share the same network ID and have a common mask. 

The earlier section “IPv4 Address Classes” discusses unicast and multicast addresses. The 
unicast address space is used for addressing network devices, whereas addresses from the 
multicast space are used for specifying groups or users tuned in to receive information from 
the same multicast application.

For any IP unicast subnet, the last address, such as in 192.168.1.255/24, is known as the 
broadcast address. This address can be used to target all nodes on the subnet at the same 
time in what is referred to as a directed broadcast.

A unicast routing protocol is optimized for processing unicast network information and 
provides routing intelligence for forwarding IP packets to unicast destination addresses. 
Multicast forwarding is conceptually different and requires special routing applications to 
support forwarding of multicast packets. 

Unicast Versus Multicast IP Routing
Two devices in an IP network normally communicate by sending unicast traffic to each 
other’s IP address. An IP node might have many active interfaces, each of which needs to 
be configured with an IP address from the unicast space. The address on an interface 
uniquely defines the device on the subnet directly connected to that interface. 

Cisco routers also support the concept of secondary logical subnets, many of which can 
be configured on a router’s interface in addition to the primary address on that interface. 
Additionally, you can enable tunnel and loopback interfaces on a Cisco router, both of 
which provide it with unicast IP reachability. Packets with unicast addresses in their des-
tination field are forwarded based on information in the IP routing table. The IP routing 
table on a Cisco router is displayed with the show ip route command. 

If the address in the destination field of a packet is from the multicast address space 
(Class D), the packet is directed to a multicast group with potentially many receivers. 
Multicast forwarding uses special mechanisms that enable efficient utilization of network 
resources. If an application is designed for multidestination delivery, using unicast 
routing to forward packets of the application’s data stream would require unnecessary 
replication at the source, resulting in a waste of network resources. This can be avoided 
by using multicast propagation, which replicates multicast packets only when necessary 
at branches in the network toward the location of receivers. 

Figure 1-7 illustrates a situation in which a packet is forwarded from SRC1 to two separate 
destinations, RCV1 and RCV2, by unicast forwarding. 
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In this case, SRC1 generates two identical streams of packets with destination addresses 
10.1.1.1 and 10.1.1.2, respectively. Packets belonging to each stream are handled indepen-
dently and are delivered through RT1 and RT2 to their respective destinations, consuming 
network resources (bandwidth and processing time) along the paths that they traverse. 
Contrast this scenario with that shown in Figure 1-8, where IP Multicast forwarding 
mechanisms are employed. 

Figure 1-7 Multidestination Unicast Forwarding

Figure 1-8 Multicast Forwarding
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Multicast forwarding provides a more efficient way to deliver information by replicating 
packets only at fork points of the network where paths to receivers follow divergent directions. 
Therefore, as shown in the Figure 1-8, SRC1 originates only a single stream, and packets in 
this stream are forwarded through RT1 to RT2. They are then replicated at RT2 and fanned out 
to RCV1 and RCV2.

Multicast routing protocols are functionally different from unicast routing protocols, in that 
they build multicast forwarding state in the multicast-enabled routers by using a concept 
known as reverse path forwarding (RPF). RPF is used to ensure that a multicast packet is 
received from the interface leading to the expected location of the multicast source, as 
dictated by the routing table in place. 

RPF is discussed further in Chapter 12, “Understanding Protocol Independent Multicast 
(PIM),” which covers IP Multicast routing. 

Table 1-2 shows a table of popular multicast and unicast routing protocols.

All the listed unicast routing protocols are supported in Cisco IOS Software; however, from 
the listed multicast routing protocols, only Protocol Independent Multicast (PIM) sparse 
mode/dense mode (SM/DM), Multicast Source Discovery Protocol (MSDP), and 
Multiprotocol BGP are supported.

Multicast routing environments also need an additional protocol called the Internet 
Gateway Multicast Protocol (IGMP). Multicast OSPR (MOSPF) is not supported at all, 
but IOS provides special capabilities for interoperability with the Distance Vector 
Multicast Routing Protocol (DVMRP).

As of this writing, multicast routing protocols are not widely deployed on the Internet. 
However, this situation obviously will change in the near future as more multicast-oriented 
applications, such as radio broadcasting, video streaming, remote training, videoconfer-
encing, and gaming, become more popular on the Internet. 

Table 1-2        Unicast and Multicast Routing Protocols 

Unicast Multicast

RIP (V1/V2) DVMRP

IGRP PIM

EIGRP MOSPF

OSPF MBGP

IS-IS MSDP

BGP
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Classless Versus Classful IP Routing Protocols
The concepts of classless and classful IP routing protocols have roots in the manner in 
which IP addresses originally were defined. 

Under classful addressing rules, a network number was assumed to retain its natural mask 
unless explicitly specified when subnetted into smaller blocks. However, earlier-generation 
routing protocols, such as the Routing Information Protocol (RIP), could handle only a 
single mask for any address throughout a network domain—the natural mask or a single 
consistent subnet mask. Routing protocols such as RIP that cannot handle more than one 
type of mask, as in the case of VLSMs, are referred to as classful protocols (see Table 1-3). 
The reason that classful protocols do not support VLSMs is that, by design, they do not 
advertise or carry the associated subnet mask with routes and, therefore, use simple 
intuitive mechanisms to determine the mask associated with a learned route. 

The significant growth of the Internet to global dimensions called for more efficient use of
the limited IPv4 address space. Available addresses in the IP address space therefore attained 
the status of a scarce commodity. The classless notions of VLSM and CIDR, discussed earlier,  
were invented to make address allocation and use more efficient. Routing protocols also were 
enhanced to support classless addressing environments. Routing protocols that are designed 
for operation in classless environments and that can handle VLSM address and CIDR are 
referred to as classless routing protocols.

Table 1-3 features a list of routing protocols categorized as classful and classless. RIP-1 and 
IGRP are grouped under classful protocols, whereas the more recently developed RIP-2, 
EIGRP, OSPF, IS-IS, and BGP fall in the classless category. The Exterior Gateway Protocol 
(EGP), the predecessor of the Border Gateway Protocol (BGP), which currently is considered 
obsolete, is also a classful protocol. 

Interior Gateway Protocols Versus Exterior Gateway Protocols
Even though many unicast routing protocols were developed in the early days of the 
ARPANET (the predecessor to the Internet), Routing Information Protocol (RIP) 
emerged as the most popular. Many independent networks that were created at govern-
ment research institutions and universities as a result of the remarkable success of 

Table 1-3        Classful and Classless IP Routing Protocols

Classful Classless

RIP-1 RIP-2

IGRP EIGRP

EGP OSPF

Integrated IS-IS

BGP
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the ARPANET also adopted RIP for dynamic routing operations. The evolution of the 
ARPANET into the Internet required the numerous island networks to be interconnected 
using a more robust routing protocol. The Exterior Gateway Protocol (EGP) was selected 
for this purpose. EGP provided an efficient mechanism for routing among the various RIP 
domains. Therefore, RIP and EGP were optimized for distinct functions in the network 
based on their capabilities. RIP was used for intradomain routing, and EGP was used for 
interdomain routing. EGP later morphed into the Border Gateway Protocol (BGP), and 
other more robust protocols optimized for intradomain routing emerged in place of RIP. 
In particular, the Open Shortest Path First (OSPF) Protocol was developed in the Internet 
Engineering Task Force to provide capabilities that RIP lacked, such as more intelligent 
routing metrics, faster convergence, and operation in classless environments. So, here we 
are again with yet another classification of routing protocols: interior gateway routing 
protocols (for intradomain routing) and exterior gateway protocols (for interdomain 
routing).

Figure 1-9 shows two routing domains, AS 65001 and AS 65002, and an overlapping 
(shaded) region depicting the interconnection between border routers from each domain. 
In more current routing terminology, a routing domain also is referred to as an autono-
mous system. An autonomous system is an independent routing domain under the control 
of a single administrative authority. 

As noted before, an exterior gateway protocol provides the capability for sharing routing 
information between the two domains. Currently at version 4, BGP is the only IP inter-
domain protocol that is used for interconnecting the numerous autonomous systems in 
the global Internet. An interior gateway protocol provides routing intelligence within an 
autonomous system. Each of the autonomous systems in the Internet can run any suitable 
IGP. With the exception of EGP (the obsolete routing protocol) and BGP, all the other unicast 
protocols mentioned so far—IGRP, EIGRP, RIP, OSPF, and IS-IS—are IGPs (see Table 1-4).

Figure 1-9 Intradomain and Interdomain Routing
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The Interior Gateway Routing Protocol (IGRP) was invented by Cisco Systems to offer 
better metrics than the simple hop count supported by RIP. IGRP introduced a composite 
metric that consists of several parameters: 

• Bandwidth

• Delay

• Reliability

• Load

• Maximum transmission unit (MTU)

Cisco evolved IGRP into the Enhanced Interior Gateway Routing Protocol (EIGRP). 
EIGRP provides faster convergence relative to IGRP by using backup routes, referred to as 
feasible successor routes, that are readily installed in the routing table when a preferred 
route is lost. Unlike IGRP, EIGRP supports VLSM. 

OSPF and IS-IS are both popular IGPs used in very large IP networks. IS-IS originally was 
designed as a routing protocol for the Connectionless Network Protocol (CLNP) but later 
was adapted to route IP about the same time that the Open Shortest Path First (OSPF) proto-
col was being standardized in the Internet Engineering Task Force (IETF). OSPF and IS-IS 
are both link-state protocols, whereas RIP, IGRP, and EIGRP are distance vector protocols.

Also, OSPF and IS-IS are link-state protocols that use the shortest path first (SPF) algorithm 
(named after Dijkstra) for route computation, making them converge relatively fast in re-
sponse to network changes.

Both protocols also support a two-level hierarchical routing architecture. OSPF and IS-IS are 
very similar protocols with almost identical capabilities. However, they have some 
architectural differences that are beyond the scope of this book. 

An interesting point to note, however, is that OSPF was designed entirely for IP only, and 
OSPF packets are encapsulated in IP packets. In contrast, IS-IS was designed for CLNP and 
was adapted to support IP additionally. IS-IS packets are not encapsulated in IP packets but 
rather directly by the data link protocol.

Table 1-4        IGP and EGP Classification 

Interior Gateway Protocols
Exterior
Gateway Protocols

Distance Vector
Advanced 
Distance Vector Link-State Path Vector

RIP-1

RIP-2

IGRP

EIGRP OSPF

Integrated IS-IS

BGP
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The next section of this chapter looks at yet another routing protocol classification: distance 
vector and link-state protocols.

Distance Vector Versus Link-State Protocols
This section takes a look at routing protocol from a different perspective. In the previous 
sections, we considered general classification such as classful versus classless and also 
IGP versus EGP. This section discusses classification based on design and operation. The 
second row in Table 1-4 places the protocols discussed so far into four different categories, 
two of which stand out—distance vector and link-state. These two broad categories 
actually apply to IGP as shown in the table. 

EIGRP is essentially a distance vector protocol just like IGRP, except that it is rightfully 
considered in its own class as an advanced distance vector protocol because it has more 
modern characteristics, such as support of classless routing and fast convergence. BGP is 
also in its own category, path vector protocol because, as an interdomain routing protocol, 
it uses the AS path attribute, which is made up of the list of autonomous systems that a route 
has traversed as a key measure for route comparison and selection.

Versions 1 and 2 of RIP (RIP-1 and RIP-2) and IGRP are classified as distance vector 
protocols because they use route-computation algorithms based on the Bellman-Ford 
algorithm. The Bellman-Ford algorithm is used in graph theory for calculating the 
shortest distance between two vertices in a directed graph. A directed graph is a collec-
tion of points, interconnected with directional links, such as the nodes and links in an 
internetwork. Routers running distance vector routing protocols use the Bellman-Ford 
algorithm for determining the shortest paths to all known locations in the network. 

OSPF and Integrated IS-IS are both link-state protocols and use the shortest path first 
algorithm (Dijkstra) for route computation. Just like the Bellman-Ford algorithm, the 
Dijkstra algorithm provides an alternate method for computing the shortest distance 
between two points in a directed graph. 

EIGRP uses a Cisco Systems–patented algorithm known as the Diffusing Update Algorithm 
(DUAL) to optimize route calculation, breaking away from its predecessor, IGRP, which is 
based on the Bellman-Ford algorithm. 

The type of algorithm used by a protocol for route computation goes a long way toward 
affecting the efficiency of the protocol and how fast it converges. The following sections 
examine the concepts and operational principles behind distance vector protocols and link-
state protocols. 

Distance Vector Routing Concepts
This section reviews key concepts that underlie the operation of distance vector routing 
protocols, such as metrics, count to infinity, split horizon, holddowns, and triggered 
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updates. These concepts are evaluated in terms of general routing functionality, such as 
stability and speed of convergence and loop avoidance. 

Distance Vector Metrics
In the Bellman-Ford algorithm, each router advertises the best paths to all known des-
tinations, from its perspective, to all neighbors. The links between routers are assigned a 
measure known as cost or metric. The metric can be determined from characteristics of 
the links, such as hop count, bandwidth, delay, reliability, monetary value, and so on. The 
hop count associated with a link between two directly connected nodes is usually 1, even 
though arbitrary values can be administratively assigned. The metric associated with a 
specific path to a known destination from any router is the sum of all the metrics of links 
along that path. Usually, the path with the lowest metric is the best. A router might have 
many neighbors and, therefore, might receive multiple paths for the same destination. It 
then computes the metric associated with each of these paths and selects the best path by 
a criterion such as the lowest metric. 

RIP uses hop count for metric, with the maximum possible number of hops to any reachable 
destinations being 15. A metric of 16 hops or more is considered to be infinity. Hence, a hop 
count of 15 defines the maximum width of reachability in a RIP network. This imposes a 
limit on the size of RIP-based networks, which also implies that RIP is suitable for only 
small, flat networks. Hop count actually pertains to the node count from a specific source 
to a destination and has no consideration for actual network characteristics, such as 
bandwidth, delay, or monetary costs. 

IGRP, which is also a distance vector protocol, uses a metric system that takes into consider-
ation relevant characteristics of the network, such as bandwidth, associated maximum trans-
mission unit, reliability of links, and also path delay. The metric assigned to each link in the 
outgoing direction is calculated from a formula that takes into consideration all these char-
acteristics. This sort of multifaceted metric is called a composite metric.

The Bellman-Ford algorithm uses a vector (distance vector), consisting of cost (metric) and 
next-hop information for each known route to determine best paths in the network from any 
standpoint. An iterative procedure calculates the cost of all paths for any received route and 
selects the vector with the best cost for each route. Hence, routing protocols that are based 
on the Bellman-Ford algorithm commonly are referred to as distance vector protocols (see
Table 1-4).

Routing Convergence
When there is a topology change, a router might invalidate some of the previously known best 
paths. The router then uses new or existing information to determine an alternate best path for 
each affected destination. Recalculating routes to rediscover alternate routes as a result of 
network topology changes is referred to as routing convergence. Routing convergence may be 
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triggered by events such as router failures, link failures, or even administrative metric adjust-
ments.

Distance vector protocols such as RIP and IGRP are relatively simple compared to their 
link-state counterparts. However, this simplicity comes with a price. Because each router 
bases its best-path determination on the best paths advertised by neighbors, such protocols 
are very prone to routing loops. A routing loop occurs when two nodes point to each other 
as the next hop along the path to the same destination. The most obvious effect of routing 
loops is that they prolong the time it takes for a router to determine a route is no longer 
available or to select an alternate path. Routing loops adversely impact convergence times. 
Therefore, it is desirable that unusable routes be removed from the network as soon as 
possible. The following sections discuss various methods employed by distance vector 
protocols to prevent or limit the effect of routing loops and improve convergence. The 
following is discussed: 

• Counting to infinity

• Using holddown

• Using split horizon and poison reverse

• Using triggered updates 

Loop Avoidance
Routers running distance vector protocols determine best paths for routes relative to neigh-
bors that have advertised those routes to them. The mechanics of operation of distance 
vector protocols, specifically the way routes are advertised by distance vector protocols, 
makes such environments very susceptible to routing loops—for example, when a router 
running a distance vector protocol broadcasts routing updates over all interfaces activated 
for the protocol. When a router broadcasts all known routes in this manner, it may advertise 
a route back to the source it was heard from. Consequently, when there is a failure, it is 
possible for two neighboring nodes to think that the other is the next hop along the best path 
to a specific destination. This situation, which results in a routing loop, is elaborated in 
Figure 1-10. 

Figure 1-10 Routing Loops in Distance Vector Environments
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In Figure 1-10, RT1, RT2, RT3 are connected serially, and hop count is used as the measure 
for metric. A route associated with the destination link (Dest3) is advertised by RT3 to RT2, 
with a hop count of 1. RT2 assigns Dest3 a hop count of 2 and then advertises it to RT1. RT1 
stores Dest3 with a hop count of 3 and with RT2 as the next hop. RT1 then might advertise 
Dest3 back to RT2. This route is not used by RT2 because it has a worse metric (four hops) 
than the original that came from RT3 (two hops). However, if the connection between RT2 
and RT3 is broken, RT2 will remove the original route and install an alternate route to Dest3 
with a metric of 4 and RT1 as the next hop. Meanwhile, RT1 has the same route pointing 
back to RT2 as the next hop. Thus, a loop situation is created and any packets from RT1 or 
RT2 to Dest3 will be caught up in a “ping pong” between the two routers for some time until 
their Time To Live (TTL) counters in the packets expire. Routing loops disrupt routing, and 
it is desirable to curtail them as quickly as they appear. To limit the effect of routing loops, 
distance vector protocols use a method known as counting to infinity. This principle is 
elaborated in the next section.

Counting to Infinity
To prevent routing loops of indefinite duration, distance vector protocols enforce limits on 
route metrics that allows routers to declare routes as unreachable after the associated 
metrics reach a certain value. In the loop situation described in Figure 1-10, RT1 and RT4 
might advertise Dest3 to each other, each time increasing the associated hop count received 
from the other by 1 and before readvertising the route. Consequently, the metric associated 
with Dest3 will continue to increase. Counting to infinity places an upper bound on the 
metric beyond which it is considered infinity and the route is declared unusable. For RIP, 
this upper bound is 15. 

Holddown
Holddown is used to dampen a route’s response action to finding an alternate route when a 
primary route is no longer usable. When a router determines that a route is no longer avail-
able, it places the route in holddown state for a duration called the holddown time, during 
which it doesn’t select an alternate route, even if available. The route in holddown state 
is advertised with a metric or value of infinity in an attempt to purge it from the network. 
Purging unusable routes helps reduce the incidence of routing loops. 

To illustrate this using Figure 1-10, RT2 places Dest3 in holddown when it invalidates 
routes heard from RT3 because of the failure of the connection between them. With Dest3 
in holddown state, RT2 does not use the alternate route from RT1; instead, it advertises 
Dest3 to RT1 again with a metric. This allows RT1 to withdraw Dest3 from its tables. By 
the expiration of the holddown time, both RT1 and RT2 are expected to have removed 
Dest3 from their routing tables, thus avoiding a potential routing loop. 
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Another benefit to using holddowns is that it prevents unnecessary reactions to equipment-
related glitches that cause the link to flap. The downside is that it contributes significantly to 
the higher convergence times associated with distance vector routing protocols. 

Split Horizon and Poison Reverse
Routing loops are primarily the result of routes being leaked back to their sources. For 
example, in Figure 1-10, the loop between RT1 and RT2 is caused by feedback of Dest3 
back to RT2 by RT1, misleading RT2 to think that RT1 is the next hop on an alternate path 
to Dest3. 

Split horizon prevents a router from advertising a route back out the interface through 
which it was received. With split horizon in effect, RT1 cannot advertise Dest3 back to RT3 
over the link between them (see Figure 1-10). 

Poison reverse is similar in principle to split horizon, except that it allows routes to be 
advertised back out the interfaces on which they were received as unreachable (metric of 
infinity assigned). That is, routes are “poisoned” in the reverse direction. Referring to 
Figure 1-10, with poison reverse enabled, RT1 advertises Dest3 back to RT2, but with a  
metric value of infinity (16 hops, in the case of RIP). 

The approach adopted by poison reverse can result in undue waste of bandwidth if many 
poisoned routers must be advertised back out. However, this approach speeds up route 
convergence by eliminating the need for holddowns. In this case, the alternate route would 
have an obvious infinite metric when fed back to the source, hence simplifying the search 
for an alternative path, when the primary route is lost.

Periodic and Triggered Updates
Routers running distance vector routing protocols, such as RIP and IGRP, advertise all the 
contents of their routing tables at regular intervals. Periodic broadcasts of large routing 
tables are a major concern in large networks. For example, RIP broadcasts all known routes 
out of every active interface every 30 seconds, by default, even if there are no changes. 
IGRP uses a default update interval of 90 seconds. 

If updates are advertised only periodically, changes in the network might not be communi-
cated fast enough, impacting convergence times. Also, the holddown time typically is tied 
to the update interval. So a larger interval might result in less bandwidth consumption by 
routing updates yet might introduce higher convergence times.

Triggered (or flash) updates remove delays in convergence caused by periodic updates by 
sending updates immediately following a network change instead of waiting for the periodic 
update timer. Flash updates trickle through the network from one node to the other, resulting 
in an overall time gain in network-wide convergence, even if not very significant. Complicity 
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between periodically scheduled updates and triggered changes can result in unpredictable 
behavior.

Link-State Protocols
Link-state protocols are relatively more modern and, therefore, incorporate capabilities into 
their design to overcome some of the shortcomings of distance vector protocols discussed 
previously. Hence, they are more sophisticated and require more memory and processing 
resources to operate effectively. By virtue of characteristics such as faster convergence, 
incremental updates, and a hierarchical architecture, link-state protocols are more suitable 
for deployment in large internetworks. Two popular link-state protocols used in IP networks 
are OSPF and IS-IS. 

Unlike distance vector protocols, which share best-known routing information, link-state 
protocols allow routers to exchange topology (link-state) information that allows them 
to draw out the layout of the internetwork’s topology. Routers in a link-state network 
converge relatively faster than their distance vector counterparts by responding immediately 
to changes in the topology, without the need for loop avoiding or limiting holddowns and 
counting to infinity. For example, RIP and IGRP typically feature convergence times in 
minutes, whereas OSPF and IS-IS converge in the order of seconds for comparable network 
changes.

Link-state protocols support hierarchy for scaling purposes by carving out a network into 
areas (see Figure 1-11). Routing within areas fall in the first level of the routing hierarchy. 
The areas are interconnected over a backbone area, and routing within the backbone consti-
tutes the second level of the hierarchy.

Routers in the same area or the backbone share link-state information that is assembled 
into a link-state database. The topology of the area or the backbone is discerned by 
running the shortest path first algorithm over the respective databases. This procedure 

Figure 1-11 Areas and Hierarchy in Link-State Protocols
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also generates the best routes that are used in the IP routing and forwarding tables. 
Chapter 8, “Understanding Open Shortest Path First (OSPF),” and Chapter 10, “Under-
standing Intermediate System-to-Intermediate System (IS-IS),” describe the operation 
of the link-state routing protocols and their respective protocols in more detail.

Metrics in Link-State Protocols
Both OSPF and IS-IS use metrics, which are measures of link bandwidth. OSPF goes a step 
further, to provide autoconversion of the bandwidth on interface to a link cost. IS-IS metrics 
are 10, by default, on all interfaces. In both cases, the metric or cost associated with a link 
can be manually configured. The metric associated with a route is the sum of all the metrics 
on the outgoing links to the associated destination. 

Chapters 8 and 10 provide more information on metrics in OSPF and IS-IS, respectively. 

Routing Protocol Administrative Distance
The previous sections in this chapter provide a high-level overview of IP routing protocols 
from the perspectives of design, architecture, and operation. The section discusses briefly 
generic implementation-related issues that impact operation of these protocols on Cisco 
routers. Details of operation and configuration of each protocol are covered in the protocol-
specific chapters. 

Cisco IOS Software provides common command resources for configuring and enabling 
the capabilities of IP routing protocols. Commands such as distance, distribute-list,
redistribute, route-map, policy-map, access-list, prefix-list, offset-list, and so forth 
frequently are referred to as protocol-independent commands because they can be used in 
diverse ways to enable many features in Cisco IOS Software, including routing protocol 
capabilities. In their application to routing protocols, protocol-independent commands are 
used for filtering routes, enabling redistribution, configuring default routes, and imple-
menting various routing policies. You can find more detail on these commands online at 
www.cisco.com; however, this section discusses the distance command and the feature that 
it supports—administrative distance.

All the IP routing protocols discussed so far can operate concurrently and yet independently 
on Cisco routers if enabled together. Usually, only one IGP (OSPF or IS-IS) is required to 
run alongside BGP in an IP network. However, depending on the situation and the history 
of a network, more than one IGP might be operation to support routing requirements. 

Administrative distance is a Cisco-specific method of distinguishing between routes 
obtained from different routing sources in the same network. It provides a simple mech-
anism to differentiate believability of routing information sources. Cisco IOS Software 
assigns numeric values to routing sources that allow routes from one routing source to be 
preferred over similar routes from another source. Sources with lower administrative dis-

www.cisco.com
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tance values are preferred. When multiple protocols supply the same route, only the route 
from the source with the lower administrative distance will make it into the routing table. 
Table 1-5 lists the default administrative distances of IP routing sources. The distance
command can be used to modify any of the defaults.

Fast Forwarding in Routers
Even though this book is about routing protocols and how to troubleshoot routing-related 
problems, we would like to briefly mention in this introductory chapter that the high-speed 
forwarding requirements in today’s networks have led to ingenious ways of packet pro-
cessing on routers that extend beyond basic decision-making based on the IP routing table. 
The routing table remains critical for routing guidance, but instead of using the contents 
of the routing table directly, routers transform the routing information in the routing table 
for storage in data structures, optimized for high-speed packet forwarding. Cisco provides 
various high-speed forwarding mechanisms, such as fast switching, optimum switching, 
and Cisco Express Forwarding (CEF). 

Frequently, troubleshooting routing problems requires investigation into the fast-forwarding 
tables, such as the CEF Forwarding Information Base (FIB) and the Adjacency Database. 
Detailed discussions of these fast-forwarding mechanisms are outside the scope of this book. 
More information on this subject matter is available at the Cisco site, www.cisco.com. 

Table 1-5        Administrative Distances of IP Routing Protocols 

Route Source Administrative Distance

Connected interface 0

Static route out an interface 1

Static route to a next hop 1

EIGRP summary route 5

External BGP 20

Internal EIGRP 90

IGRP 100

OSPF 110

IS-IS 115

RIP-1/RIP-2 120

EGP 140

External EIGRP 170

Internal BGP 200

Unknown 255

www.cisco.com
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Summary
This introductory chapter reviews the concepts underlying IP routing and explains why 
routing is relevant for information transfer in a connectionless networking environment. 
You learned that protocols such as IP, which provide connectionless delivery of information, 
allow data to be transmitted in chunks of information, known as datagrams. IP datagrams 
also are referred to as packets. Packets consist of a payload and a header. The headers in 
IP packets contain target addresses that allow them to be independently routed over optimal 
paths in the network toward their destinations. IP is a network layer protocol; routers, which 
process and forward packets, run routing protocols that automate the gathering of routing 
information in internetworks.

Classful and classless notions of IP addressing are covered, leading to a discussion on 
VLSMs and CIDR. The relevance of CIDR and VLSMs as vehicles for efficient address 
allocation and use is covered as well. 

The subsequent text of the chapter discusses various classifications of dynamic routing 
protocols, categorizing them into unicast versus multicast, classless versus classful, IGP 
versus EGP, and, finally, distance vector versus link-state. Key characteristics of distance 
vector and link-state protocols are discussed and compared.

Brief coverage of Cisco IOS Software protocol-independent commands led to the discus-
sion of administrative distances associated with routing protocols. Administrative distance 
is defined as a mechanism for distinguishing between routing protocol sources and asso-
ciating an IOS default trust factor with various routing protocols. 

The final section briefly touches on how the routing information gathered by routing 
protocols actually is used in forwarding. It is pointed out that Cisco routers convert the 
information in a routing table into optimized data structures for high-speed packet 
forwarding. 

Review Questions
1 What is connectionless data networking?

2 Why is routing needed in a connectionless networking environment? List two means 
by which routers obtain information for routing packets toward their destinations.

3 What is the difference between functionalities of Interior Gateway Protocols (IGPs) 
versus exterior gateway protocols (EGPs)? 

4 List the two main groups of IP routing protocols based on the method of operation and 
routing algorithm. Also, list two examples of each type.

5 Briefly describe the operation of link-state routing protocols.
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6 What is the key difference between classless and classful routing protocols? Give an 
example of each.

7 What is the use of routing protocol administrative distances on Cisco routers? 

8 What are the values of administrative distance of IS-IS and OSPF, respectively? 

9 If a router is running both OSPF and IS-IS protocols and has the same route from each 
of them, which protocol's information will be used in the IP routing table?
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This chapter covers the following key topics about Routing Information Protocol (RIP):

• Metric

• Timers

• Split horizon

• Split horizon with poison reverse

• RIP-1 packet format

• RIP behavior

• Why RIP doesn’t support discontiguous networks

• Why RIP doesn’t support variable-length subnet masking (VLSM)

• Default routes and RIP

• Protocol extension to RIP

• Compatibility issues
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Understanding Routing 
Information Protocol (RIP)

RIP is a distance vector protocol that uses hop count as its metric. This protocol is very 
simple and was intended for small networks. RIP is similar to gated, which was distributed 
by the FreeBSD version of UNIX. Before the RFC for RIP Version 1 (RIP-1) was written, 
several versions of RIP were floating around.

NOTE Hop count refers to the number of routers being traversed. For example, a hop count of 2 
means that the destination is two routers away.

RIP is a classful protocol, which means that it doesn’t carry subnet mask information in its 
routing update. Because it doesn’t carry any subnet mask information, it is incapable of 
supporting variable-length subnet masking (VLSM) and discontiguous networks. RIP 
enables devices to exchange information about networks that they are directly connected 
to, as well as any other networks that they have learned from other RIP devices.

RIP sends its routing information every 30 seconds, which is the default update timer. This 
timer is configurable. The hold-down timer determines how long a router should wait 
before flushing the information from the routing table.

RFC 1058 was written to provide a standard for RIP, which uses the Bellman-Ford algo-
rithm to compute its metric. 

Metric
The RIP metric is based on hop count and can be between 1 and 15. The metric 16 is used 
for infinity, which means that if the route is unreachable, a metric of 16 is displayed. The 
question is, why was the metric chosen as 16? Why not 17 or 18? The metric filed in RIP-1 
packet format clearly shows that it is 32 bits long. This means that, theoretically, RIP can 
support 232 hops. Although this is a large number, the metric of 15 was chosen to avoid a 
count to infinity problem. (This is also referred to as a routing loop.) In a large network with 
a few hundred routers, a routing loop results in a long time for convergence if the metric for 
infinity has a large value. The number 16 was chosen to get a shorter convergence time.
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The 15-hop limit was chosen also because RIP was intentionally designed for small networks. 
It was not intended for the large networks that potentially can have more than 15 hops.

Timers
Like any distance vector protocol, RIP periodically sends an update every 30 seconds. This 
update consists of a broadcast of the entire routing table. The update timer controls this 
30-second period. RIP uses the following timers:

• Update—The time between each update interval. This value is set to 30 seconds, by 
default, and is configurable. 

• Invalid—The time after which a suspect route becomes invalid. This is set to 180 
seconds, by default.

• Hold-down—The time used to suppress the possibility of defective routes being 
installed in the routing table. The default time is 180 seconds.

• Flush—The time after which a route is removed from the routing table. This is set to 
240 seconds, by default.

Split Horizon
Split horizon is a technique used to avoid routing loops. With split horizon, when a route is 
learned on an interface, that route is not advertised back out on the same interface. For ex-
ample, in Figure 2-1, Router 1 receives an update about Network X with a metric of 1 from 
the neighboring Router 2. Router 1 will not advertise Network X back to Router 2 if split 
horizon is enabled. If split horizon is disabled, however, Router 1 will advertise Network X 
with a metric of 2 to Router 2. If Network X fails, Router 2 will think that Router 1 has a 
better way to get to X, so it will send the packet destined to Network X toward Router 1, 
creating a black hole.

Split Horizon with Poison Reverse
Another technique used to avoid routing loops is split horizon with poison reverse. With this 
technique, routes learned on an interface are advertised back on the same interface, but they are 
poisoned, which means that they have a metric of 16 (unreachable). In Figure 2-1, Router 1 

Figure 2-1 An Example of Split Horizon

Router 1 Router 2

Network X
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receives an update about Network X with a metric of 1 from neighboring Router 2. In the case 
of split horizon with poison reverse, Router 1 will advertise Network X back to Router 2, but 
with a metric of 16, which indicates infinity. 

Split horizon with poison reverse is used only when a link failure occurs. It also can be used 
in a normal situation, but it is discouraged because it can potentially increase the size of the 
routing table.

RIP-1 Packet Format
The maximum datagram size in RIP is 512 octets. The first byte is used for commands such 
as rip update request and rip update response. The next byte is used for the Version field, 
which is set to 1 for RIP-1. The next 2 bytes must be 0. The 2-byte field after this is used 
for the address family identifier; the next 14 bytes are allocated for the network address, as 
shown in Figure 2-2. In the case of IP, only 4 bytes of those 14 are used for the IP address. 
The remaining 10 bytes are unused in RIP-1, although they are used in the RIP Version 2 
(RIP-2) packet format. The next 4 bytes are used for the RIP metric, which can be up to 16. 
The portion from the address family identifier up to the Metric field can be repeated 25 
times, to yield the maximum RIP packet size of 512 bytes.

RIP Behavior
RIP follows certain rules when it sends and receives updates. This section covers the rules 
for sending and receiving updates.

RIP Rules for Sending Updates
When RIP sends an update, it performs several checks. In Figure 2-3, two routers are running 
RIP together. Router 1 is connected to two majornets, 131.108.0.0/16 and 137.99.0.0/16. 

Figure 2-2 RIP-1 Packet Format
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The majornet 131.108.0.0 is further divided into two subnets: 131.108.5.0/24 and 
131.108.2.0/24, which is actually connected to Router 2. 

Before Router 1 sends a RIP update to Router 2, it performs the check as shown in Figure 2-4.

Figure 2-3 Example of RIP Behavior

Figure 2-4 Flowchart That Explains RIP Rules When Sending Updates
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When RIP sends the update, it checks to see whether the advertised network or subnet is on the 
same major network as the interface that is sourcing the RIP packet. If the advertised network 
or subnet is on a different major network from the interface sourcing the RIP packet, the net-
work is autosummarized. In other words, RIP sends only the majornet information in its routing 
update. For example, in Figure 2-3, when Router 1 sends the RIP update to Router 2, it auto-
summarizes the subnet 137.99.88.0 into 137.99.0.0. If the advertised network or subnet is on the 
same major network as the router’s interface sourcing the RIP packet, RIP determines whether 
the advertised subnet has the same mask as the interface that is sourcing the RIP update. If it 
has the same mask, RIP advertises that network; otherwise, RIP drops that network.

RIP Rules for Receiving Updates
When the receiving side gets an update from RIP, the update can contain either a subnet 
number, a host address, a network number, or all 0s (indicating the default route):

• Subnet number (such as 131.108.1.0)

• Host address (such as 131.108.1.1)

• Network number (such as 131.108.0.0)

• Default route (such as 0.0.0.0)

Figure 2-5 illustrates the checks performed by RIP on the receiving side.

When RIP receives the update, it determines whether the subnet received in the update 
belongs to the same major network as the receiving interface. If so, Router 2 applies the 
mask of the receiving interface. If the host bits are set in the host portion of the RIP update, 
the receiving router applies the host mask. 

If that subnet belongs to a different major network, RIP checks whether any subnets of this 
major network already exist in the routing table and determines whether they are known 
from interfaces other than the one that received the update. Note that the network in this 
update should be a major network. If the answer is “yes,” Router 2 ignores the update. If 
the answer is “no,” Router 2 applies a classful mask. 

If the update came across an unnumbered link, it might contain subnet information (bits in 
the subnet portion of the network address are set). Router 2 then applies a host mask. If the 
update carries subnet broadcast—for example, 131.108.5.127/25 or Class D or E—the RIP 
update must be ignored.

Example of Sending Updates
This section shows an example explaining RIP behavior when it sends an update. In Figure 2-6, 
two routers are running RIP. The link between Router 1 and Router 2 is in 131.108.0.0. The 
Ethernet interface on Router 1 is in 131.108.0.0 as well. Router 1 is also connected to another 
major network, which is 137.99.0.0. 
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In Figure 2-6, when Router 1 sends an update to Router 2, it performs these checks:

1 Is 131.108.5.0/24 part of the same major network as 131.108.2.0/24, which is 
sourcing the update?

Figure 2-5 Flowchart That Explains RIP Rules When Receiving Updates

Figure 2-6 An Example of RIP Behavior When Sending and Receiving Updates
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2 Yes. Does 131.108.5.0/24 have the same subnet mask 131.108.2.0/24, which is 
sourcing the update?

3 Yes. Router 1 advertises the network.

4 Is 137.99.88.0/24 part of the same major network as 131.108.2.0/24, which is 
sourcing the update? 

5 No. Router 1 summarizes 137.99.88.0/24 at the major network boundary and 
advertises the route as 137.99.0.0.

This process results in Router 1 including 131.108.5.0 and 137.99.0.0 in its update 
to Router 2. You can see this in the output displayed using the debug ip rip command 
on Router 1, as demonstrated in Example 2-1. 

Example of Receiving Updates
Example 2-2 provides output from the debug ip rip command to display the routing update 
received on Router 2 from Router 1.

Router 2 in Figure 2-6 performs the following checks to determine what mask to apply on 
a received network: 

1 Is the received major network 137.99.0.0 the same as 131.108.2.0, which is the 
address assigned to the interface that received the update?

2 No. Do any subnets of this major network already exist in the routing table known 
from other interfaces?

3 No. Router 2 applies the natural mask (/16) because 137.99.0.0 is a Class B address.

4 Does subnet 131.108.5.0 belong to the same major network as subnet 131.108.2.0, 
which is the interface that received the update?

5 Yes. Router 2 applies the mask /24, which is the mask of the interface that received 
the update. 

Example 2-1 debug ip rip Command Output Reveals RIP Update Information Sent

Router1#debug ip rip
RIP: sending v1 update to 255.255.255.255 via Serial0 (131.108.2.2)  
      subnet 131.108.5.0, metric 1
      network 137.99.0.0, metric 1

Example 2-2 debug ip rip Command Output Reveals RIP Update Information Received

Router2#debug ip rip
RIP: received v1 update from 131.108.2.2 on Serial0 
      131.108.5.0 in 1 hops
      137.99.0.0 in 1 hops



36 Chapter 2:  Understanding Routing Information Protocol (RIP)

This process results in the networks and masks in Router 2’s routing table, displayed using 
the show ip route command (see Example 2-3).

Why RIP Doesn’t Support Discontiguous Networks
A discontiguous network is comprised of a major network separated by another major 
network. In Figure 2-7, network 131.108.0.0 is separated by a subnet of network 
137.99.0.0; here, 131.108.0.0 is a discontiguous network. 

RIP is a classful protocol. Whenever RIP advertises a network across a different major 
network boundary, RIP summarizes the advertised network at the major network boundary. 
In Figure 2-7, when Router 1 sends an update containing 131.108.5.0 to Router 2 across 
137.99.88.0, it converts 131.108.5.0/24 into 131.108.0.0/16. This process is called auto-
summarization.

Router 1 takes the following steps before sending an update to Router 2: 

1 Is 131.108.5.0/24 part of the same major network as 137.99.88.0/24, which is the 
subnet assigned to the interface that’s sourcing the update?

2 No. Router 1 summarizes 131.108.5.0/24 and advertises the route 131.108.0.0/16.

The debug ip rip command output on Router 1 shows the update sent by Router 1, as 
demonstrated in Example 2-4.

Example 2-3 show ip route Command Output Reveals the Networks and Masks in Router 2’s Routing Table

Router2#show ip route
R       137.99.0.0/16 [120/1] via 131.108.2.2, 00:00:07, Serial0 
      131.108.0.0/24 is subnetted, 3 subnets
R       131.108.5.0 [120/1] via 131.108.2.2, 00:00:08, Serial0 
C       131.108.2.0 is directly connected, Serial0
C       131.108.3.0 is directly connected, Ethernet0

Figure 2-7 An Example of a Discontiguous Network

Example 2-4 debug ip rip Command Output Reveals RIP Update Information Sent by Router 1 in Figure 2-7

Router1#debug ip rip
RIP: sending v1 update to 255.255.255.255 via Serial0 (137.99.88.2)  
     network 131.108.0.0, metric 1

Router 1 Router 2

137.99.88.0/24
131.108.5.0/24

131.108.2.0/24

.2
.1 .1.2



Why RIP Doesn’t Support Variable-Length Subnet Masking     37

Router 2 goes through the following steps before accepting the update from Router 1: 

1 Is the major network received (131.108.0.0) the same as the major network of 
137.99.88.0/24, which is the subnet assigned to the interface that received the update? 

2 No. Do any subnets of this major network already exist in the routing table known 
from interfaces other than that which received the update? 

3 Yes. Router 2 ignores the update. 

Again, debug ip rip command output on Router 2 shows the update received by Router 2, 
as demonstrated in Example 2-5. 

The routing table of Router 2, as demonstrated in the show ip route command output in 
Example 2-6, shows that the update was ignored. The only entry for any subnetwork or 
network on 131.108.0.0 is the one directly connected to Ethernet0. 

To avoid having updates ignored, configure a static route on both routers that points toward 
the specific subnets. For example, on Router 1, configure the following: 

     Router1(config)#ip route 131.108.2.0 255.255.255.0 137.99.88.1

On Router 2, configure the following: 

     Router2(config)#ip route 131.108.5.0 255.255.255.0 137.99.88.2

Why RIP Doesn’t Support Variable-Length Subnet 
Masking

The capability to specify a different subnet mask for the same network number is called 
variable-length subnet masking (VLSM). RIP and IGRP are classful protocols and are 
incapable of carrying subnet mask information in their updates. Before RIP or IGRP sends 
an update, it performs a check against the subnet mask of the network that is about to be 
advertised, with the subnet mask of the interface sourcing the update. If the two subnet 
masks don’t match, the update gets dropped. 

Example 2-5 debug ip rip Command Output Reveals RIP Update Information Received by Router 2 in Figure 2-7

Router2#debug ip rip
RIP: received v1 update from 137.99.88.1 on Serial0   
     131.108.0.0 in 1 hops

Example 2-6 show ip route Command Output Reveals That the Routing Table for Router 2 in Figure 2-7 Does Not 
Reflect the Advertised Route Sent by Router 1

 137.99.0.0/24 is subnetted, 1 subnets
     C       137.99.88.0 is directly connected, Serial0 
          131.108.0.0/24 is subnetted, 3 subnets
     C       131.108.2.0 is directly connected, Ethernet0
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The following example demonstrates this concept. In Figure 2-8, Router 1 has three subnets 
with two different masks (/24 and /30).

Router 1 goes through the following steps before sending an update to Router 2: 

1 Router 1 checks to see if 131.108.5.0/24 is part of the same major network as 
131.108.6.0/30, which is the network assigned to the interface that is sourcing the 
update.

2 It is part of the same major network, so Router 1 determines whether 131.108.5.0/24 
has the same subnet mask as 131.108.6.0/30.

3 Because the subnet masks are not the same, Router 1 drops the network and doesn’t 
advertise the route. 

4 Router 1 now determines whether 131.108.7.0/30 is part of the same major network 
as 131.108.6.0/30, which is the network assigned to the interface that is sourcing the 
update.

5 It is part of the same major network, so Router 1 next determines whether 
131.108.7.0/30 has the same subnet mask as 131.108.6.0/30.

6 Because the two subnet masks are the same, Router 1 advertises the network. 

The preceding procedure determined that Router 1 includes only 131.108.7.0 in its update 
that is sent to Router 2. The debug ip rip command in Example 2-7 actually shows the 
update sent by Router 1. 

Notice in the output in Example 2-7 that the only subnet included in the update is 
131.108.7.0. The subnet 131.108.5.0 is not included because it has a different subnet mask. 

Figure 2-8 An Example of a VLSM Network

Example 2-7 debug ip rip Command Output Reveals RIP Update Information Sent by Router 1 to Router 2, as 
Illustrated in Figure 2-8
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This results in the following entry in Router 2’s routing table displayed by the show ip 
route command (see Example 2-8). 

To avoid eliminating subnets from routing updates, either use the same subnet mask over 
the entire RIP network or use static routes for networks with different subnet masks.

Default Routes and RIP
Cisco’s RIP implementation supports the propagation of a default route, also known as 
0.0.0.0/0. When RIP finds a default route in its routing table, it automatically advertises this 
in the RIP update. 

One important thing to remember here is that the default route must have a valid metric. 
For example, if the default route is learned through OSPF and the metric is 20, RIP will 
advertise this router with a metric of infinity (16). So, for this situation, the default-metric
command must be used under the router rip command to ensure that the proper metric is 
assigned to the update.

Classless and classful IP routing concepts play an important role, especially with default 
routes. With classful IP routing, if the router receives a packet destined for a subnet that it 
does not recognize and the network default route is missing in the routing table, the router 
discards the packet. Figure 2-9 explains this behavior.

Example 2-8 show ip route Command Output Reveals That the Subnet 131.108.5.0/25 Is Missing from Router 2’s 
Routing Table

Router2#show ip route
          131.108.0.0/30 is subnetted, 3 subnets
     R       131.108.7.0 [120/1] via 131.108.2.2, 00:00:08, Serial0 
     C       131.108.6.0 is directly connected, Serial0
     C       131.108.2.0 is directly connected, Ethernet0

Figure 2-9 Classful IP Routing
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Here, Host X is sending traffic to the 131.108.3.0/24 subnet. Router R1 will discard these 
packets because it does not have a route for 131.108.3.0/24. Traffic will not be send to the 
default route because of the classful nature of routing.

If R1 enables IP classless routing, R1 will forward traffic to the default route.

Enabling IP classless routing is recommended when default network or default routes are used.

Protocol Extension to RIP
RIP Version 2 (RIP-2) made some improvements and enhancements to RIP-1. RIP-2 
supports VLSM and discontiguous networks, and it offers the following enhancements:

• Route tag

• Subnet mask

• Next-hop metric

• Multicast capability

• Authentication

Figure 2-10 shows the RIP-2 packet format. The sections that follow discuss each of the 
enhancements and new packet fields in greater detail.

Route Tag
The Route Tag field is a 2-byte field that allows RIP routes to be assigned with a unique 
integer value. The routing table display shows the route tag for each RIP route, if assigned. 
This route tag plays an important role during redistribution with RIP. Any route that is 
redistributed into RIP gets tagged, to distinguish between internal RIP information and 
external RIP information. 

Figure 2-10 RIP-2 Packet Format
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When redistributed routes in RIP are assigned with route tags, it becomes easier to control 
redistribution of tagged routes into other protocols. Instead of matching against each route 
when redistributing into other protocols, RIP routes can simply be matched against the tag 
that they were assigned. 

For example, consider that 10 static routes in a router are redistributed in RIP and are 
assigned a tag of 20. These static routes will be advertised in RIP as external routes with a 
tag of 20. If in some other router RIP is being redistributed into OSPF and OSPF wants only 
those 10 static routes to be redistributed, OSPF can simply match the tag information 
instead of listing each static route in its redistribution commands. In addition, if OSPF is 
being redistributed back into RIP at some other router, RIP should deny any routes that are 
tagged with 20. Matching against tags thus avoids IP routing loops as well.

Subnet Mask
Unlike RIP-1, RIP-2 carries subnet mask information along with the IP network number. If 
an IP network is variably subnetted, RIP-2 picks the subnet mask of each subnet and adver-
tises to RIP-2 neighbors. RIP-2 routers in the network install routes with their respective 
subnets though a variable length of, say, /8, /15/, /24, and so on. 

Support of VLSM also enables RIP-2 to understand discontiguous networks. In a discon-
tiguous network, the IP supernet is divided by another IP block. Because RIP-2 can carry 
subnet mask information, each RIP-2 router has a route with the actual mask and routers 
can forward traffic properly.

Next Hop
The Next Hop field was added to avoid an extra hop during packet forwarding. For those 
familiar with OSPF, the Next Hop field holds nearly the same role as the forwarding address 
for OSPF external routes.

In Figure 2-11, OSPF is enabled between Router 2 and Router 5. RIP is enabled on Router 2, 
Router 3, and all the other routers behind Router 2 and Router 3. Router 2 is doing redis-
tribution between OSPF and RIP. Now when a packet from Router 1 is destined for OSPF 
networks and arrives at Router 2, it is forwarded to Router 5. 

When a packet from Router 4 destined to the OSPF network arrives at Router 3, if there is 
no next-hop information (in case of RIP-1), Router 3 forwards the packet to the originator, 
Router 2. Then Router 2 forwards it to Router 5. This is an extra hop that Router 3 must 
take to get to the OSPF network. With the Next Hop field in the RIP packet, when a packet 
destined to the OSPF network arrives at Router 3, the RIP route for the destination network 
has its next hop set to Router 5 instead of Router 2. As a result, Router 3 does not forward 
the packet to Router 2—instead, it forwards the packet straight to Router 5. 
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Multicast Capability
RIP-2 uses multicast when sending an update to all its neighbors. This reduces unnecessary 
broadcast flooding on the wire. The multicast address that RIP-2 uses is 224.0.0.9. 

All devices on the wire running RIP-2 listen for RIP-2 multicast packets on 224.0.0.9 at a 
multicast MAC address (01-00-5E-00-00-09). Devices not running RIP-2 simply discard 
RIP-2 messages on the wire, reducing unnecessary load.

Authentication
RIP-2 supports simple password authentication, to validate trusted RIP-2 neighbors. RIP-2 
speakers determine whether authentication is used by looking at the address family identi-
fier (AFI) in RIP-2 packet. AFI in RIP-2 header indicates what kind of addresses are present 
in the rest of the packet.

If the AFI value is 0xFFFF, this means that the remainder of the entire RIP packet contains 
authentication information. 

Figure 2-12 shows the packet format when authentication is used.

Figure 2-11 RIP-2 Packet Format
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Compatibility Issues
RIP-1 and RIP-2 can be run together in a network. You should be aware of a few things 
when running both protocols in your network:

• Autosummarization—RIP-1 and RIP-2 can be run together in a network. RFC 1723 
for RIP-2 recommends disabling the autosummarization feature when using both 
RIP-1 and RIP-2. 

• Subnet advertisement—If a more specific subnet is advertised to a RIP-1 router, the 
router might mistakenly take it as a host route update. 

• Queries—When a RIP-2 router receives a query request from a RIP-1 router, it 
responds with a RIP-1 message. If the router is configured to send only RIP-2 
messages, such a query request must be ignored.

• Version field—The Version field in the RIP packet determines how to handle RIP-1 
and RIP-2 packets:

— If version = 0 in the RIP packet, the packet is discarded, regardless of what 
version the receiving router is running.

— If version = 1 in the RIP packet, all the “must be zero fields” are checked 
(refer to Figure 2-9). If the version is nonzero, the packet is discarded, 
regardless of what version the receiving router is running.

— If version = 2 in the RIP packet and the receiving router is running RIP-1, 
the receiving router should look at only the related information in the 
packet. All the “must be zero fields” are ignored.

Figure 2-12 RIP-2 Packet Format for Authentication

0 8 16 31
Command Version Unused

0xFFFF

Authentication

Authentication

Authentication

Authentication type

Authentication



44 Chapter 2:  Understanding Routing Information Protocol (RIP)

Summary
RIP is a distance vector protocol that uses the Bellman-Ford algorithm to compute IP routes 
dynamically. RIP is suitable to run in small IP networks because of its hop count limit of 15. 
RIP was designed as a simple IP routing protocol that exchanges a complete routing table at 
a fixed interval (30 seconds) with other routers running RIP. In larger networks with a large 
number of IP routes, sending a complete routing table every 30 seconds is not practical. This 
results in extra work for the sender and receiver, and it consumes unnecessary bandwidth and 
processing time. Therefore, RIP is used in smaller networks with a hop count of less than 15 
and a small number of routes as well.

RIP offers a descent algorithm for loop avoidance by using split horizon and poison reverse. 
Split horizon takes care of the loops by not advertising any routes back to the interface 
where it learned the routes. Poison reverse causes routes to be advertised with the infinite 
RIP metric (16), thus removing RIP routes that might be looped or down.

Because any change in the network takes at least 30 seconds to propagate, the concept of 
holddown causes the RIP routing table to wait for three times the advertisement interval. 
This implementation is designed for when a RIP route is not advertised because it might 
have been down for a little over 30 seconds. The receiving routers should wait for 90 
seconds to remove the route from the routing table. If a routes comes back before 90 
seconds, it is reinstalled and is advertised throughout the network.

In the early days of IP networking, RIP was the protocol of choice in smaller IP networks. 
Since then, a lot of new IP protocols have been developed to be more robust and dynamic 
than RIP; they can scale up to a much larger number of routers than 15. The advent of these 
new protocols, such as OSPF, IS-IS, and EIGRP, resulted in almost complete phaseout of 
RIP from larger networks today. These new protocols have improved upon the limitations 
of RIP in terms of convergence and scalability, and they offer the support for VLSM and 
discontiguous networks that RIP-1 lacked.

Although RIP-2 improved RIP with new features, such as route tags, queries, subnet masks, 
next hops, multicasting, and authentication, larger networks still prefer OSPF, IS-IS, and 
EIGRP as IP routing protocols.

Review Questions
1 What is the maximum metric in RIP?

2 Why doesn’t RIP support discontiguous networks?

3 Why doesn’t RIP support VLSM?

4 What is the default update interval for RIP?

5 What transport protocol and port number do RIP use for sending updates?
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6 What is the purpose of the split-horizon technique?

7 Does RIP Version 2 solve the discontiguous network problem by default?

8 Does RIP Version 2 also use broadcast for sending updates?

9 Does RIP support authentication?

Further Reading
Refer to the following RFCs for more information about RIP. You can access all RFCs 
online at www.isi.edu/in-notes/rfcxxxx.txt, where xxxx is the number of the RFC that you 
want to read.

RFC 1058, “Routing Information Protocol”
RFC 1723, “RIP Version 2”
RFC 2453, “RIP Version 2”
RFC 1582, “Extensions to RIP to Support Demand Circuits”
RFC 2091, “Triggered Extensions to RIP to Support Demand Circuits”
RFC 2082, “RIP-2 MD5 Authentication”

www.isi.edu/in-notes/rfcxxxx.txt


This chapter covers the following key topics:

• Troubleshooting RIP routes installation

• Troubleshooting RIP routes advertisement

• Troubleshooting routes summarization in RIP

• Troubleshooting RIP redistribution problems

• Troubleshooting dial-on-demand (DDR) routing issues in RIP

• Troubleshooting route flapping problem in RIP
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Troubleshooting RIP
This chapter discusses some of the common problems in RIP and tells how to resolve those 
problems. At this time, no RIP error messages will help troubleshooting RIP problems. As 
a result, you will need to rely on debugs, configurations, and useful show commands, which 
we’ll provide where necessary in this chapter. The flowcharts that follow document how to 
address common problems with RIP with the methodology used in this chapter.

Debugs sometimes can be very CPU-intensive and can cause congestion on your network. 
Therefore, we do not recommend turning on these debugs if you have a large network 
(that is, more than 100 networks or subnets in RIP). Sometimes, there could be multiple 
causes for the same problem—for example, Layer 2 is down, the network statement is 
wrong, and the sender is missing the network statement. Bringing up Layer 2 and fixing 
the network statement might not fix the network problem because the sender is still 
missing the network statement. Therefore, if one scenario doesn’t fix the network prob-
lem, check into other scenarios. The word RIP, in general, refers to both RIP Version 1 
(RIP-1) and RIP Version 2 (RIP-2). The problems discussed in this chapter are mostly 
related to RIP-1, unless specified as RIP-2.
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Flowcharts to Solve Common RIP Problems

Troubleshooting RIP Routes Installation

RIP Routes Not in the Routing Table

Not sure
Is RIP enabled on the interface? Go to page 53.

Yes

Not sureIs the interface of the receiving
router up/up?

Go to page 56.

Yes

Not sure Go to page 58.

No

Not sureIs the access list blocking the RIP source
address?

Go to page 60.

No

Not sureIs the access list blocking the RIP broadcast? Go to page 63.

No

Not sureIs the RIP version compatible with the sender? Go to page 65.

Yes

Not sureIs there an authentication mismatch between
sender and receiver?

Go to page 68.

No

Not sureIs this a discontiguous subnet? Go to page 71.

No

Is the distribute-list in
blocking the routes?

Not sureIs the RIP update coming from a valid source?
Go to page 74.

Yes

Not sureIs Layer 2 media propagating RIP broadcast/
multicast?

Go to page 76.

Yes

Not sureIs an offset list configured on the sender or
receiver? Go to page 79.

No

Not sure
Is the network more than 15 hops away? Go to page 81.

No

Go to next problem flowchart. TN01
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Troubleshooting RIP Routes Installation

RIP Is Not Installing All Possible Equal Paths

Not sure
Are there more than four possible paths? Go to page 83.

No

Go to next problem flowchart.

Troubleshooting RIP Route Advertisement

Sender Is Not Advertising RIP Routes

Not sureIs RIP enabled on the interface? Go to page 87.

Yes

Not sure
Is the outgoing interface up/up? Go to page 89.

Yes

Not sure
Go to page 91.

No

Not sure
Is the advertised network interface up/up? Go to page 93.

Yes

Not sureIs the outgoing interface defined as passive? Go to page 95.

No

Not sure
Is the multicast capability broken? Go to page 96.

No

Not sureIs the neighborstatement configured
properly?

Go to page 99.

Yes

Not sure
Is the advertised subnet using VLSM? Go to page 100.

No

Is distribute-list out blocking the routes?

Not sureIs split horizon enabled on the interface? Go to page 102.

No

Go to next problem flowchart.
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Troubleshooting RIP Route Advertisement

Subnetted Routes Missing from the Routing Table

Not sure
Is the autosummarization feature enabled? Go to page 106.

No

Go to next problem flowchart.

Troubleshooting Route Summarization in RIP

RIP-2 Routing Table Is Huge

Not sure
Is autosummarization turned off? Go to page 109.

No

Not sureIs the  ip summary-address command
configured?

Go to page 111.

Yes

Go to next problem flowchart.

Troubleshooting RIP Redistribution Problems

Redistributed RIP Routes Are Not in the
Routing Table of R2

Not sure
Go to page 113.

No

Is the default metric defined on the
redistribution router?

Go to next problem flowchart.
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Troubleshooting Dial-on-Demand Routing Issues in RIP

RIP Updates Are Keeping the ISDN Link Up

Not sure Go to page 117.

No

Are RIP broadcasts permitted as interesting
traffic?

Go to next problem flowchart.

RIP Updates Are Not Going Across the Dialer Interface

Not sure
Go to page 120.

No

Is the broadcast keyword missing from the
dialer map statement?

Go to next problem flowchart.

Troubleshooting Route Flapping Problems in RIP

RIP Routes Are Flapping

Not sure
Go to page 122.

No

End of chapter problems.

Are there a large number of packet drops
being reported by router interfaces in the

network?
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Troubleshooting RIP Routes Installation

This section discusses several possible scenarios that can prevent RIP routes from getting 
installed in the routing table. This section is selected first in the troubleshooting list because 
the most common problem in RIP is that routes are not installed in the routing table.

If the routes are not installed in the routing table, the router will not forward the packets to 
destinations that are not in the routing table. When this happens, it creates reachability 
problems. Users start complaining that they cannot reach a server or a printer. When you 
investigate this problem, the first thing to ask is, “Do I have a route for this destination that 
users are complaining about?” 

Three possibilities exist for routes not getting installed in the routing table: 

• Receiver’s problem—The router is receiving RIP updates but is not installing the 
RIP routes.

• Intermediate media problem (Layer 2)—Mostly related to Layer 2, the sender has 
sent the RIP updates, but they got lost in the middle and the receiver didn’t receive 
them.

• Sender’s problem—The sender is not even advertising RIP routes, so the receiving 
side is not seeing any RIP routes in the routing table.

The sender’s problem will be discussed in the section “Troubleshooting RIP Route 
Advertisement.” Two problems are related to RIP installation: 

• RIP routes are not in the routing table.

• RIP is not installing all equal-cost path routes.

In the first problem, RIP is not installing any path to a specific network. In the second 
problem, RIP is not installing all paths to the network. Note that, in the second problem, the 
destination device is still reachable, but it’s not listing all possible paths.

Problem: RIP Routes Not in the Routing Table 
The routing table must have a network entry to send the packets to the desired destination. 
If there is no entry for the specific destination, the router will discard all the packets for this 
destination.

Example 3-1 shows that the routing table of R2 doesn’t hold an entry for network 
131.108.2.0.

Example 3-1 Routing Table for R2 Shows No RIP Routes for Subnet 131.108.2.0

R2#show ip route 131.108.2.0
% Subnet not in table
R2#
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The possible causes for this problem are as follows:

• Missing or incorrect network statement 

• Layer 2 down

• Distribute list blocking the route 

• Access list blocking RIP source address

• Access list blocking RIP broadcast/multicast

• Incompatible version type

• Mismatch authentication key (RIP-2)

• Discontiguous network 

• Invalid source

• Layer 2 problem (switch, Frame Relay, other Layer 2 media)

• Offset list with a large metric defined

• Routes that reached RIP hop-count limit

• Sender problem (discussed in the next chapter)

Figure 3-1 provides a network scenario that will be used as the basis for troubleshooting a 
majority of the aforementioned causes of the problem of RIP routes not in the routing table. 
The sections that follow carefully dissect how to troubleshoot this problem based on 
specific causes.

Figure 3-1 shows a setup in which Router 1 and Router 2 are running RIP between them.

RIP Routes Not in the Routing Table—Cause: Missing or Incorrect 
network Statement

When you confirm that the route is missing from the routing table, the next step is to find out 
why. A route can be missing from the routing table for many reasons. The flowcharts at the 
beginning of this chapter can help isolate the cause that seems to fit most in your situation. 

The obvious thing to check after discovering that the routes are not in the routing table is 
the router’s configurations. Also check to see whether the network statement under router 
rip is properly configured. 

Figure 3-1 Example Topology for the Problem of RIP Routes Not in the Routing Table

131.108.2.0/24

Router 1

.1

E0

131.108.1.0/24 131.108.3.0/24

Router 2

.2

E0


