


THREE LIABILITY REGIMES  
FOR ARTIFICIAL INTELLIGENCE

This book proposes three liability regimes to combat the wide responsibility gap 
caused by AI systems – vicarious liability for autonomous software agents (actants); 
enterprise liability for inseparable human-AI interactions (hybrids); and collective 
fund liability for interconnected AI systems (crowds).

Based on information technology studies, the book first develops a threefold 
typology that distinguishes individual, hybrid and collective machine behaviour. 
A subsequent social sciences analysis specifies the socio-technical configurations 
of this threefold typology and theorises their social risks when being used in social 
practices: actants raise the risk of digital autonomy, hybrids the risk of double 
contingency, crowds the risk of opaque interconnections. The book demonstrates 
that it is these specific risks to which the law needs to respond, by recognising 
personified algorithms as vicarious agents, human-machine associations as collec-
tive enterprises, and interconnected systems as risk pools – and by developing 
corresponding liability rules.

The book relies on a unique combination of information technology studies, 
sociological configuration and risk analysis, and comparative law. This unique 
approach uncovers recursive relations between types of machine behaviour, emer-
gent socio-technical configurations, their concomitant risks, the legal conditions 
of liability rules, and the ascription of legal status to the algorithms involved.
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PREFACE

In this book, we propose three liability regimes for addressing the considerable 
responsibility gaps caused by AI-systems: Vicarious liability for autonomous soft-
ware agents (actants), enterprise liability for inseparable human-AI interactions 
(hybrids) and collective fund liability for interconnected AI systems (crowds). 
The liability regimes serve as finely tuned reactions to liability gaps of different 
quality. Instead of overgeneralising a one-size-fits-all liability or undergeneralis-
ing a sectorally fragmented liability along with the various contexts in which AI 
is used, we focus on three fundamental risks that AI systems pose: autonomous 
decision-making, association with humans, and systemic interconnectivity.

Methodologically, our book suggests new interdisciplinary ways of think-
ing of the interrelation between technology and liability law. In contrast to the 
regularly observed short-cut that translates technological properties directly into 
liability rules, we place the emphasis on the social sciences as an intermediary 
discipline between AI technology and law. The social sciences help identify the 
social-technical configurations in which AI systems appear and theorise their 
social risks that law needs to respond to within its own system of rules. We 
propose to introduce the concept of ‘socio-digital institutions’. Algorithms do not 
have as such the ontological qualities of an actor that allow them to engage in 
social relations and communicate with humans. Only once algorithms are part 
of socio-digital institutions, these institutions will, according to their normative 
premises, obtain communicative capacities and qualify as actors. Our approach 
also differs from the typical focus that lawyers place on economics and thus the 
costs and benefits of liability systems. Instead, we integrate insights from social 
theory, moral philosophy, and the philosophy of technology. These insights 
are particularly helpful for dealing with complex issues such as personification  
of algorithms, emergent properties of human-algorithm associations and  
distributed cognition of interconnected networks.

We recognise that liability rules remain, to a large extent, fragmented along 
national lines. Therefore, our legal analysis contains a comparative dimen-
sion. To provide a solid basis for algorithms’ status in law, we focus on the 
current discussion in the civil law world with a particular view to the specif-
ics of German law, and in the common law world, particularly in the US and 
English law. Whenever relevant, we also integrate the European dimension of 
the topic. Our comparative analysis follows a method that Collins has coined 



 1 Fundamentally, H Collins, Introduction to Networks as Connected Contracts (Oxford, Hart, 2011) 
25 ff. See also for an extensive use of this method A Beckers, Enforcing Corporate Social Responsibility 
Codes: On Global Self-Regulation and National Private Law (Oxford, Hart, 2015) chs 2 and 6.

‘comparative sociological jurisprudence’.1 Sociological jurisprudence analyses 
socio-digital institutions and their inherent risks to framing the relevant legal 
categories; comparative sociological jurisprudence uses this analysis with a view 
to different legal systems and the specifics of national doctrines. Our analysis 
of the various risks attempts to identify the most suitable legal categories for 
handling this problem. In spelling out how these categories are applied, the 
study then accounts for liability laws in national legal orders, their concepts in 
legal doctrine, and their basic principles.

Combining interdisciplinary analysis on socio-digital institutions and compar-
ative legal dogmatics of liability law provides a path on how the law can respond 
to the real and pressing current liability gaps. At the same time, it is to be read as a 
proposal for a general way of thinking about the future of liability law in an era of 
technological advancement and related social risks.

The book has benefitted from intense discussions with many colleagues. Our 
thanks go especially to Marc Amstutz, Alfons Bora, Carmela Camardi, Ricardo 
Campos, Elena Esposito, Pasquale Femia, Andreas Fischer-Lescano, Malte 
Gruber, Albert Ingold, Günter Küppers, Dimitrios Linardatos, Martin Schmidt-
Kessel, Juliano Maranhão, Marc Mölders, Michael Monterossi, Daniel On, Oren 
Perez, Valentin Rauer, Jan-Erik Schirmer, Thomas Vesting, Gerhard Wagner, 
Dan Wielsch, and Rudolf Wiethölter. We also like to thank the three anonymous 
reviewers for their careful reading and commenting on the proposal and manu-
script. Anna Huber and Dirk Hildebrandt have provided substantial historical 
art expertise on Max Ernst and the overpainting figure ambigue that we chose as 
the image for the cover. We also thank the team at Hart Publishing, most notably 
Roberta Bassi and Rosemarie Mearns, for sharing our enthusiasm for this book 
idea and for their professional guidance in the book’s production.

Anna Beckers & Gunther Teubner
July 2021
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1
Digitalisation: The Responsibility Gap

I. The Problem: The Dangerous Homo Ex Machina

‘Figure ambigue’ – the overpainting, which is reproduced on the cover of this  
book, was produced by Max Ernst, one of the protagonists of dadaism/surrealism.  
In 1919, he already expressed his unease with the excessive ambivalences of 
modern technology. His work is simultaneously celebratory about the dynamism 
and energy of the machine utopia and sarcastic about its dehumanising conse-
quences. On the painting’s right side, Ernst creates a serene joyful atmosphere that 
seems to  symbolise the ingenious inventions of modern science. Mechanically 
animated letters of the alphabet are connected to each other in complex arrange-
ments and seem to be transformed into strange machines. Via metamorphosis or 
double identity, these non-human figures appear to substitute human bodies; they 
jump, dance, and even fly. These homines ex machina ‘carry off a triumph of mobil-
ity: through rotation, doubling, shifting, reflection, and optical illusion’.1

Abruptly, the atmosphere changes on the painting’s left side. The symbols 
change their colour, become dark, appear to be brutal and threatening. In the 
upper left corner, a black sun, which is again made up of strange symbols form-
ing a sinister face, is throwing its dark light over the world. With this painting 
and many others, Max Ernst expressed his ambivalent attitude toward the logic, 
rationality and aesthetics of the modern perfect machine world, which had the 
potential to turn into absurdity, irrationality and brutality.2 Ernst ‘was looking for 
ways to register social mechanisms and truths as well as to symbolise with artistic 
techniques their more profound structure. Probably, it is an attempt to grasp a 
social subconscious in the historical moment when the totalitarian potential of 
technology became imaginable.’3

Today, Max Ernst’s surrealistic dream seems to become the new reality. 
Algorithms are the emblematic figures ambigues of our time, which even radicalise 

 1 R Ubl, Prehistoric Future: Max Ernst and the Return of Painting Between Wars (Chicago, Chicago 
University Press, 2004) 26, 28.
 2 V Becchetti, ‘Max Ernst: Il surrealista psicoanalitico’, (2020) LoSpessore – Opinioni, Cultura e Analisi 
della Società www.lospessore.com/10/11/2020/max-ernst-il-surrealista-psicoanalitico/; E Adamowicz, 
Dada Bodies: Between Battlefield and Fairground (Manchester, Manchester University Press, 2019)  
chs 4 and 8.
 3 This is how the art historian Anna Huber interpreted Max Ernst’s work in a letter to the authors.

http://www.lospessore.com/10/11/2020/max-ernst-il-surrealista-psicoanalitico/


2 Digitalisation: The Responsibility Gap

the ambivalence of machine automatons by an enigmatic ‘artificial intelligence’. 
Like the alphabetic letters in Max Ernst’s painting, algorithms, at first sight, are 
nothing but innocent chains of symbols. In their electronic metamorphosis, 
these symbols begin to live, jump, dance, fly. What is more, they bring into exist-
ence a new world of meaning. Their creatio ex nihilo promises a better future 
for mankind. Big data and algorithmic creativity symbolise the hopes of expand-
ing or substituting the cognitive capacities of the human mind. But this is only 
the bright side of their excessive ambivalence. There is a threatening dark side 
to the brave new world of algorithms, who, after the first phase of enthusiasm, 
are now often perceived as nightmarish monsters. ‘Perverse instantiation’ results 
when intelligent machines run out of human control: the individual algorithm 
efficiently satisfies the goal set by the human participant but chooses a means 
that violates the human’s intentions.4 Moreover, a strange hybridity emerges when 
humans and machines begin not only to communicate but also to create super-
venient figures ambigues with undreamt-of potentially damaging characteristics. 
And, the most threatening situation arises, as symbolised in Max Ernst’s dark sun, 
in the dangerous exposure of human beings to an opaque algorithmic environ-
ment that remains uncontrollable.

How does contemporary law deal with algorithmic figures ambigues? That is 
the theme of this book, exemplified by the law of liability for algorithmic failures. 
Law mirrors the excessive ambivalence of the world of algorithms. On their bright 
side, law welcomes algorithms as powerful instruments in the service of human 
needs. Law opens itself to algorithms, conferring to them even a quasi-magic 
potestas vicaria so that they can participate as autonomous agents in transac-
tions on the market. However, on their dark side, current law reveals remarkable 
deficiencies. Liability law is not at all prepared to counteract the algorithms’ new 
dangers. Ignoring the potential threats stemming from their autonomy, the law 
treats algorithms not any different from other tools, machines, objects, or products.  
If they create damages, current product liability is supposed to be the appropriate 
reaction.

But that is too easy. Compared to familiar situations of product liability, with 
the arrival of algorithms, ‘the array of potential harms widens, as to the product 
is added a new facet – intelligence’.5 The figures ambigues that invade private law 
territories are not simply hazardous objects but uncontrollable subjects – robots, 
software agents, cyborgs, hybrids, computer networks – some with a high level of 
autonomy and the ability to learn. With their restless energy, they generate new 
kinds of undreamt-of hazards for humans and society.

 4 N Bostrom, Superintelligence: Paths, Dangers, Strategies (Oxford, Oxford University Press, 2017) 
146 ff.
 5 O Rachum-Twaig, ‘Whose Robot is it Anyway? Liability for Artificial-Intelligence-Based Robots’, 
[2020] University of Illinois Law Review 1141, 1149.
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In the legal debate, defensive arguments abound to keep these alien species at 
a distance. The predominant position in legal scholarship argues with astonish-
ing self-confidence that the rules on contract formation and liability in contract, 
tort and product liability are, in their current form, well equipped to deal with 
the hazards of such new digital species. According to this opinion, there is no 
need of deviating from the established methods of action and liability attribution. 
Computer behaviour is nothing but behaviour of the humans behind the machine. 
Autonomous AI systems are legally treated, so the argument goes, without prob-
lems as mere machines, as human tools, as willing instruments in the hands of 
their human masters.6

A. Growing Liability Gaps

However, private law categories cannot avoid responding to the current and  
very real problems that algorithms cause when acquiring autonomy.7 A new 
phenomenon called ‘active digital agency’ is causing the problems:

The more autonomous robots will become, the less they can be considered as mere tools 
in the hand of humans, and the more they obtain active digital agency. In this context, 
issues of responsibility and liability for behaviour and possible damages resulting from 
the behaviour would become pertinent.8

Unacceptable gaps in responsibility and liability – this is why private law needs 
to change its categories fundamentally. Given the rapid digital developments, the 
gaps have already opened today.9 Software agents and other AI systems inevi-
tably cause these gaps because their actions are unpredictable and thus entail a 

 6 For US-Law: Restatement (Third) of Agency Law § 1.04 cmt. e. (2006); A Bertolini, ‘Robots as 
Products: The Case for a Realistic Analysis of Robot Applications and Liability Rules’, (2013) 5 Law, 
Innovation & Technology 214. For English law: Software Solutions Partners Ltd� v HM Customs & 
Excise [2007] EWHC Admin 971, para 67. For German law: FJ Säcker et al., Münchener Kommentar 
zum Bürgerlichen Gesetzbuch� Band 1 8th edn (Munich, C.H. Beck, 2018), Introduction to § 145,  
38 (Busche).
 7 Here, we refer to digital autonomy in a rather loose sense. Later on, we will discuss extensively its 
precise meaning, particularly in ch 2, II.
 8 N van Dijk, ‘In the Hall of Masks: Contrasting Modes of Personification’, in M Hildebrandt and 
K O’hara (eds), Life and the Law in the Era of Data-Driven Agency (Cheltenham, Edward Elgar, 2020) 
231. The concept ‘active digital agency’ has been introduced by R Clarke, ‘The Digital Persona and its 
Application to Data Surveillance’, (1994) 10 Information Society 77.
 9 The responsibility gaps have alarmed the European Parliament resulting in the Resolution of 
16 February 2017 with Recommendations to the Commission on Civil Law Rules on Robotics, 
2015/2103(INL) para 10; European Parliament, Civil Liability Regime for Artificial Intelligence, 
Resolution of 20 October 2020, 2020/2012(INL), paras 49–59. They also informed the EU Commission’s 
understanding on liability for AI: European Commission, ‘Report on the Safety and Liability 
Implications of Artificial Intelligence, The Internet of Things and Robotics’, COM(2020) 64 final, 16 
(with particular view to gaps in product liability). On the novel liability risk of digital autonomy, see, 
eg: S Dyrkolbotn, ‘A Typology of Liability Rules for Robot Harms’, in M Aldinhas Ferreira et al. (eds), 
A World with Robots: Intelligent Systems, Control and Automation (Cham, Springer, 2017) 121 f.
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massive loss of control for human actors. At the same time, society is becoming   
increasingly dependent on autonomous algorithms on a large scale, and it is 
improbable that society will abandon their use.10

Of course, lawyers’ resistance to granting algorithms the status of legal  
capacity or even personhood is understandable. After all, ‘[t]he fact is, that each 
time there is a movement to confer rights onto some new “entity”, the proposal 
is bound to sound odd or frightening or laughable.’11 But despite the oddity of 
‘algorithmic persons’, the growing responsibility gaps confront private law with a 
radical choice: either it assigns AI-systems an independent legal status as respon-
sible actors or accepts an increasing number of accidents without anyone being 
responsible for them. The dynamics of digitalisation are constantly creating 
responsible-free spaces that will expand in the future.12

B. Scenarios

When using the serious threat of increasing liability gaps, it is of course crucial 
to clearly identify such gaps in the first place. Information science describes typi-
cal responsibility gaps in the following scenarios: Deficiencies arise in practice 
when the software is produced by teams, when management decisions are just 
as important as programming decisions, when documentation of requirements 
and specifications plays a significant role in the resulting code, when, despite test-
ing code accuracy, a lot depends on ‘off-the-shelf ’ components whose origin and 
accuracy are unclear, when the performance of the software is the result of the 
accompanying checks and not of program creation, when automated instruments 
are used in the design of the software, when the operation of the algorithms is 
influenced by its interfaces or even by system traffic, when the software interacts 
in an unpredictable manner, or when the software works with probabilities or is 
adaptable or is the result of another program.13

These scenarios produce the most critical liability gaps that the law has so far 
encountered.14

i� Machine Connectivities
The most challenging liability gap arises in multiple agent systems when several 
computers are closely interconnected in an algorithmic network and create 

 10 A Matthias, Automaten als Träger von Rechten 2nd edn (Berlin, Logos, 2010) 15.
 11 CD Stone, Should Trees Have Standing? Toward Legal Rights for Natural Objects (Los Altos, 
Kaufmann, 1974) 8.
 12 This is the central and well-documented thesis of Matthias, Automaten 111.
 13 L Floridi and JW Sanders, ‘On the Morality of Artificial Agents’, in M Anderson and SL Anderson 
(eds), Machine Ethics (Cambridge, Cambridge University Press, 2011) 205.
 14 For a detailed list of liability gaps for wrongful acts of algorithms, see M Bashayreh et al., ‘Artificial 
Intelligence and Legal Liability: Towards an International Approach of Proportional Liability Based on 
Risk Sharing’, (2021) 30 Information & Communications Technology Law 169, 175 f.
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damages. The liability rules of the current law do not at all provide a convincing 
solution.15 There is also no sign of a helpful proposal de lege ferenda. In the case of 
high-frequency trading, this risk has become apparent.16 As two observers point-
edly put it: ‘Who should bear these massive risks of algorithms that control the 
trading systems, to behave for some time in an uncontrolled and  incomprehensible 
manner and causing a loss of billions?’17

ii� Big Data
Incorrect estimates of Big Data analyses cause further liability gaps. Big Data is 
used to predict how existing societal trends or epidemics can develop and – if 
necessary – be influenced by vast amounts of data. If the faulty calculation, ie algo-
rithm or underlying data basis, cannot be clearly established, there are difficulties 
in determining causality and misconduct.18

iii� Digital Hybrids
In computational journalism, in other fields of hybrid writing and in several 
instances of hybrid cooperation, human action and algorithmic calculations are 
often so intertwined that it becomes virtually impossible to identify which action 
was responsible for the damage. The question arises of whether liability can be 
founded on the collective action of the human-machine association itself.19

iv� Algorithmic Contracts
An unsatisfactory liability situation arises in the law on contract formation when 
applied to software agents’ declarations. Once software agents issue legally binding 
declarations but misrepresent the human as the principal relying on the agent, it is 
unclear whether the risk is attributed entirely to the principal. Some authors argue 
that doing so would be an excessive and unjustifiable burden, especially when it 
comes to distributed action or self-cloning.20

 15 So clearly, K Yeung, Responsibility and AI: A Study of the Implications of Advanced Digital 
Technologies (Including AI Systems) for the Concept of Responsibility within a Human Rights Framework 
Council of Europe study DGI(2019)05, 2019), 62 ff.
 16 eg: M-C Gruber, ‘On Flash Boys and Their Flashbacks: The Attribution of Legal Responsibility 
in Algorithmic Trading’, in M Jankowska et al. (eds), AI: Law, Philosophy & Geoinformatics (Warsaw, 
Prawa Gospodarczego, 2015) 100.
 17 S Kirn and C-D Müller-Hengstenberg, ‘Intelligente (Software-)Agenten: Von der Automatisierung 
zur Autonomie? – Verselbstständigung technischer Systeme’, [2014] Multimedia und Recht 225, 227 
(our translation).
 18 eg: G Kirchner, ‘Big Data Management: Die Haftung des Big Data-Anwenders für Datenfehler’, 
[2018] InTeR Zeitschrift zum Innovations- und Technikrecht 19.
 19 eg: E Dahiyat, ‘Law and Software Agents: Are They “Agents” by the Way?’, (2021) 29 Artificial 
Intelligence and Law 59, 78 ff.
 20 eg: G Sartor, ‘Agents in Cyberlaw’, in G Sartor (eds), The Law of Electronic Agents: Selected Revised 
Papers� Proceedings of the Workshop on the Law of Electronic Agents (LEA 2002) (Bologna, University of 
Bologna, 2003).
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v� Digital Breach of Contract
If a contract’s performance is delegated to an autonomous software agent and if the 
agent violates contractual obligations, the prevailing doctrine argues that the rules 
of vicarious liability for auxiliary persons do not apply. The reason is that an algo-
rithm does not have the necessary legal capacity to act as a vicarious agent. Instead, 
liability shall only arise when the human principal himself commits a breach of 
contract. This opens a wide liability gap: once the operator can prove that the soft-
ware agent has been used correctly without the operator himself having violated a 
contractual obligation, the operator is not liable.21 Should the customer then bear 
the damage caused by the other party’s computer?

vi� Tort and Product Liability
A similar problem arises in non-contractual liability because, in the case of fault-
based liability, it is only the breach of duty prescribed in tort law or product 
liability law committed by the operator, manufacturer, or programmer that leads 
to liability. If the humans involved comply with these obligations, then there is no 
liability.22 The liability gap will not be closed, even if the courts overstretch duties 
of care for human actors.23 The rules of product liability give a certain relief, but 
they do not close the liability gap. If the decisions of autonomous algorithms cause 
damage, the injured party will be without protection.

vii� Liability for Industrial Hazards
Even legal policy proposals that specify de lege ferenda compensation for digital 
damages with strict industrial hazard liability rules24 cannot avoid substantial 
liability gaps. The principles of strict liability can hardly serve as a model since 
they do not fit the specific risks of digital decisions.

C. Current Law’s Denial of Reality

Liability gaps thus effectively arise when liability law insists on responding to the 
new digital realities exclusively with traditional concepts that have been developed 

 21 See: G Wagner and L Luyken, ‘Haftung für Robo Advice’, in G Bachmann et al. (eds), Festschrift für 
Christine Windbichler (Berlin, de Gruyter, 2020) 168; MA Chinen, ‘The Co-Evolution of Autonomous 
Machines and Legal Responsibility’, (2016) 20 Vanderbilt Journal of Law & Technology 338, 363.
 22 This is where authors discover the liability gap for algorithmic acts in product liability law, MA 
Chinen, Law and Autonomous Machines (Cheltenham, Elgar, 2019) 27; G Spindler, ‘Zivilrechtliche 
Fragen beim Einsatz von Robotern’, in E Hilgendorf (ed), Robotik im Kontext von Recht und Moral 
(Baden-Baden, Nomos, 2014) 72 ff, 78.
 23 Criticising the trend toward overloading of duties, M-C Gruber, Bioinformationsrecht:  
Zur Persönlichkeitsentfaltung des Menschen in technisierter Verfassung (Tübingen, Mohr Siebeck, 2015) 
238 ff.
 24 See prominently: EU Parliament, Resolution 2017, para 6.
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for human actors.25 Adhering to the conventional idea that only human actors 
dispose of legal subjectivity while seeking to keep pace with the digital develop-
ments, legal doctrine is forced to react to the hitherto unknown AI systems with 
questionable fictions and auxiliary constructions. In the field of contract forma-
tion, legal doctrine firmly maintains that only human actors are in the position to 
make legally binding declarations for them and for others. Therefore, contract law 
is forced to conceal the independent role of algorithms behind untenable fictions. 
In the field of contractual and non-contractual liability, damages attributable to 
a human-computer network must be permanently linked to a negligent damage-
causing action of the human actors behind the computer.26 As a result, it is no 
longer possible to clearly identify whether all fault-based liability requirements 
are met. The rules on strict liability lean much too far in one direction but not far 
enough in another because they treat the digital risk like the mere causal risk of a 
dangerous object. Finally, there is general perplexity in the legal debate regarding 
the interconnectivity of algorithmic multi-agent systems.

What is more, legal doctrine attempts to justify its fictions not only by its time-
honoured anthropocentric traditions but by a profound humanism that insists  
that only human beings have the capacity to act. The critique of such an attitude 
cannot be harsh enough:

A mistaken humanism, blindly complacent and thus deeply inhuman, wants to attribute 
the behaviour of intelligent machines always and everywhere to human beings, willing 
to pay the price of any fiction and any doctrinal distortion whatsoever. This is simply 
ignorant stubbornness, a lack of understanding of technical reality.27

Suppose the law continues to react to the use of AI systems – robots, software 
agents, human-machine-associations, or multi-agent systems – exclusively with 
traditional concepts tailored for human actors and thus leaves those responsibil-
ity gaps unresolved. In that case, it inevitably contributes to damage not being 
distributed collectively across society, but rather in a merciless casum sentit domi-
nus fashion. This is the fundamental reason for massive criticism. Imposing the 
consequences on the victims who suffered the loss is rightly criticised, both in legal 
policy terms as well as based on a fundamental sense of fairness. To shield produc-
ers and users from responsibility for the damage that unpredictable algorithms 
cause effectively results in subsidising the most dangerous part of their activities, 
ie those decisions that escape human control. To qualify them as mere ‘casualties’ 
that must be borne by their victims, as some suggest,28 seems almost cynical in 

 25 For details, in ch 3, III.B and IV.A, V.A.
 26 eg: C Cauffman, ‘Robo-Liability: The European Union in Search of the Best Way to Deal with 
Liability for Damage Caused by Artificial Intelligence’, (2018) 25 Maastricht Journal of European and 
Comparative Law 527, 529 f.
 27 P Femia, ‘Soggetti responsabili: Algoritmi e diritto civile’, in P Femia (ed), Soggetti giuridici digitali: 
Sullo status privatistico degli agenti software autonomi (Napoli, Edizioni Scientifichi Italiane, 2019) 9 f 
(our translation).
 28 eg: M Auer, ‘Rechtsfähige Softwareagenten: Ein erfrischender Anachronismus’, (2019) Verfassungsblog  
30 September 2019, 5/7 ff.
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the light of the new risks that agents’ uncontrollable behaviour creates. It is not by 
chance that the critique of such a cynical attitude comes with particular emphasis 
from observers of AI-introduction in medical treatment:

The diffusion of responsibility and liability can have problematic consequences: the 
victim might be left alone, the damages might remain unresolved, and society might 
feel concerned about a technological development for which accountability for damages 
and violations of rights remains unclear. Fragile arrangements of trust can break, pre-
existing reservations and unease about AI be amplified, and calls for overly restrictive 
governance result if public attitudes, narratives and perceptions are not taken seriously 
and channelled into inclusive societal deliberations.29

In terms of policy, immunity from liability in these constellations will lead to 
an oversupply of just those problematic activities.30 Holding no one liable for 
unlawful failures of unpredictable algorithms in these hard cases and accepting 
coincidental losses creates false incentives for operators, producers, and program-
mers. It will lead to fewer precautions to avoid damage created by the new digital 
autonomy.31 Moreover, society’s willingness to fully exploit algorithms’ promising 
potential diminishes when the victims have to bear its risks. But also, the mere 
uncertainty about potential liability has its problems. Above all, however, immu-
nity from liability for digital decisions contradicts a fundamental postulate of 
justice, demanding a strict connection between decision and responsibility.32 And 
the legal principle of equal treatment requires not to privilege users of comput-
ers when the same tasks usually delegated to human actors are now delegated to  
AI systems.

II. The Overshooting Reaction: Full Legal  
Subjectivity for E-Persons?

Full legal personhood for autonomous algorithms – this is the much-discussed 
answer of many lawyers and politicians in the common law world33 as well as in 

 29 M Braun et al., ‘Primer on an Ethics of AI-Based Decision Support Systems in the Clinic’, (2020) 0 
Journal of medical ethics 1, 4.
 30 eg: G Wagner, ‘Robot Liability’, in R Schulze et al. (eds), Liability for Robotics and in the Internet 
of Things (Baden-Baden/Oxford, Nomos/Hart, 2019) 30 f. For the policy arguments of how to deal 
with robots in an economic perspective, see: A Galasso and H Luo, ‘Punishing Robots: Issues in the 
Economics of Tort Liability and Innovation in Artificial Intelligence’, in A Agrawal et al. (eds), The 
Economics of Artificial Intelligence: An Agenda (Chicago, University of Chicago Press, 2019) 495; see 
generally: S Shavell, Foundations of Economic Analysis of Law (Harvard, Harvard University Press, 
2004) 208 ff.
 31 eg: H Eidenmüller, ‘The Rise of Robots and the Law of Humans’, (2017) 27/2017 Oxford Legal 
Studies Research Paper 1, 8.
 32 EU Parliament, Resolution 2017, para 7; reiterated in EU Parliament, Resolution 2020, Proposal 
for Regulation, Preamble, para 8.
 33 For recent statements, A Lai, ‘Artificial Intelligence, LLC: Corporate Personhood as Tort Reform’, 
(2021) 2021 Michigan State Law Review Forthcoming, section III.A.; J Turner, Robot Rules: Regulating 
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Continental civil law systems.34 In January 2017, the European Parliament adopted 
a resolution based on the Delvaux report that proposed to establish a special legal 
status for robots and at least grant the most sophisticated autonomous robots 
the status as ‘electronic persons’ (e-persons) with special rights and obligations, 
including the redress of all the damage they cause. When robots make autono-
mous decisions, they should be recognised as ‘electronic persons’, as legal persons 
in the full sense of the word.35

To compensate for the deficiencies mentioned above, several authors have 
suggested that e-persons should have the ability to make declarations of intent as 
full legal entities, both in their own name and in the name of others.36 Moreover, 
they should be capable of owning property, disposing of money, having bank 
accounts in their own name and having access to credit. In fact, e-persons are 
supposed to collect commissions for their transactions and use this self-earned 
money to pay for damages or infractions.37 Liability law requires, it is argued, a 
genuine self-liability of the e-persons: ‘It is possible to hold autonomous agents 
themselves, and not only their makers, users or owners, responsible for the acts 
of these agents.’38 Either the e-persons are allocated a fund for this purpose under 
property rights, which is alimented by payments from the parties involved (manu-
facturers, programmers, operators, users), or an insurance policy ought to cover 
the agent’s own debts.39

Artificial Intelligence (London, Palgrave Macmillan, 2018) 173 ff; SM Solaiman, ‘Legal Personality of 
Robots, Corporations, Idols and Chimpanzees: A Quest for Legitimacy’, (2017) 25 Artificial Intelligence 
and Law 155; TN White and SD Baum, ‘Liability for Present and Future Robotics Technology’, in P Lin 
et al. (eds), Robot Ethics 2�0: From Autonomous Cars to Artificial Intelligence (Oxford, Oxford University 
Press, 2017); EJ Zimmerman, ‘Machine Minds: Frontiers in Legal Personhood’, (2015) SSRN Electronic 
Library 1.
 34 For Germany: C Kleiner, Die elektronische Person: Entwurf eines Zurechnungs- und Haftungssubjekts 
für den Einsatz autonomer Systeme im Rechtsverkehr (Baden-Baden, Nomos, 2021), 145 ff;  
D Linardatos, Autonome und vernetzte Aktanten im Zivilrecht: Grundlinien zivilrechtlicher Zurechnung 
und Strukturmerkmale einer elektronischen Person (Tübingen, Mohr Siebeck, 2021) 479 ff; J-P Günther, 
Roboter und rechtliche Verantwortung: Eine Untersuchung der Benutzer- und Herstellerhaftung (Munich, 
Utz, 2016) 251 ff.
 35 See especially: European Parliament, Resolution 2017, para 18. This prominent European 
Parliament’s suggestion for recognition of e-persons remained unmentioned in the further European 
policy debate, already in the responding document outlining the European Strategy on AI by European 
Commission, Communication ‘Artificial Intelligence for Europe’, COM(2018) 237 final, and were later 
on not further pursued by the Parliament itself.
 36 eg: J Linarelli, ‘Artificial General Intelligence and Contract’, (2019) 24 Uniform Law Review 330, 
340 ff; S Wettig and E Zehendner, ‘The Electronic Agent: A Legal Personality under German Law?’, 
[2003] Proceedings of the Law and Electronic Agents Workshop 97, 97 ff.
 37 MU Scherer, ‘Regulating Artificial Intelligence Systems: Risks, Challenges, Competencies, and 
Strategies’, (2016) 29 Harvard Journal of Law & Technology 353, 399.
 38 J Hage, ‘Theoretical Foundations for the Responsibility of Autonomous Agents’, (2017) 25 Artificial 
Intelligence and Law 255, 255; see also: White and Baum, ‘Robotics Technology’ 70 ff.
 39 eg: DC Vladeck, ‘Machines without Principals: Liability Rules and Artificial Intelligence’, (2014) 
89 Washington Law Review 117, 150; E Hilgendorf ‘Können Roboter schuldhaft handeln? Zur 
Übertragbarkeit unseres normativen Grundvokabulars auf Maschinen’, in S Beck (ed), Jenseits von 
Mensch und Maschine (Baden-Baden, Nomos, 2012) 127 f.
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Beck comes up with a concrete suggestion how to realise full personhood for 
algorithms:

In practice, this would mean that each such machine would be entered in a public 
register (similar to the commercial register) and would obtain their legal status at the 
moment of registration. A change in the owners of the machine’s capital stock (most 
importantly the sale of the machine) should have no impact on the personhood.  
A certain financial basis would be affixed to autonomous machines, depending on the 
area of application, hazard, abilities, degree of autonomy, etc. This sum which would 
have to be raised by the producers and users alike, would be called the ‘capital stock’ 
of the robot and collected before the machine was put into public use. The amount 
of money could also be limited to have an electronic person Ltd. The law should also 
require a registration number attached to each machine; thus, people interacting 
with the robot can be informed about the machine’s amount of liability, stakeholders,  
characteristics and other information of the machine.40

In private law, they are supposed to become bearers of rights and to assert their 
own constitutional rights, rights to personal development, non- discrimination, 
freedom of economic development, and, above all, the right to freedom of 
expression.41

III. Our Solution: Differential Legal Status  
Ascriptions for Algorithms

A. Algorithms in Social and Economic Contexts

Full legal personhood must be rejected – this is how we argue, together with 
several authors in common law42 as well as in civil law43 and with recent critical 
EU legal policy perspectives responding to the European Parliament.44 Demands 

 40 S Beck, ‘The Problem of Ascribing Legal Responsibility in the Case of Robotics’, (2016) 31 AI & 
Society 473, 480. For a thorough discussion of legal structures of e-persons, Linardatos, Aktanten 479 ff.
 41 eg: Zimmerman, ‘Machine Minds’ 34 ff; J Kersten, ‘Menschen und Maschinen: Rechtliche Konturen 
instrumenteller, symbiotischer und autonomer Konstellationen’, [2015] Juristenzeitung 1, 2 ff, 8.
 42 N Banteka, ‘Artificially Intelligent Persons’, (2021) 58 Houston Law Review 537, 595 f; A Lior, ‘AI 
Entities as AI Agents: Artificial Intelligence Liability and the AI Respondeat Superior Analogy’, (2020) 
46 Mitchell Hamline Law Review 1043, 1067 ff; JJ Bryson et al., ‘Of, for, and by the People: The Legal 
Lacuna of Synthetic Persons’, (2017) 25 Artificial Intelligence Law 273, 289.
 43 M Ebers, ‘Regulating AI and Robots: Ethical and Legal Challenges’, in M Ebers and S Navas (eds), 
Algorithms and Law (Cambridge, Cambridge University Press, 2020) 60 ff; R Schaub, ‘Interaktion 
von Mensch und Maschine: Haftungs- und immaterialgüterrechtliche Fragen bei eigenständigen 
Weiterentwicklungen autonomer Systeme’, [2017] Juristenzeitung 342, 345 f; N Nevejans, European Civil 
Law Rules in Robotics (Brussels, Study commissioned by the European Parliament’s Juri Committee on 
Legal Affairs, 2016) 14 ff.
 44 Emphatical rejection by the Open Letter to the European Commission, Artificial Intelligence and 
Robotics, available at www.robotics-openletter.eu; Expert Group on Liability and New Technologies –  
New Technologies Formation, Report ‘Liability for Artificial Intelligence and Other Emerging 

http://www.robotics-openletter.eu

