
Convolutional Neural Networks in Visual Computing: 
A Concise Guide covers the fundamentals of designing 
and deploying deep convolutional neural network archi-
tectures. It is intended to serve as a beginner’s guide for 
engineers and students who want to have a quick start on 
learning and/or building deep vision systems. This book 
provides a good theoretical and practical understanding 
along with a complete toolkit for basic information and 
knowledge required to understand and build convolution-
al neural networks (CNN) from scratch. The book focuses 
explicitly on convolutional neural networks, �ltering out 
other material that co-occurs in many advanced books on 
CNN topics.

This book is:
• Comprehensive and fundamental enough to cover 

what is needed to develop and implement CNNs
• Self-contained for audiences outside the computer 

science research domain, e.g., audiences in industry
• Easy to understand and well-illustrated with small 

examples and case studies along with code-snippets 
and data sets

• Helpful for early graduate students and college seniors 
who want to explore the �eld with some hands-on 
experience

• A comprehensive collection of concepts, methods and
software tools assembled concisely in one guide to
learn, understand and implement state-of-the-art CNNs
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Preface

Deep learning architectures have attained incredible popularity in 
recent years due to their phenomenal success in, among other appli-
cations, computer vision tasks. Particularly, convolutional neural 
networks (CNNs) have been a significant force contributing to state-
of-the-art results. The jargon surrounding deep learning and CNNs 
can often lead to the opinion that it is too labyrinthine for a beginner 
to study and master. Having this in mind, this book covers the funda-
mentals of deep learning for computer vision, designing and deploying 
CNNs, and deep computer vision architecture. This concise book was 
intended to serve as a beginner’s guide for engineers, undergraduate 
seniors, and graduate students who seek a quick start on learning and/
or building deep learning systems of their own. Written in an easy-
to-read, mathematically nonabstruse tone, this book aims to provide 
a gentle introduction to deep learning for computer vision, while still 
covering the basics in ample depth.

The core of this book is divided into five chapters. Chapter 1 pro-
vides a succinct introduction to image representations and some com-
puter vision models that are contemporarily referred to as hand-carved. 
The chapter provides the reader with a fundamental understanding of 
image representations and an introduction to some linear and non-
linear feature extractors or representations and to properties of these 
representations. Onwards, this chapter also demonstrates detection 
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of some basic image entities such as edges. It also covers some basic 
machine learning tasks that can be performed using these representa-
tions. The chapter concludes with a study of two popular non-neural 
computer vision modeling techniques.

Chapter 2 introduces the concepts of regression, learning machines, 
and optimization. This chapter begins with an introduction to super-
vised learning. The first learning machine introduced is the linear 
regressor. The first solution covered is the analytical solution for least 
squares. This analytical solution is studied alongside its maximum-
likelihood interpretation. The chapter moves on to nonlinear models 
through basis function expansion. The problem of overfitting and gen-
eralization through cross-validation and regularization is further intro-
duced. The latter part of the chapter introduces optimization through 
gradient descent for both convex and nonconvex error surfaces. Further 
expanding our study with various types of gradient descent methods 
and the study of geometries of various regularizers, some modifications 
to the basic gradient descent method, including second-order loss mini-
mization techniques and learning with momentum, are also presented.

Chapters 3 and 4 are the crux of this book. Chapter 3 builds on 
Chapter 2 by providing an introduction to the Rosenblatt perceptron 
and the perceptron learning algorithm. The chapter then introduces a 
logistic neuron and its activation. The single neuron model is studied 
in both a two-class and a multiclass setting. The advantages and draw-
backs of this neuron are studied, and the XOR problem is introduced. 
The idea of a multilayer neural network is proposed as a solution to 
the XOR problem, and the backpropagation algorithm, introduced 
along with several improvements, provides some pragmatic tips that 
help in engineering a better, more stable implementation. Chapter 4 
introduces the convpool layer and the CNN. It studies various proper-
ties of this layer and analyzes the features that are extracted for a typi-
cal digit recognition dataset. This chapter also introduces four of the 
most popular contemporary CNNs, AlexNet, VGG, GoogLeNet, and 
ResNet, and compares their architecture and philosophy.

Chapter 5 further expands and enriches the discussion of deep 
architectures by studying some modern, novel, and pragmatic uses of 
CNNs. The chapter is broadly divided into two contiguous sections. 
The first part deals with the nifty philosophy of using download-
able, pretrained, and off-the-shelf networks. Pretrained networks are 
essentially trained on a wholesome dataset and made available for the 
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public-at-large to fine-tune for a novel task. These are studied under 
the scope of generality and transferability. Chapter 5 also studies the 
compression of these networks and alternative methods of learning a 
new task given a pretrained network in the form of mentee networks. 
The second part of the chapter deals with the idea of CNNs that are 
not used in supervised learning but as generative networks. The sec-
tion briefly studies autoencoders and the newest novelty in deep com-
puter vision: generative adversarial networks (GANs).

The book comes with a website (convolution.network) which is a 
supplement and contains code and implementations, color illustra-
tions of some figures, errata and additional materials. This book also 
led to a graduate level course that was taught in the Spring of 2017 
at Arizona State University, lectures and materials for which are also 
available at the book website.

Figure 1 in Chapter 1 of the book is an original image (original.jpg), 
that I shot and for which I hold the rights. It is a picture of the monu-
ment valley, which as far as imagery goes is representative of the south-
west, where ASU is. The art in memory.png was painted in the style of 
Salvador Dali, particularly of his painting “the persistence of memory” 
which deals in abstract about the concept of the mind hallucinating and 
picturing and processing objects in shapeless forms, much like what 
some representations of the neural networks we study in the book are. 

The art in memory.png is not painted by a human but by a neural 
network similar to the ones we discuss in the book. Ergo the connec-
tion to the book. Below is the citation reference. 

@article{DBLP:journals/corr/GatysEB15a,
  author    = {Leon A. Gatys and
               Alexander S. Ecker and
               Matthias Bethge},
  title     = {A Neural Algorithm of Artistic Style},
  journal   = {CoRR},
  volume    = {abs/1508.06576},
  year      = {2015},
  url       = {http://arxiv.org/abs/1508.06576},
  timestamp = {Wed, 07 Jun 2017 14:41:58 +0200},
  biburl    = {http://dblp.unitrier.de/rec/bib/		
		   journals/corr/GatysEB15a},
  bibsource = {dblp computer science bibliography,
               http://dblp.org}
}

http://arxiv.org/
http://dblp.unitrier.de/
http://dblp.org
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This book is also accompanied by a CNN toolbox based on Python 
and Theano, which was developed by the authors, and a webpage con-
taining color figures, errata, and other accompaniments. The toolbox, 
named yann for “Yet Another Neural Network” toolbox, is available 
under MIT License at the URL http://www.yann.network. Having 
in mind the intention of making the material in this book easily acces-
sible for a beginner to build upon, the authors have developed a set 
of tutorials using yann. The tutorial and the toolbox cover the differ-
ent architectures and machines discussed in this book with examples 
and sample code and application programming interface (API) docu-
mentation. The yann toolbox is under active development at the time 
of writing this book, and its customer support is provided through 
GitHub. The book’s webpage is hosted at http://guide2cnn.com. 
While most figures in this book were created as grayscale illustra-
tions, there are some figures that were originally created in color and 
converted to grayscale during production. The color versions of these 
figures as well as additional notes, information on related courses, and 
FAQs are also found on the website.

This toolbox and this book are also intended to be reading mate-
rial for a semester-long graduate-level course on Deep Learning for 
Visual Computing offered by the authors at Arizona State University. 
The course, including recorded lectures, course materials and home-
work assignments, are available for the public at large at http://www 
.course.convolution.network. The authors are available via e-mail for 
both queries regarding the material and supporting code, and for 
humbly accepting any criticisms or comments on the content of the 
book. The authors also gladly encourage requests for reproduction of 
figures, results, and materials described in this book, as long as they 
conform to the copyright policies of the publisher. The authors hope 
that readers enjoy this concise guide to convolutional neural networks 
for computer vision and that a beginner will be able to quickly build 
his/her own learning machines with the help of this book and its tool-
box. We encourage readers to use the knowledge they may gain from 
this material for the good of humanity while sincerely discouraging 
them from building “Skynet” or any other apocalyptic artificial intel-
ligence machines.

http://www.yann.network
http://guide2cnn.com
http://www.course.convolution.network
http://www.course.convolution.network
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