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Preface 

The advent of the microcomputer marks the beginning of a new 
computer revolution in our technological society. The widespread 
application of microcomputers, from process controls to medical 
instrumentations, from computer peripherals to home entertainment 
sets, indicates the revolution is well underway. Due to these rapid 
developments in microcomputer design and applications, there is a 
general need for a book giving an overview of this area. Microcom-
puter Design and Applications was born out of this need. 

This book, containing 16 carefully selected papers, is divided into 
two parts: Part 1, Microcomputer Design (papers 1-5); Part 2, Micro-
computer Applications (papers 6-16). A brief description of the 
papers follows. 

The first paper introduces a new number system and supporting 
computational algorithms, called Focus, which is especially useful 
for microcomputer control and digital signal processing. Micro-
computer implementations of Focus computational algorithms are 
included. In the second paper, a class of computer architectures is 
presented having the property that the interconnection network of 
dedicated function processors that make up a computer is generated 
from a so-called control grammar. A design approach for multiple-
processor computers is described wherein a definition of the desired 
capabilities of a computer using the concept of a control grammar 
may be used to generate a class of multiple-processor architectures. 
The approach potentially may result in an automated methodology 
for the development of high-performance computers based upon 
microprocessors. The third paper presents an integrated technical 
and management-based approach for developing microprocessor 
software. "LSI software" is a by-product of this approach. LSI soft-
ware methodology is a promising concept for developing ROM-based 
systems. 

File structures for a small-scale database system designed for 
microprocessor implementation are discussed in the fourth paper. 
The formulation and evaluation of file structures for a "typical" 
microcomputer/flopping disk system is presented. This includes 
performance evaluation of both primary and secondary file struc-
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tures. In the fifth paper, several problems of software development 
for microprocessor-based computer systems are addressed. The 
proposed solution is to specify a high-level, machine-oriented, 
structured programming language suitable for general microproces-
sors and to implement a portable compiler for this language. 

As examples of microprocessor/microcomputer applications, a 
microprocessor stepping-motor controller and a microcomputer CRT 
controller are presented in the sixth and the seventh papers, respec-
tively. A data-logging system is described in the eighth paper; the 
system uses a microcomputer to implement four independent data 
channels, a time-of-year channel, and an input-output write channel. 
Three microcomputer-based data acquisition systems are presented 
in the next three papers. The construction and operation of a fully 
automated microprogrammable data acquisition and control system 
with application to the sampling, averaging, and recording of 
atmospheric meteorological data is reported in the ninth paper. The 
tenth paper describes the design and operation of a microprocessor-
based system that performs three functions: (1) instrument control, 
(2) data acquisition, and (3) time-averaging processing. The eleventh 
paper presents a microcomputer data acquisition system that 
demonstrates the feasibility of using a microprocessor to analyze 
transionospheric communication channels. The microcomputer 
approach leads to several benefits including portability, field data 
analysis, and fewer resources involved in data acquisition. 

To demonstrate the wide range of microprocessor/microcomputer 
applications, three examples are presented in the twelfth, the thir-
teenth, and the fourteenth papers. They are a microcomputer-based 
fire control radar data processor, a battery-powered CMOS micro-
processor-based instrument for agriculture, and a microprocessor-
based data collection system for transit buses. 

Two multi-microprocessor/multi-microcomputer applications are 
presented in the last two papers. The fifteenth paper describes the 
use of two identical 16-bit microcomputers to increase throughput 
by performing simultaneous execution of programs. The application 
is a handwriting recognition machine intended for data entry applica-
tions. A multiple processor system that performs parallel data 
acquisition, analysis, and display is presented in the last paper. 

The consistently outstanding work of the staff of Academic Press 
has removed much of the onus for the authors and editor alike in the 
preparation of this book. Finally, I would like to express my thanks 
to the authors of the individual papers, who have worked so com-
petently and conscientiously to provide this extremely important 
collection. 
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FOCUS MICROCOMPUTER NUMBER SYSTEM 

Samuel C. Lee 
Albert D. Edgar 

The University of Oklahoma 

Focus is a number system and supporting computational 

algorithms especially useful for microcomputer control and 

other signal processing applications. Focus has the wide 

ranging character of floating point numbers with a uniformity 

of state distributions that give focus more than a two-fold 

accuracy advantage over an equal word length floating-point 

system. Focus computations are typically five times faster 

than single precision fixed-point or integer arithmetic for a 

mixture of operations, comparable with hardware arithmetic in 

speed for many applications. Algorithms for 8-bit and 16-bit 

implementations of focus are included. 

I. INTRODUCTION 

A digital control system should respond qualitatively 
strong to gross errors between the output and control signal, 
but should respond quantitatively delicate as equilibrium is 
approached. The latter requirement often demands a minimum of 
12 to 16-bit fixed-point systems to avoid chatter caused by 
quantum jumping near quiescence, even though most of the 
resulting thousands of states are wasted in providing 
fractional parts-per-thousand control of the corrective force 
when there is a large error in the system being controlled. 
A much more efficient number system would concentrate 
available states near zero in analogy to the "virtual ground" 
of an operational amplifier or in analogy to the human eye 
which concentrates available resolution near a "center of 
focus" while retaining cognizance of distant states. The 
number system presented does allocate available states in this 
fashion, thus suggesting its name. 

If there is time, a computer has an inherent ability to 
respond to the environment with an heuristic and complex 
nature that cannot be matched in analog form. The number 
system presented provides the speed required for a clearer 
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2 SAMUEL C. LEE AND ALBERT D. EDGAR 

focus of the complexities of the system environment and its 
control, thus again suggesting its name. 

As an introduction to the focus system, its abilities 
are now specified using numbers and statements that will be 
supported as the concept is developed. 

An 8-bit focus word provides the range and resolution in 
a fairly large area around and including zero of a 15̂ - -bit 
fixed-point word. Compared to the logarithmically uniform 
focus, a floating-point representation seems "out of focus" 
with typically one bit less efficiency based on RMS fractional 
error, two bits less based on peak fractional error, and 
further accuracy losses in computation. With the focus coding 
a single 8-bit byte is for the first time in serious 
contention for non-trivial applications, providing bipolar 
operation with a 2 % RMS fractional error over a range of 
60,000 to 1 either side of zero. For comparison, 8-bit focus 
gives less audible distortion of a signal than would 
transcription on a cassette tape recorder. A 2-byte 16-bit 
focus word fulfills the requirements of most precision signal 
processing applications, providing 0.13% RMS fractional error 
over a range of 64 orders of magnitiude for positive and 
negative numbers. 

Unlike floating-point software that gives accuracy at 
the expense of speed, the special feature of focus is accuracy 
with speed. Compared with a uniform mixture of add, subtract, 
multiply, and divide, and with 8-bit fixed-point computations 
performed on a popular microprocessor, 8-bit focus executes 
5 times faster. This is not a fair number however because the 
fixed-point algorithms used for comparison do not fixup 
overflow, and the fixed-point software multiply and divide are 
only for positive numbers. When overflow fixup and 4 quadrant 
ability are removed also from the focus program, the 8-bit 
focus executes 10 times faster than the 8-bit fixed-point. 
A set of 16-bit focus algorithms with overflow fixup and 
4 quadrant ability executes 3 times faster than the 8-bit 
fixed-point comparison but provides the nature and accuracy 
of an 18-bit floating point system. 

II. REPRESENTING A NUMBER IN THE FOCUS SYSTEM 

A. Binary Representation 

Focus is a logarithmic number coding in which, like 
floating-point, an exponent is stored, but unlike floating-
point, no mantissa is given. Rather the exponent is a 



FOCUS NUMBER SYSTEM 3 

fixed-point number with a fractional part. Both the number 
and the exponent have signs which could be represented in 
sign-magnitude, offset binary, or one's or two's complement. 
The combination of sign-magnitude for the number and offset 
binary for the exponent sign is found to be optimum. 

Sign bit 
"0" if the number is positive 
"1" if the number is negative 

I Β I | c | | D | | E | . | F | | G | | H | 

Remaining 7 bits hold the 
base-2 logarithm of the absolute 
value of the number plus an 
offset of 1000.000 with the 
binary point fixed as shown. 

Fig. 1. Preferred realization for an 8-bit focus word. 

An example of a focus realization is given in figure 1. 
The formatting is the preferred realization for an 8-bit word, 
and will be used in illustrating the computational algorithms. 
Sample focus words are given: 

0 1000.000 = +2° = 1 

1 1001.000 = - 2
1
 = -2 

0 0111.000 = +2"
1
 = I 

0 1000.101 = + 2
5 /8
 = U 

7
 2 

0 1111.111 = +2
7
8 * 235 

1 0000.000 = - 2 ~
8
 * -.004 

B. Analog Encoding and Decoding for Focus 

The simplified schematic shown in figure 2 interfaces 
an analog signal with focus binary formatting. Translation of 
the signal while in analog form allows the characteristic 
resolution and range of focus to be retained with fixed-point 
digital converters of reasonable bit size. Thus although the 
proposed 8-bit focus spans nearly five orders of magnitude, 
only 7-bit fixed-point converters are needed. 12-bit fixed-
point converters service the proposed 16-bit focus format 
over a continuous bipolar range of 1 microvolt to 100 volts. 



4 SAMUEL C. LEE AND ALBERT D. EDGAR 
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Fig. 2. 
focus numbers. 

An analog circuit for coding-decoding of 

Because focus has special accuracy near virtual ground 
with special capacity for wide dynamic excursions with lesser 
accuracy, it is often desirable to perform subtraction of 
differential input signals in analog form and to perform 
output integration in analog form, both in analogy to the 
functioning of a differential input internally stabilized 
operational amplifier. Similarly in audio processing 
frequency pre-emphasis can be used with a minimum of concern 
for overranging. A dynamic expander-contractor is not needed 
as this feature is inherent in the logarithmic focus coding. 

III. ARITHMETIC OPERATIONS IN THE FOCUS SYSTEM 

A. Addition and Subtraction 

The vital feature of the focus number system is the 
ability to perform general calculations and to perform them 
rapidly. This hinges on the ability to perform addition 
directly in the logarithmic domain. 

A theoretically possible but impractical method of 
addition would be to use a two dimensional lookup table. 
16-bit addition using this method would require over four 
billion words of memory. Another theoretical possibility 
would be to use two 64K word arrays to translate back and 
forth between the linear and logarithmic domains. However 
such a system would execute slowly and increase computational 
error with two stages of roundoff. 

The focus addition/subtraction algorithm does use a 
lookup table, but requires only a little over 2000 8-bit half 
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word bytes for the preferred 16-bit focus realization, and 256 
bytes for the preferred 8-bit system. Execution is extremely 
fast, requiring only a single memory reference, sign test, and 
two binary additions when adding two positive focus numbers. 
All answers materialize rounded to the nearest available state 
for the minimum possible computation error. 

The basic focus addition algorithm for two positive 
numbers is now presented. Let X, Y, and Ζ be the focus coded 
numbers representing the real world values X

f
, Y

T
, and Z

!
, 

i.e. : 

X = log 2(X
?
) + offset 

Y = log2(Y') + offset 

and the sum 

Ζ = log2(X
f
 + Y

T
) + offset 

We wish to find the focus coded sum Ζ from X and Y with no 
reference to the real world values X

1
 and Y

1
. To do this, the 

following operation is performed: 

Ζ = X + F(X - Y) 

The addition and subtraction are standard binary operations. 
F(N) is a one dimensional lookup table which is precalculated 
according to the formula derived below: 

Ζ = log2(X
f
 + Y

f
) = X + F(X - Y) 

χ. + γ» = 2
X + F (X

 -
 Y) 

2
X
 + 2

Y
 = 2

X
 · 2

F (X
 "

 Y) 

1 + £ - = 9
F

<
X
 -

 Y
> 

2
X 

log2(l + 2
Y
~

X
) = F(X - Y) 

log2(l + 2"
N
) = F(N) 

The offsets in X and Y cancel in the subtraction, leaving Ν as 
simple fixed point, which may be arranged to always be 
positive. However, when referring to a table entry, the 
subscript Ν will be the integer value derived by ignoring the 
binary point. The value in storage, F(N), is always positive, 
and considered fixed-point. Subtraction, as with 4 quadrant 
addition, uses a complementary table F(N) = log9(l - 2 ~

N
) . 


