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Preface to the Second Edition

During the past decade many first year undergraduate students have been 
introduced to probability through the first edition of A Prim er in Probability. 
Teaching these students, and discussions with them, have led to some 
rearrangement and addition of top ics .

The m aterial added to the second edition reflects an attempt to increase 
studentsT awareness o f the role o f probability theory in statistical inference. 
Several new topics have been added and others have been expanded:

(i) Multinomial distribution and goodness-of-fit tests based on it
(ii) The use of probability models based on discrete distributions in 

statistical inference
(iii) The prob-value as a tool in statistical decision making
(iv) Basic properties o f continuous distributions with emphasis on the 

normal distribution
(v) The role  o f the normal distribution in approximating the binomial 

distribution

It is hoped that the ideas and concepts introduced in A P rim er in Prob
ability will serve as a motivating fo rce  for students to pursue further 
courses in statistics and probability.

Kathleen Subrahmaniam

v
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Preface to the First Edition

A Prim er in Probability is an outgrowth o f a first-year university course 
that the author has been teaching for  several years. The Prim er presents 
elementary probability theory as a basic building block for statistical in fer
ences and its applications. It is envisaged that a course based on this text 
can be taught in either a sem ester or a quarter. As preparation, students 
are expected to have only a thorough background in high school algebra.

The Prim er can be used to provide two types o f cou rses: (1) a course 
fo r  mathematical science students interested in detailed proofs and (2 ) a 
less mathematically oriented course emphasizing the results o f the proofs 
and examples. This second type o f course might well be offered for high 
school sen iors.

At this level a course in probability should be oriented toward "problem  
solving, " fo r  only by working problem s do students really m aster the sub
ject . Worked examples, taken from  a variety o f disciplines, are provided 
throughout the text. To encourage students to work m ore problem s, solu
tions, som e in considerable detail, are given for  the exercises at the end 
of each chapter.

As it is actually the students who are the real cr it ics  o f any text, the 
author is indeed grateful to the many students who have provided helpful 
suggestions concerning the text and the problem s.

It is hoped that the layout o f the manuscript will make the book m ore 
readable. The expert typing and retyping to specification have been provided 
by M rs. Eva Loewen.

Certainly at the inception o f this project, the author never realized the 
many hours o f work that would be needed for  its completion« The author 
wishes to thank her son Narayana for going through the manuscript and pro
viding a better perspective on the problem s in the book. To her son Rama, 
the author is equally thankful for his writing the program s for the HP65 
used in computing the tables included in the text. To her husband, the author 
is m ost grateful for his endless encouragement and thought-provoking d is
cussions. Without his help, this Prim er would never have been a reality.

Finally the author wishes to thank D r. D. B. Owen for  bringing this 
book to the attention o f the publisher.

Kathleen Subrahmaniam
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A First Glimpse of Probability

1

1.1  WHAT IS PROBABILITY?

It is not uncommon to hear the term probability used in day-to-day conver
sation. Two friends, planning a golf game tom orrow , may ponder the ques
tion: What is the probability o f rain tom orrow ? A young man o f 25, having 
just paid the premium for his retirement insurance, may question as to the 
probability of his living to age 65 so that he may realize its benefits. After 
just paying an enormous m edical bill for  the correction  o f a slipped d isc, a 
patient enquires of his doctor: nWhat is the probability that I will again need 
this kind of operation?"

In each of these situations the term  probability carries with it an idea 
o r  concept of the chance o r  likelihood of an event.

How did the idea o f probability as a m easure of chance a rise?  In the 
seventeenth century, games o f chance were very popular, particularly in 
France. In an attempt to improve his fortune, the Chevalier de M er£, an 
avid French gambler with a passing interest in mathematics, consulted the 
eminent mathematician and theologian Blaise Pascal.

Among the problem s which de M^re posed to Pascal was the "problem  
o f points." In the "problem  o f poin ts," two people (I and II) play a set of 
games in which each has an equal opportunity o f winning a point. The first 
player to score  5 points wins the set. If the set is prematurely terminated 
with player I having 4 points and the other having 3 points, how should the 
stakes be divided? One might argue that the stakes should be divided 4 to 3. 
Pascal, however, said the stakes should be split 3 to 1 in favor o f the person 
having 4 points. Do you think that this 3 to 1 split is reasonable ? If two m ore 
games were played the set would have to be completed:

Outcome Winner o f Set

I wins, I wins I
I wins, II wins I

II wins, I wins I
II wins, II wins II

Player I wins three times out o f fo u r !

1
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Another o f de M erc’ s enquiries involved the tossing o f d ice. He had 
learned, possibly from  experience, that a balanced six -sided  die must be 
tossed four times in order that the chance o f getting at least one six will be 
greater than one half. From this he argued that it should be advantageous 
to bet on the occurrence o f at least one double-six in 24 tosses o f a pair o f 
dice. When he lost his bet, he complained to Pascal. Pascal assured him 
that these results were to be expected: the probability o f at least one six in 
four tosses is 1 -  (5 /6 ) 4  = .518, but the probability of at least one double- 
six in 24 tosses o f a pair o f dice is 1 -  (35/36)24 = .491.

Motivated by these enquiries, Pascal engaged in a lengthy correspond
ence with another mathematician, Ferm at. This correspondence served as 
a basis for  the unified theory o f chance phenomena which we today ca ll the 
theory o f probability. Although the initial interest in the problem was 
sparked by gambling, investigators during the past three centuries have 
noted the analogy between laws o f uncertainty involved in games o f chance 
and the laws o f variation observed in apparently uncontrollable phenomena.

What do we mean by uncontrollable phenomena? Let us consider two 
exam ples: ( 1 ) tossing a balanced coin and noting the frequency o f heads,
(2 ) noting the frequency o f m ales in human births.

Table 1 .1  relates to the proportion of males in sequences o f human 
births. The results are given for  10 sequences o f 10, 50, and 250 births. 
How else might this type of data a r ise?  A sim ilar table might have resulted 
from  recording the proportion o f heads when a balanced coin is tossed; that

Table 1 .1  Proportion o f Male Births

Sequence
number

Proportion of males in
1 0  births 50 births 250 births

1 .5 .47 512

2 .5 .50 524

3 .4 .51 .484

4 .3 .60 500

5 .4 .52 504

6 . 6 .49 476

7 . 6 .50 •508

8 .5 .51 *472

9 .9 .53 . 516

1 0 . 2 .46 •496
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is, the pattern o f variability in the two examples is sim ilar. In fact, we 
might conclude that the probability o f a male birth as well as the probability 
o f a head is equal to . 5.

In these situations we see that certain events do not happen in a clearly  
predictable or deterministic fashion. For example, tossing a balanced coin 
may result in either a "head" or  a "ta il" ; however, before the coin is tossed 
we do not know the outcome. Similarly, p rior to birth the sex o f the child is 
not known.

In order to understand the role  o f probability in interpreting this type o f 
uncertain outcome, let us investigate the properties o f determ inistic and 
random experiments.

1.2  EXPERIMENTS: DETERMINISTIC OR RANDOM

What do we mean by an experiment ? What is the ro le  o f probability in inter
preting the results o f an experiment?

In the chem istry laboratory the students determine the boiling point o f 
water at 100 °C. Any deviation from  this is a result o f changing experimental 
conditions such as elevation o f pressure or  experimental e rror  introduced 
by failure to read the thermom eter correctly . If the experimental conditions 
remain the sam e, then the determination will be the sam e.

In contrast there are experiments in which the results vary in spite of 
all efforts to keep the experimental conditions the sam e. F or example, coin 
tossing or  the birth data can be thought o f as experiments. In these experi
ments the results are unpredictable.

As we have seen from  our previous exam ples, not all experiments must 
necessarily  take place in a scientific laboratory. In general we shall use the 
word experiment to describe any act that can be repeated under given condi
tions. If the results of the repeated experiments are exactly the sam e, we 
say that the experiments are determ inistic; otherwise, they are said to be 
random or stochastic.

We shall see that probability theory is used to explain and predict, to 
some degree, the results of random experiments.

1 .3  THE ROLE OF PROBABILITY IN STATISTICAL INFERENCE

Statistics, as a discipline, is the science o f collection  and analysis o f data 
with a view to drawing inferences about populations. When data are gathered, 
we may use statistical inference to choose among alternative m odels. The 
drawing o f inferences relies to a great extent on probability theory.

Consider selecting a sample o f voters to estimate the proportion o f 
voters favoring a particular candidate. If we know the proportion o f individ
uals in the population who favor the candidate, we can use probability theory 
to predict what the fraction in the sample is likely to be. This, however, is
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not the problem  with which we are usually faced. In contrast we determine 
the proportion in the sample ajnd wish to draw conclusions about the propor
tion in the population. Probability theory deduces from  the known content of 
the population the probable content o f the sample; on the other hand, statis
tical inference is a means o f describing the content of the population from  
the observed sample.

In the example we have been discussing, the population is a large 
(countable) number o f the people and the sample represents a subset o f the 
people. In contrast to this the population may only be hypothetical o r  con
ceptual. As an illustration consider the coin -tossing experiment. Here the 
population consists o f all the possible times the coin might be tossed—surely 
a situation which can only be hypothetical. Every sequence o f tosses repre
sents a " sample” from  the conceptual population.

In summary, then, we have

1. Population (known) — sample (unknown): Deductive reasoning or  argu
ing from  the general to the specific .

2. Population (unknown) sample (known): Inductive reasoning or  argu
ing from  the specific to the general.

Deduction answers such questions as: With a given population, how will the 
sample behave? Will the sample represent the population? We shall see that 
only when this deductive problem is resolved can we turn around this argu
ment and ask: How precisely  can we describe an unknown population charac
teristic based oh an observed sam ple?

1 .4  INTERPRETING PROBABILITY 

1 -4 .1  Em pirical Basis o f Probability

We have seen that in random experiments the outcome for  a particular trial 
may be unpredictable. If, however, we examine repetitions o f a random ex
periment, we note that a pattern em erges as the number o f repetitions N 
increases. We have already seen evidence o f this in Table 1 .1 .

As a further illustration let us suppose that we are conducting a tele
phone survey to investigate whether or  not people are watching the television 
between five and six o ’ clock  in the evening. Each of 10 interviewers makes 
10 telephone ca lls . The data in Table 1.2  are the results o f such a survey. 

The interviewer will find that the relative frequency:

r £ number o f households in which television is being watched 
number o f households called

may vary from  0 to 1«. If, however, a large number o f interviewers each 
repeats this experiment (or a single interviewer repeats the experiment a 
large number of tim es), the relative frequency seem s to becom e stabilized 
and approach a constant value. We say that the relative frequency is con -
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Table 1.2  Telephone Survey o f TV Audience

Interviewer
Relative frequency 

in 1 0  calls
Cumulative 

relative frequency

1 .3 3/10 = .300

2 .4 7/20 = .350

3 . 2 9/30 = .300

4 . 2 11/40 = .275

5 . 6 17/50 = .340

6 .5 22/60 = .367

7 . 1 23/70 = .329

8 .3 26/80 = .325

9 . 2 28/90 = .311

1 0 . 2 30/100 = .300

verging to its probability. Although the relative frequencies obtained by 
individual interviewers may vary considerably, we see that as we su cces
sively combine the results o f the interviewers the overall relative frequency 
seem s to approach .3 . From this we would conclude that the probability of 
an individual watching television in the hour from  five to six o ’clock  is .3 .

The frequency approach to probability defines the probability o f an 
event E as

n E
Pr(E) = lim —  

nn—oo

where nE is the number o f times the event E occurs in n tria ls .
The data in Table 1.2 illustrate the concept o f "long-run stability" upon 

which this em pirical approach to probability is based. Although the result 
on any particular trial of the experiment cannot be predicted, a long sequence 
o f trials reveals a pattern in which the relative frequency or probability tends 
to stabilize.

1 .4 .2  C lassical Definition

As we have mentioned, much of the early development o f probability theory 
was motivated by games o f chance in which dice and cards were used. The 
m ost fam iliar gambling device is a die—a cube with six sym m etrical faces.
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Most o f us, even without any experimentation, would feel that each face o f 
the cube is equally likely to appear when the die is rolled» If each o f the 
six outcomes is equally likely, then the probability associated with each 
face is 1 / 6 .

In the classica l definition o f probability each of the k equally likely out
com es is assigned a probability o f 1 /k . Then the probability o f an event E 
is defined as the ratio o f m, the number o f outcomes favoring E, to k, the 
total number o f equally likely outcom es:

Pr(E) = S .

As we shall see, there are several pitfalls in this definition:

1. It is logically  circu lar in that it defines probability in term s o f equally 
likely outcom es. Since we are defining probability, the phrase equally 
likely or  with equal probability has not been defined.

2. As this definition is applicable only to equally likely outcom es, what 
would we do if the die had been weighted so that even numbers were 
twice as likely as odd ones ?

In practice we shall see that the assignment o f probability using the 
classica l definition is often reinforced by experimentation; that is, the 
c lass ica l and frequency approaches are combined.

1 .4 .3  Subjective Probability

In addition to the equiprobable and frequency approaches to probability, we 
might also consider a subjective o r  personal interpretation o f probability.

How probable is rain in the afternoon when it is cloudy in the morning? 
In the answer to this question, probability is viewed as a m easure o f per
sonal belief. This measure o f belief may vary from  individual to individual 
even when they are confronted with the same set o f evidence. Given a cloudy 
morning sky, you may well prepare for  rain, but your friends may not.

It may be somewhat com forting to note that based on a large amount o f 
data, the frequencist and subjectivist will usually agree on the assignments 
o f probability.

PROBLEMS

1 . A sim ple experiment consists o f tossing three balanced coins sim ul
taneously. Consider the four outcom es:

A: no head occurs 
B: exactly one head occurs 
C: exactly two heads occur 
D: exactly three heads occu r.
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Two friends, Don and Harry, have differing ideas about the probabili
ties o f these outcom es. Don thinks that the outcomes A, B, C, and D 
should have the probabilities 1 /4 , 1 /4 , 1 /4 , 1 /4 , respectively, whereas 
Harry thinks the appropriate probabilities are 1 /8 , 3 /8 , 3 /8 , 1 /8 .

(a) Perform  the above experiment 32 times and record  the number o f 
occurrences o f each o f the outcomes A, B, C, and D.

(b) Which o f these two assignments o f probabilities seem s m ore plau
sible in light o f the data?

(c) If you had repeated the experiment 100 tim es, what do you think 
would have happened?

2. Open the telephone book to any page and obtain the frequency distribu
tion o f the last digit for 25 numbers.

(a) Find the average value o f the last digit and com pare it with 4 .5 , 
the theoretical value when all digits are equally likely. Why does 
the observed average deviate from  the theoretical one?

(b) If you choose 100 numbers rather than 25, what would you expect 
to happen? Why?

3. Distinguish between deterministic and random experiments. Give an 
example o f each.

4 . Suppose a man stands facing north and tosses a coin to decide to walk 
to the north one step or south one step. He continues tossing and then 
walking for 25 steps. We call this a "random w alk ."

(a) Without any experimentation
(i) how many steps do you think he will be on the north side of 

the starting point?
(ii) how many steps will he be on the south side o f the starting 

point?
(iii) how many times will he have returned to the origin?

(b) Now simulate the experiment by tossing a coin and moving a point 
one step north or  south, corresponding to a head or  a tail, respec
tively. For example, if four tosses result in HTHH, then the random 
walk ends two steps north o f the starting point. The walker has been 
north o f the origin for  three steps and once he has returned to the 
starting point. With this sequence he has never been south o f the 
starting point. Toss the coin 25 tim es and answer the questions
in (a).

(c) Are the results in (b) what you would have expected?
(d) Repeat the "random walk" five tim es. How does this added experi

mentation affect your answer?

5. R efer to the problem  of points in Section 1 .1 . Using a balanced coin 
simulate the finish o f the set 20 tim es. Compare the number o f times
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player I wins with the number o f times player II wins. Are these num
bers approximately in the ratio 3 to 1 as Pascal predicted?

Suppose Jack and John are playing a game in which each has an equal 
opportunity o f winning. At the start o f the game, Jack has $3 and John 
has $2. The boys stake $1 on each game» If they play until one o f them 
is ruined, the probability that Jack wins should be approximately . 6 .

(a) How would you simulate a single game using a balanced coin?
(b) Using simulation, play 10 games and determine the relative fr e 

quency o f the games which Jack wins. Comment on this result.
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2 .1  SAMPLE SPACE

In our discussion o f random experiments we have seen that there may be 
many outcomes o f an experiment. Due to the chance mechanism involved, 
the exact outcome o f a random experiment cannot be predicted with c e r 
tainty. How shall we describe these outcomes in a m ore structured way?
We shall use the concepts o f set theory developed in Appendix B for devel
oping a form al basis fo r  probability.

Think o f the simple experiment o f tossing a coin . We would generally 
agree that a head or  a tail are the only possible outcom es. If we denote 
these outcomes by H and T, then each possible outcome o f the experiment 
would correspond to exactly one o f the elements in the set {H , T }. This set 
o f outcomes is called a sample space for the experiment and we write 
S = {H , T } .

Let us now consider a slightly m ore com plicated experiment: Suppose 
we toss simultaneously two distinguishable coins, a penny and a nickel.
How shall we record  the possible outcomes o f this experiment? Clearly the 
outcome for each coin is either a head or a tail. We could record  only the 
total number of heads on both coins. Then Sx = {0 ,  1, 2 } corresponds to a 
sample space. This, however, is not the only way of describing the experi
ment. For instance, this does not allow us to answer the question: Did the 
penny fall heads? To answer this question, we need a sample space with a 
finer classification: S2  = {H pH N> H^T^, T ^ T ^ }. Here the symbol

H_.HXT denotes a head on both coins, while H^T^ means a head on the penny P N P N t' j

and a tail on the nickel. We have encountered a typical situation in which 
there is no one correct o r  unique sample space fo r  the experiment. D iffer
ent people, o r  even the same person at a different tim e, may describe the 
outcomes differently. The characterization o f the outcomes depends upon 
the questions to be answered. We shall soon see that it is in general a safe 
guide to include as much detail as possible in the description of the outcom es.

With these examples in mind, we will now form ally define the term 
sample space using the mathematical term inology o f set theory.

9
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DEFINITION 2 .1  A sample space o f an experiment is a set S o f e le 
ments E^, E£, • • •, Eĵ  such that any outcome o f the experiment corresponds 
to exactly one element in the set. The elements E-̂ , E2 , ° • •, E^ are called 
sample points.

2 .2  EVENTS AND THEIR PROBABILITIES

In this section we shall further extend the analogy between the principles 
underlying the description o f a random experiment and set theory.

With reference to the example concerning the tossing o f a penny and 
nickel, we may be interested in particular outcomes which we will label
events : 

U: Exactly one head appears U - { ■ w
t p V

V: Exactly two heads appear V
- < w

W: At least one head appears w
= 1 V » ' t p h n -

X: A head appears on the penny X - { “ p V h p V
Y: A head appears on the nickel Y

- < w h p h n }
Z : No head appears Z

■ < t p V

What property do these sets have in com m on? R eference to the sample space 
S2  = {H p HN, Hp TN, Tp HN, Tp TN}  shows that these sets U, V, W, X, Y

and Z are each a subset o f S2 »

DEFINITION 2 .2  An event is a subset o f the sample space S.

We will say that the event E has occurred if the outcome of the experi
ment corresponds to an element in the subset E.

When we consider these six events, we see that V and Z are different 
from  the others in that each contains only one sample point. Events con
taining exactly one sample point will be called simple events. Events made 
up of m ore than one sample point will be called com posite. Note that com 
posite events can always be decomposed into sim ple events.

Since we are concerned with random experiments, just a list o f the out
com es will not fully describe the experimental set-up. We have seen that 
each of these outcomes has a certain probability o r  likelihood associated 
with it. Suppose we have the sample space

S = i El ’ E2 ...........V -

How shall we assign probabilities to these outcom es? That is, we wish to 
determine
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Pr(E.) fo r  i = 1, 2, . . . ,  k.

In the previous chapter we indicated three ways in which these proba
bilities might be assigned:

1. We may feel intuitively, or supported by experimentation, that each o f 
the k outcomes is equally likely. Then

Pr(E.) = -  fo r  i = 1 , 2, . . . ,  k.

2. In other situations we may find it convenient to rely  on the observed 
relative frequencies obtained from  a series o f repeated experiments.

Pr(E .) = relative frequency o f the event E..

3. The probabilities may be assigned from  a personal point o f view« In 
this case we say the probabilities are subjective«

In each o f these three cases we have assigned the probabilities so that

0 < Pr(E.) < 1

and

k
£  Pr(E ) = 1. 
i= l

Combining the enumeration o f the possible outcomes and their assigned 
probabilities, we can define a probability model»

DEFINITION 2 .3  The sample space S = {E 1# E2 , • • •, E^} and the 
assigned probabilities PrfE^) for  i = 1 , 2 , . . . ,  k determine the probability 
m odel for  a random experiment.

From  the probability model we can obtain the probability o f any event asso
ciated with the experiment.

DEFINITION 2 .4  The probability o f any event E is the sum of the prob
abilities o f the simple events which constitute the event E.

Two somewhat special cases arise : the entire sample space and the 
im possible event. Since all the possible outcomes o f an experiment must be 
enumerated in the sample space, Pr(S) = 1. This would be translated as 
"som e event in S must o c c u r ,n which seems very reasonable from  the defi
nition o f S. If any event is not a possible outcome of the experiment, then it 
has no corresponding sample points in S. We will ca ll this event an "im pos
sible event" and its probability is obviously zero.
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Referring to our penny-nickel experiment, let us develop an appropri
ate probability model and calculate the probabilities corresponding to the 
events U, V, W, X, Y and Z . It would seem reasonable, and it can be v e r i
fied by experimentation, that each outcome is equally likely. Assigning 
probability 1 /4  to each point in S2  and using Definition 2 .4 , we find that 
Pr(U) = 1 /2 , Pr(V) = 1 /4 , Pr(W) = 3 /4 , Pr(X) = 1 /2 , Pr(Y) = 1 /2  and 
Pr(Z) = 1 /4 .

2 .3  COMBINING EVENTS

Since sets and events are analogous, we will now discuss how events, like 
sets, may be combined. In combining events we are faced with the problem  
o f translating "w ords" into logical expressions» In everyday usage, expres
sions o f the form  "A  or  B” may be interpreted in two different ways:

1. Exclusive "A  or  B but not both"
2. Inclusive "A  or  B or  both"

In the following discussion we shall restrict ourselves to the inclusive form .

Simultaneous mem bership in two sets A and B is expressed in words 
by the term inology "and ."

DEFINITION 2 .6  The intersection o f the events A and B in S is the set 
o f all points belonging to A and to B»

A and B = AB = A fl B = { x  | x e  A and x <e B }.
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Two events which cannot occur at the same time are said to be mutually 
exclusive (m. e . ) . We would speak of the sets corresponding to these events 
as being disjoint since they have no points in com m on. We use the symbol 0 
to designate the null set.

If the events A^, A2 , . . . ,  A^ are mutually exclusive ( i . e . , the inter
section o f any pair is 0) and exhaustive ( i . e . , their union is S), then we say 
that these k events form  a partition o f the sample space. Note that the 
sim ple events which describe the sample space always form  a partition o f S.

Often we may be interested in the fact that a particular event has not 
occurred .

In passing we note that A and A are m .e» and form  a partition o f S since 
A U A =  S.

In discussing events it will often be helpful to decom pose an event into 
the union of m .e . components. Suppose the events A^, A2 , . • •, A^ form  a 
partition o f S. Then any event F in S can be written as

f  = (Ax n F) u (A2  n f> u • • • u (AR n f> .

To illustrate this concept, consider the following Venn diagram in which 
Blt  B2, B 3  form  a partition o f S.



14 Chapter 2

F = (Bi n F) u (b 2  n f )  u (b 3  n f> .

Note that in this case the events B 3 and F have no points in common; thus 
B3  fl F = 0. Now consider the special case o f the event Bx and its com ple
ment Br  Since B1 and Bj form  a partition o f S, we can write

F = (B j f lF )  U (Bi H F ).

In the above drawing, 1^ = 6 2  U B3.
To illustrate this result, consider a bolt-manufacturing plant. The 

bolts are produced in three shifts: 8  to 4, 4 to 12, and 12 to 8 . Since the 
manufacturer is interested in maintaining the quality o f production, he 
wishes to monitor the defective bolts being produced. The defectives can be 
produced on any one o f the three shifts. Let Shi represent the 8  to 4 shift, 
Sh2  the 4 to 12 shift and Sh3 the 12 to 8  shift. Since Shj, Sh2  and Sh3  are 
m . e . , the event D, production o f a defective bolt, can be written as

D = (Shj n D) U (Sh2  n D) U (Sh3 fl D ).

Another useful combination o f sets will be the difference o f two sets.

DEFINITION 2 .9  The difference of A and B, o r  the relative complement 
o f B with respect to A, is the set o f all points in S which belong to A but not 
to B.

A -  B = A D B = AB = { x  | x <e A and x <£ B }.

2 .4  PROBABILITIES ASSOCIATED WITH 
COMBINED EVENTS

From  our discussion o f the combination o f events, we have seen that the 
combined events are new events and hence subsets o f S. How shall we deter
mine the probability o f these combined events? In Section 2 .2  we found the
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probability o f events by a direct sam ple-point approach. In many situations 
we will find that this may be a difficult task. In this section we will develop 
some rules which will often sim plify the determination o f probabilities. R e
ferring to our Definition 2 .4  o f the probability o f an event, it would seem 
reasonable to say that if A and B are m .e . events, then the probability o f 
their union (A U B) is just the sum o f their individual probabilities.

In our penny-nickel example we found Pr(W) = 3 /4 .  Now the event W 
can be written as U U V where U and V are m .e . ;  hence, Pr(W) = Pr(U) + 
Pr(V) = 1/2 + 1/4 = 3 /4 .

The rationale underlying the laws o f probability which we will develop 
may easily be explored using Venn diagram s. Our approach will be som e
what m ore rigorous in that we will develop the laws starting with the fo l
lowing three axiom s:

Axiom Is 0 < Pr(A) < 1

Axiom 2; Pr(S) = 1

Axiom 3: Pr(A j U A2) = Pr(A x) + Pr(A 2), where Ax and A2 are m .e .

ADDITION LAW If A and B are any two events in S, then the probability 
o f their union is

Pr(A  U B) = Pr(A) + Pr(B) -  Pr(A  fl B ).

P roof: (i) From Definition 2 .4  we know that the probability o f A  U B is the 
sum o f the probabilities o f the points in A U B. By inspection o f the Venn 
diagram o f A U B, we see that Pr(A) + Pr(B) is the sum o f the probabilities 
o f the points in A and o f the probabilities o f the points in B. The portion in 
the intersection (A fl B) has been counted tw ice, once in A and once in B. 
Correcting for  the double counting, we have

Pr(A  U B) = Pr(A) + Pr(B) -  Pr(A  fl B ).

(ii) We will now prove the addition law m ore form ally using the three 
basic axioms o f probability. Since our axioms involve m .e . events, we will 
find it useful for the purpose o f proof to decom pose the event o f interest into 
its m .e . components. The event A U B can be written as A U (A fl B ), 
where A and (A fl B) are m . e.

Using Axiom 3, we then have


