


Mathematical Methods
of Many-Body
Quantum Field Theory



CHAPMAN & HALL/CRC
Research Notes in Mathematics Series

Main Editors
H. Brezis, Université de Paris
R.G. Douglas, Texas A&M University
A. Jeffrey, University of Newcastle upon Tyne (Founding Editor)

Editorial Board
R. Aris, University of Minnesota B. Moodie, University of Alberta
G.I. Barenblatt, University of California at Berkeley L.E. Payne, Cornell University
H. Begehr, Freie Universität Berlin D.B. Pearson, University of Hull
P. Bullen, University of British Columbia G.F. Roach, University of Strathclyde
R.J. Elliott, University of Alberta I. Stakgold, University of Delaware
R.P. Gilbert, University of Delaware W.A. Strauss, Brown University
D. Jerison, Massachusetts Institute of Technology J. van der Hoek, University of Adelaide
B. Lawson, State University of New York
    at Stony Brook      
   

Submission of proposals for consideration
Suggestions for publication, in the form of outlines and representative samples, are invited by the
Editorial Board for assessment. Intending authors should approach one of the main editors or
another member of the Editorial Board, citing the relevant AMS subject classifications. Alternatively,
outlines may be sent directly to the publisher’s offices. Refereeing is by members of the board and
other mathematical authorities in the topic concerned, throughout the world.

Preparation of accepted manuscripts
On acceptance of a proposal, the publisher will supply full instructions for the preparation of
manuscripts in a form suitable for direct photo-lithographic reproduction. Specially printed grid
sheets can be provided. Word processor output, subject to the publisher’s approval, is also acceptable.

Illustrations should be prepared by the authors, ready for direct reproduction without further
improvement. The use of hand-drawn symbols should be avoided wherever possible, in order to
obtain maximum clarity of the text.

The publisher will be pleased to give guidance necessary during the preparation of a typescript and
will be happy to answer any queries.

Important note
In order to avoid later retyping, intending authors are strongly urged not to begin final preparation
of a typescript before receiving the publisher’s guidelines. In this way we hope to preserve the
uniform appearance of the series.

CRC Press UK
Chapman & Hall/CRC Statistics and Mathematics
23 Blades Court
Deodar Road
London  SW15 2NU
Tel:  020 8875 4370



CHAPMAN & HALL/CRC
A CRC Press Company

Boca Raton   London   New York   Washington, D.C.

Detlef Lehmann

Mathematical Methods
of Many-Body
Quantum Field Theory



This book contains information obtained from authentic and highly regarded sources. Reprinted material
is quoted with permission, and sources are indicated. A wide variety of references are listed. Reasonable
efforts have been made to publish reliable data and information, but the author and the publisher cannot
assume responsibility for the validity of all materials or for the consequences of their use.

Neither this book nor any part may be reproduced or transmitted in any form or by any means, electronic
or mechanical, including photocopying, microfilming, and recording, or by any information storage or
retrieval system, without prior permission in writing from the publisher.

The consent of CRC Press LLC does not extend to copying for general distribution, for promotion, for
creating new works, or for resale. Specific permission must be obtained in writing from CRC Press LLC
for such copying.

Direct all inquiries to CRC Press LLC, 2000 N.W. Corporate Blvd., Boca Raton, Florida 33431. 

Trademark Notice: Product or corporate names may be trademarks or registered trademarks, and are
used only for identification and explanation, without intent to infringe.

Visit the CRC Press Web site at www.crcpress.com

© 2005 by Chapman & Hall/CRC  

No claim to original U.S. Government works
International Standard Book Number 1-58488-490-8

Library of Congress Card Number 2004056042
Printed in the United States of America  1  2  3  4  5  6  7  8  9  0

Printed on acid-free paper

Library of Congress Cataloging-in-Publication Data

Lehmann, Detlef.
Mathematical methods of many-body quantum field theory / Detlef Lehmann.

p. cm. --  (Chapman & Hall/CRC research notes in mathematics series ; 436)
ISBN 1-58488-490-8 (alk. paper)
1.  Many-body problem. 2.  Quantum field theory--Mathematical models.  I. Title. II. Series. 

QC174.17.P7L44 2004
530.14'3--dc22 2004056042



�

�������

�� ���� ���	 
� ������ ��� ����������� ���� ��� ��� ����������� �� �����

��� ��������� ������� ��� ���� ���� �� ��� ������������ ������� �����

��� ��� �������� �� ������ ������������� ��� ���������� ������������ ����

���� ��������� ������� �������� ������� ��� ���������� ��� ���������� ���

����������� ���������� ��� ������� ��������� ��� ������� ������ ���������

�� ���� ����� � ��� ����� !"# ������������������ ��
��� ��� ������ �
����

��� 
� ��	� � ����� ��	 �� ��� ��������� ������� $� ������ % ������

�������� �� ���� ���	 ��� �� 
��� � ���� ��� ����� ��������� 
���� ��� ����

�� ��� !"# ������ �� ������������������ �� ���� �������� �� ��� ������ ��

��� 
��	 ������� ������������ ������� ��� �� ������������ ���������

&�������� ���� ��� ���� �� ����������� �� ��� ����� �� 
��	��� 
��� �������

���������� ��� ���������� �� � ������ ���� �� 
� ����� ���� �� ��� �������

����� �� ���
 �� ���� 
� ����� �� ��������� ������ ��
 �� ������� �������

��� &��� ������� ���� ���� � ��� ��� ��� 
� �������

���� ���	 ���� ���� ����� �� � ����������� �� ������ ������ ������ ���

�� �������� ��������� ��� ������ '���������� (������ ��� �� �) !����� ���

��� $������������������ �� ��� ������� ������� *(����������� ������ ��� ���

'����+������ #����� 
��� #�����,���� ����������� ��� ��� ,����������-�

%� ����� 
� ����	 ���� ��� �� � ��� �� ����� ��� ��� ���
��� ������ ��

�������� ����� ����� 
�� 
��� �� ������ ��� ���&��� �� ������ �� ����������

��� ��������� � ���� ��� ����� �� � ����  �������

������� �� ���� ��� ������ �� 
��	� ��� 
��� ���� ��� �� ���
� �� ����	

��
�� ����� ����������� ��� ��� ���� ������ �� ���� 	��� �������� 
��� �

����� ��� �� 
��	������ ����� 
���� ����� ��� �� ����� ��� �����������

������ �������� %�� ������ ��������� 
�� ��� ������ ������ ������� ���

� ���� 
��� �� ����� �� �� ��� �� ��� ����� ����������� 
��� �������

�������� ������� ���������� ��� ��� ���� ����� ���������� � ����������

� �
� ������ ����	� �� �� ������ ������������ .� ������� $� /�������

��� +� �����
���� 
�� ������ �� ��� ���������� ������� ��� �� �� ������

��� ������� ��������� +�$ 01������ �%# (��������� )!" 2�������� ���

�) !����� ��� � ����� 
��	��� ���������� ��� ������ �� ����� ���� ��������

������� ������� ���� ��� ��� ������

!����� �������� 3445

6���� 7������





���	��	


� ���������	�� �


 ������ ����	���	�� �

3�8 "��������� ��� '������� #���� � � � � � � � � � � � � � � � 9

3�3 ��� '����+������ #����� � � � � � � � � � � � � � � � � � � � :

3�; %���������� ��� "������� <�������� � � � � � � � � � � � � � 8;

3�;�8 "��������� #���� � � � � � � � � � � � � � � � � � � � � � 8;

3�;�3 '������� #���� � � � � � � � � � � � � � � � � � � � � 8=

� ���������	�� ������ ��

;�8 ��� (����������� #����� ��� ������ � � � � � � � � � � � � � � 8:

;�3 ��� (����������� #����� ��� ��� (�������� �������� � � � � � � 33

;�; ��� (����������� #����� ��� ��� "��������� ��������� � � � � ;4

� �����	�� ��������	�� ��� ��������� ��������� ��

5�8 >�� ?�������� �����������@ % '��������� + ���� � � � � ;5

5�3 ?�������� ������� ,�������������� � � � � � � � � � � � � � � 54

5�; <������� ?������� �������� � � � � � � � � � � � � � � � � � � 55

5�5 ������ �� ?�������� ����������� � � � � � � � � � � � � � � � 59

� �����	�  ����	���� �������� !�"��������	�� ��

A�8 ��� $�������#����������� �������������� � � � � � � � � � � =4

A�3 ��� +������� (������� � � � � � � � � � � � � � � � � � � � � � =A

# �$� ������ ��� �"��������� �������� ����%	�� ��

=�8 ��� B�������� '��� ���� '��� � � � � � � � � � � � � � � � C8

=�3 ��� B������ !"# '��� � � � � � � � � � � � � � � � � � � � � CC

=�; !"# 
��� $����� ��>��� ����������� � � � � � � � � � � � � � � :3

� ��� &���'(������� ������ 	� � &�����	�  	��� �)�

9�8 #������ �� ��� #���� !��� (����� � � � � � � � � � � � � � � 84A

9�8�8 6��	 ?������� � � � � � � � � � � � � � � � � � � � � � � 84=

9�8�3 ,��������� ?������� � � � � � � � � � � � � � � � � � � 888

9�3 6������������� �� ��� ��������� B������ $� $���������

�� � 7��� ,���� 7���� � � � � � � � � � � � � � � � � � � � � � 88;

���



����

*  ������ +	������ �
�

C�8 ��� ������ !������� �� ���� ���������� (����������� #����� 83:

C�3 "�������� 6������� ��� ��� 7��	�� "����� ������� � � � � 8;8

C�; +�������� �� ������� 6������� � � � � � � � � � � � � � � � � 8;=

C�;�8 +�������� !����� � � � � � � � � � � � � � � � � � � � 8;=

C�;�3 #���� #��� !����� � � � � � � � � � � � � � � � � � � � 859

C�;�; '������� !����� � � � � � � � � � � � � � � � � � � � � 8A8

C�5 7����� 6������� � � � � � � � � � � � � � � � � � � � � � � � � 8=3

� !�������	���	�� ����" &������ �#�

:�8 ����������� <�� #���� � � � � � � � � � � � � � � � � � � � � � � 898

:�3 % #���� #��� !���� �� ��� #�� �� % 6������� � � � � � � 895

:�; % '������� !���� �� ��� #�� �� "��������� 6������� � � 8C=

:�5 +��������� �� 6�������� 6������� � � � � � � � � � � � � � � 8:;

:�A ��� �������/�1�����������
��� ����� 7����� "����������� 8:A

�) !�������	�� �, ���������	�� ���	�� ���

84�8 #������� (���� ��� ������ + ����� � � � � � � � � � � � � � 8:9

84�3 "�������� ������� '���� +������ � � � � � � � � � � � � � � 344

84�3�8 %� ��������� ������ � � � � � � � � � � � � � � � � � � 344

84�3�3 ���� ���������� '��������� �� ��� ��������� ������ 345

84�; ��� %������� ?���� �������� �� ��� %������� '��� � � � � 388

84�;�8 �
��7��� %���� ������� � � � � � � � � � � � � � � � � 38;

84�;�3 $����� <����� � � � � � � � � � � � � � � � � � � � � � � � 38A

84�5 ��� '����+������ #����� 
��� %��������� 6��� ����������� 338

84�5�8 ��� ������� +�������� �� �
��7��� %���� ������� � 338

84�5�3 6��������� � � � � � � � � � � � � � � � � � � � � � � � � � 339

84�A %��������� �� !������ '���� � � � � � � � � � � � � � � � � � 3;4

84�A�8 ��� ���'��� � � � � � � � � � � � � � � � � � � � � � � � 3;4

84�A�3 $����� <����� � � � � � � � � � � � � � � � � � � � � � � � 3;;

84�A�; ��� �����'��� � � � � � � � � � � � � � � � � � � � � � 3;A

84�= ?����� #�������� �� ��� ������� +�������� � � � � � � � � � � 3;:

��� -&���'(������� &	�����	�� ��������. 
��

!�,������� 
��

����/ 
��



� 

��������� �� ����	��


 3

4

6.1 7

8

9

10

6.2,3

5

2

1





Chapter 1

Introduction

The computation of field theoretical correlation functions is a very difficult
problem. These functions encode the physical properties of the model under
consideration and therefore it is important to know how these functions be-
have. As it is the case for many mathematical objects which describe some not
too idealized systems, also these functions, in most cases, cannot be computed
explicitly. Thus the question arises how these functions can be controlled.

A quantum many-body system is given by a Hamiltonian H(λ) = H0 +
λHint. Here, usually, the kinetic energy part H0 is exactly diagonalizable
and Hint describes the particle-particle, the many-body interaction. There
are many situations where it makes sense to consider a small coupling λ. In
such a situation it is reasonable to start with perturbation theory. That is,
one writes down the Taylor series around λ = 0 which is the expansion into
Feynman diagrams. Typically, some of these diagrams diverge if the cutoffs
of the theory are removed. This does not mean that something is wrong with
the model, but merely means first of all that the function which has been
expanded is not analytic if the cutoffs are removed. The following example
may be instructive. Let

Gδ(λ) :=
∫ ∞
0 dx

∫ 1

0 dk 1
2
√

k+λx+δ
e−x (1.1)

where δ > 0 is some cutoff and the coupling λ is small and positive. One
may think of δ = T , the temperature, or δ = 1/L, Ld being the volume of
the system, and Gδ corresponds to some correlation function. By explicit
computation

G0(λ) = lim
δ→0

Gδ(λ) =
∫ ∞
0 dx (

√
1 + λx−√

λx) e−x = 1+O(λ)−O(
√

λ) (1.2)

Thus, the δ → 0 limit is well defined but it is not analytic. This fact has to
show up in the Taylor expansion. It reads

Gδ(λ) =
n∑

j=0

(
− 1

2
j

) ∫ ∞
0

dx
∫ 1

0
dk xje−x

2(k+δ)j+ 1
2

λj + rn+1 (UR)

Apparently, all integrals over k diverge for j ≥ 1 in the limit δ → 0. Now, the
whole problem in field theoretic perturbation theory is to find a rearrangement
which reorders the expansion (UR) (‘UR’ for ‘unrenormalized’) into a new

1
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expansion

G0(λ) =
n∑

�=0

(
1
2
�

) ∫ ∞
0

dxx� e−x λ� − c
√

λ + Rn+1 (R)

(‘R’ for ‘renormalized’) which, in this explicitly solvable example, can be ob-
tained from (1.2) by expanding the

√
1 + λx term. In (R), all coefficients

are finite and, for small λ, the lowest order terms are a good approximation
since |Rn+1| ≤ n! λn+1, although the whole series in (R), obtained by letting
n → ∞, still has radius of convergence zero. That is, the expansion (R) is
asymptotic, the lowest order terms give us information about the behavior
of the correlation function, but the expansion (UR) is not, its lowest order
terms do not give us any information. The problem is of course that in a typ-
ical field theoretic situation we do not know the exact answer (1.2) and then
it is not clear how to obtain (R) from (UR). Roughly speaking, this book
is about the passage from (UR) to (R) for the many-electron system with
short-range interaction which serves as a typical quantum many-body sys-
tem. Thereby we will develop the standard perturbation theory formalism,
derive the fermionic and bosonic functional integral representations, consider
approximations like BCS theory, estimate Feynman diagrams and set up the
renormalization group framework. In the last chapter we discuss a somewhat
novel method which is devoted to the resummation of the nonanalytic parts
of a field theoretical perturbation series.

In the first three chapters (2-4) we present the standard perturbation theory
formalism, the expansion into Feynman diagrams. We start in chapter 2 with
second quantization. In relativistic quantum mechanics this concept is impor-
tant to describe the creation and destruction of particles. In nonrelativistic
many-body theory this is simply a rewriting of the Hamiltonian, a very useful
one of course. The perturbation expansion for exp{−β(H0 + λV )} is pre-
sented and Wick’s theorem is proven. In chapter 4 we introduce anticommut-
ing Grassmann variables and derive the Grassmann integral representations
for the correlation functions. Grassmann integrals are a very suitable tool
to handle the combinatorics and the rearrangement of fermionic perturbation
series.

In the fifth chapter, we use these formulae to write down the bosonic func-
tional integral representations for the correlation functions. These are typ-
ically of the form

∫
F (φ) e−Veff (φ)dφ/

∫
e−Veff (φ)dφ. Here F depends on the

particular correlation function under consideration but the effective potential
Veff is fixed once the model is fixed. Usually it is given by a quadratic part mi-
nus the logarithm of a functional determinant. In particular, we consider the
case of an attractive delta-interaction and we give a rigorous proof that the
global minimum of the full effective potential in that case is in fact given by the
BCS configuration. This is obtained by estimating the functional determinant
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as a whole without any expansions and is thus a completely nonperturbative
result.

In chapter 6, we discuss BCS theory, the Bardeen-Cooper-Schrieffer theory
of superconductivity. Basically the BCS approximation consists of two steps.
The interacting part of the full Hamiltonian, which is quartic in the annihi-
lation and creation operators, comes, because of conservation of momentum,
with three independent momentum sums. The first step of the approximation
consists in putting the total momentum of two incoming electrons equal to
zero. The result is a Hamiltonian, which is still quartic in the annihilation
and creation operators, but which has only two independent momentum sums.
Sometimes this model is called the ‘reduced BCS model’ but one may also call
it the ‘quartic BCS model’. The model, which has been solved by Bardeen,
Cooper and Schrieffer in 1958 [6] is a quadratic model. It is obtained from
the quartic BCS model by substituting the product of two annihilation or cre-
ation operators by a number, which is chosen to be the expectation value of
these operators with respect to the quadratic Hamiltonian, to be determined
selfconsistently. This mean field approximation is the second step of the BCS
approximation.

In section 6.2 we show that the quartic BCS model is already explicitly
solvable, it is not necessary to make the quadratic mean field approxima-
tion. This result follows from the observation that in going from three to
two independent momentum sums one changes the volume dependence of the
model in such a way that in the bosonic functional integral representation
the integration variables are forced to take values at the global minimum of
the effective potential in the infinite volume limit. That is, the saddle point
approximation becomes exact. Even for the quartic BCS model the effective
potential is a complicated function of many variables but with the results
of chapter 5 we are able to determine the global minimum which results in
explicit expressions for the correlation functions. For an s-wave interaction
the results coincide with those of the quadratic mean field formalism, but for
higher �-wave interactions this is no longer necessarily the case.

Chapter 7 provides a nice application of the second quantization formalism
to the fractional quantum Hall effect. We show that, in a certain long range
limit, the interacting many-body Hamiltonian in the lowest Landau level can
be exactly diagonalized. However, the long range approximation which is used
there has to be considered as unphysical. Nevertheless we think it is worth
discussing this approximate model since it has an, in finite volume, explicitly
given eigenvalue spectrum which, in the infinite volume limit, most likely has
a gap for rational fillings and no gap for irrational fillings. This is interesting
since a similar behavior one would like to prove for the original model.

Chapters 8 and 9 are devoted to the rigorous control of perturbation theory
in the weak coupling case. These are the most technical chapters. Chapter 8
contains bounds on individual Feynman diagrams whereas chapter 9 estimates
sums of diagrams. First it is shown that the value of a diagram depends on
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its subgraph structure. This is basic for an understanding of renormalization.
Then it is shown that, for the many-electron system with short range inter-
action, an n’th order diagram without two- and four-legged subgraphs allows
a constn bound which is the best possible case. Roughly speaking, one can
expect that a sum of diagrams, where each diagram allows a constn bound, is
at least asymptotic. That is, the lowest order terms of such a series would be a
good approximation in the weak coupling case and this is all one would like to
have. Then it is shown that n’th order diagrams with four-legged subgraphs
but without two-legged subgraphs are still finite but they produce n!’s. This
is bad since, roughly speaking, a sum of such diagrams cannot expected to be
asymptotic. That is, the computation of the lowest order terms of such an
expansion does not give any information on the behavior of the whole sum.
For that reason diagrams without two- and four-legged subgraphs are called
‘convergent’ diagrams but this does not refer to diagrams with four-legged but
without two-legged subgraphs, although the latter ones are also finite. Finally
diagrams with two-legged subdiagrams are in general infinite when cutoffs are
removed (volume to infinity, temperature to zero).

In the ninth chapter we consider the sum of convergent diagrams. As al-
ready mentioned, such a sum can be expected to be asymptotic. More pre-
cisely, for a bosonic model one can expect an asymptotic series and for a
fermionic model, one may even expect a series with a positive radius of con-
vergence. In fact this is what we prove. We choose a fermionic model which
has the same power counting as the many-electron system and show that the
sum of convergent diagrams has a positive radius of convergence. The same
result has been proven for the many-electron system in two dimensions and
can be found in the research literature [18]. For those who wonder at this
point how objects like the ‘sum of all diagrams without two- and four-legged
subgraphs’ are treated technically we shortly remark that these sums are gen-
erated inductively by integrating out scales in a fermionic functional integral
and then at each step Grassmann monomials with two and four ψ’s are taken
out by hand.

Diagrams with two-legged subdiagrams have to be renormalized. Conceptu-
ally, renormalization is nothing else than a rearrangement of the perturbation
series. However, due to technical reasons, it may be implemented in different
ways. One way of doing this is by the use of counterterms. In this approach
one changes the model under consideration. Instead of a model with kinetic
energy, say, ek = k2/(2m) − µ, µ the chemical potential, one starts with a
model with kinetic energy ek + δe. The counterterm δe depends on the cou-
pling and may also depend on k. Typically, for problems with an infrared
singularity, like the many-electron system, where the singularity is on the
Fermi surface ek = 0, the counterterm is a finite quantity. It can be chosen
in such a way, that the perturbation series for the altered model with kinetic
energy e(k) + δe does no longer contain any divergent diagrams. In fact,
for the many-electron system with short-range interaction, it can be proven
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[18, 20, 16] that, in two dimensions, the renormalized sum of all diagrams
without four-legged subgraphs is analytic for sufficiently small coupling. This
is true for the model with kinetic energy ek = k2/(2m)−µ which has a round
Fermi surface F = {k | ek = 0} but also holds for models with a more gen-
eral ek which may have an anisotropic Fermi surface. Then, the last and the
most complicated step in the perturbative analysis consists in adding in the
four-legged diagrams. These diagrams determine the physics of the model.

At low temperatures the many-electron system may undergo a phase tran-
sition to the superconducting state by the formation of Cooper pairs. Two
electrons, with opposite momenta k and −k, with an effective interaction
which has an attractive part, may form a bound state. Since at small tem-
peratures only those momenta close to the Fermi surface are relevant, the
formation of Cooper pairs can be suppressed, if one substitutes (by hand) the
energy momentum relation ek = k2/(2m) − µ by a more general expression
with an anisotropic Fermi surface. That is, if momentum k is on the Fermi
surface, then momentum −k is not on F for almost all k. For such an ek

one can prove that four-legged subdiagrams no longer produce any factorials,
an n’th order diagram without two-legged but not necessarily without four-
legged subgraphs is bounded by constn. As a result, Feldman, Knörrer and
Trubowitz could prove that, in two space dimensions, the renormalized pertur-
bation series for such a model has in fact a small positive radius of convergence
and that the momentum distribution 〈a+

kσakσ〉 has a jump discontinuity across
the Fermi surface of size 1 − δλ where δλ > 0 can be chosen arbitrarily small
if the coupling λ is made small. Because of the latter property this theorem
is referred to as the Fermi liquid theorem.

The complete rigorous proof of this fact is a larger technical enterprise [20].
It is distributed over a series of 10 papers with a total volume of 680 pages.
J. Feldman has setup a webpage under www.math.ubc.ca/˜feldman/fl.html
where all the relevant material can be found. The introductory paper ‘A Two
Dimensional Fermi Liquid, Part 1: Overview’ gives the precise statement of
results and illustrates, in several model computations, the main ingredients
and difficulties of the proof.

As FKT remark in that paper, this theorem is still not the complete story.
Since two-legged subdiagrams have been renormalized by the addition of
a counterterm, the model has been changed. Because ek has been chosen
anisotropic, also the counterterm δek is a nontrivial function of k, not just a
constant. Thus, one is led to an invertability problem: For given ek, is there
a ẽk such that ẽk + δẽk = ek? If this question is addressed on a rigorous level,
it also becomes very difficult. See [28, 55] for the current status. The articles
of [28] and [20] add up to one thousand pages.

Another way to get rid of anomalously large or divergent diagrams is to
resum them, if this is possible somehow. Typically this leads to integral
equations for the correlation functions. The good thing in having integral
equations is that the renormalization is done more or less automatically. The
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correlation functions are obtained from a system of integral equations whose
solution can have all kinds of nonanalytic terms (which are responsible for
the divergence of the coefficients in the naive perturbation expansion). If
one works with counterterms one more or less has to know the answer in
advance in order to choose the right counterterms. However, the bad thing
with integral equations is that usually it is impossible to get a closed system
of equations without making an uncontrolled approximation. If one tries to
get an integral equation for a two-point function, one gets an expression with
two- and four-point functions. Then, dealing with the four-point function,
one obtains an expression with two-, four- and six-point functions and so on.
Thus, in order to get a closed system of equations, at some place one is forced
to approximate a, say, six-point function by a sum of products of two- and
four-point functions.

In the last chapter we present a somewhat novel formalism which allows
the resummation of two- and four-legged subdiagrams in a systematic and
relatively elegant way which leads to integral equations for the correlation
functions. Although this method too does not lead to a complete rigorous
control of the correlation functions, we hope that the reader feels like the
author who found it quite instructive to see renormalization from this point
of view.



Chapter 2

Second Quantization

In this chapter we introduce the many-body Hamiltonian for the N -electron
system and rewrite it in terms of annihilation and creation operators. This
rewriting is called second quantization. We introduce the canonical and the
grand canonical ensemble which is the framework in which quantum statistical
mechanics has to be formulated. By considering the ideal Fermi gas, we try
to motivate that the grand canonical ensemble may be more practical for
computations than the canonical ensemble.

2.1 Coordinate and Momentum Space

Consider one electron in d dimensions in a finite box of size [0, L]d. Its
kinetic energy is given by

h0 = �
2

2m∆ (2.1)

and its Schrödinger equation h0ϕ = εϕ is solved by plane waves ϕ(x) = eikx.
Since we are in a finite box, we have to impose some boundary conditions.
Probably the most natural ones are Dirichlet boundary conditions ϕ(x) = 0 on
the boundary of [0, L]d but it is more convenient to choose periodic boundary
conditions, ϕ(x) = ϕ(x+Lej) for all 1 ≤ j ≤ d. Hence eikjL must be equal to 1
which gives k = (k1, ..., kd) = 2π

L (m1, ..., md) with mj ∈ Z. Thus, a continuous
but bounded coordinate space gives a discrete but unbounded momentum
space. Similarly, a discrete but unbounded coordinate space gives a continuous
but bounded momentum space and a discrete and bounded coordinate space,
with a finite number of points, gives a discrete and bounded momentum space
with the same number of points.

To write down the Hamiltonian for the many-electron system in second
quantized form, we will introduce annihilation and creation operators in coor-
dinate space, ψ(x) and ψ+(x). Strictly speaking, for a continuous coordinate
space, these are operator-valued distributions. To keep the formalism sim-
ple, we found it convenient to introduce a small lattice spacing 1/M > 0 in
coordinate space which makes everything finite dimensional. We then derive
suitable expressions for the correlation functions in the next chapters and at

7



8

the very end, the limits lattice spacing to zero and volume to infinity are
considered.

Thus, let coordinate space be

Γ =
{
x = 1

M (n1, · · · , nd) | 0 ≤ ni ≤ ML − 1
}

=
(

1
M Z

)d
/(LZ)d (2.2)

Momentum space is given by

M := Γ� =
{
k = 2π

L (m1, · · · , md) | 0 ≤ mi ≤ ML − 1
}

=
(

2π
L Z
)d

/(2πMZ)d (2.3)

such that 0 ≤ kj ≤ 2πM or −πM ≤ kj ≤ πM since −kj = 2πM − kj .
Removing the cutoffs, one gets

1
Ld

∑

m

= 1
(2π)d

(
2π
L

)d∑

m

L→∞→
∫

[−πM,πM ]d

ddk
(2π)d , (2.4)

1
Md

∑

n

M→∞→
∫

[−L/2,L/2]d
ddx (2.5)

A complete orthonormal system of L2(Γ) = C
Nd

, N = ML, is given by the
plane waves

ϕk(x) ≡ ϕm(n) = 1

(ML)
d
2

ei 2π
ML

Pd
i=0 mini = 1

N
d
2
e2πi mn

N (2.6)

The unitary matrix of discrete Fourier transform is given by F = (Fmn) where

Fmn = 1

N
d
2
e−2πimn

N (2.7)

One has

F ∗ = F−1 = F̄ =

⎛

⎝
|

· · · ϕk(x) · · ·
|

⎞

⎠ (2.8)

The discretized version of

f̂(k) =
∫

ddx e−ikxf(x) , f(x) =
∫

ddk
(2π)d eikxf̂(k) (2.9)

reads in terms of F

f̂(k) = 1
Md

∑

x

e−ikxf(x) =
(

L
M

) d
2
∑

x

Fkxf(x) =
(

L
M

) d
2 (Ff)(k)

f(x) = 1
Ld

∑

k

eikxf̂(k) =
(

M
L

) d
2
∑

k

F ∗
xkf̂(k) =

(
M
L

) d
2 (F ∗f̂)(x) (2.10)
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Derivatives are given by difference operators

∂
∂xi

f(x) = M
(
f(n+ei

M ) − f( n
M )
)

= 1
Md

∑

y

MMd(δx+
ei
M ,y − δx,y)f(y) (2.11)

(∆f)(x) = 1
Md

∑

y

M2Md
d∑

i=1

(δx+
ei
M ,y + δx− ei

M ,y − 2δx,y)f(y) (2.12)

which are diagonalized by F ,

∂
∂xj

ϕk(x) = M(e2πi
mj
N − 1)ϕk(x) (2.13)

which gives
[
F 1

i
∂

∂xj
F ∗
]

m,m′
= M(e2πi

mj
N − 1) δm,m′

M→∞→ 2π
L mj δm,m′ = kj δk,k′ (2.14)

[F (−∆)F ∗]m,m′ =
d∑

i=1

M2
(
2 − 2 cos(2πmi

ML )
)

=
d∑

i=1

4M2 sin2 πmi

ML δm,m′

M→∞→ (
2π
L m

)2
δm,m′ = k2 δk,k′ (2.15)

In the following we will write kj for the Fourier transform of 1
i

∂
∂xj

instead of
writing the exact discretized expressions.

2.2 The Many-Electron System

The N -particle Hamiltonian HN : FN → FN is given by

HN = − 1
2m

N∑

i=1

∆xi + 1
2

∑

i,j=1
i�=j

V (xi − xj) (2.16)

which acts on the antisymmetric N -particle Fock space

FN =
{
FN ∈ L2

[
(Γ × {↑, ↓})N

]
= (C2|Γ|)N

∣
∣ ∀π ∈ Sn : (2.17)

FN (xπ1σπ1, · · · ,xπNσπN ) = signπ FN (x1σ1, · · · ,xNσN )
}

Since we assume a small but positive temperature T = 1/β > 0, we have to do
quantum statistical mechanics. Conceptually, the most natural setting would
be the
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Canonical Ensemble: An observable has to be represented by some operator
AN : FN → FN and measurements correspond to the expectation values

〈AN 〉FN =
TrFN AN e−βHN

TrFN e−βHN
(2.18)

Example (The Ideal Fermi Gas): The ideal Fermi gas is given by

H0,N = − 1
2m

N∑

i=1

∆xi (2.19)

We compute the canonical partition function

QN := TrFN e−βH0,N (2.20)

To this end introduce an orthonormal basis of F1 of eigenvectors of −∆ which
is given by the plane waves

{
φkσ(xτ) := δστ

1

L
d
2
eikx

∣
∣ (k, σ) ∈ M× {↑, ↓}

}
(2.21)

where the set of momenta M is given by (2.3). The scalar product is

(φkσ , φk′,σ′,)F1 := 1
Md

∑

xτ

φkσ(xτ)φ̄k′σ′(xτ) = δσ,σ′δk,k′ (2.22)

and we have

−∆φkσ = ε(k)φkσ, ε(k) =
d∑

i=1

2M2(1 − cos[ki/M ]) M→∞→ k2 (2.23)

An orthogonal basis of Fn is given by wedge products or Slater determinants

φk1σ1 ∧ · · ·∧φknσn(x1τ1, · · · ,xnτn)

:= 1
n!

∑

π∈Sn

signπφk1σ1(xπ1τπ1) · · ·φknσn(xπnτπn)

= 1
n! det [φkiσi(xjτj)]1≤i,j≤n (2.24)
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The orthogonality relation reads
(

φk1σ1 ∧ · · · ∧ φknσn , φk′
1σ′

1
∧ · · · ∧ φk′

nσ′
n

)
FN

= 1
Mnd

∑

x1τ1···xnτn

φk1σ1 ∧ · · · ∧ φknσn(x1τ1, · · · ,xnτn) ×

φk′
1σ′

1
∧ · · · ∧ φk′

nσ′
n
(x1τ1, · · · ,xnτn)

= 1
Mnd

∑

x1τ1···xnτn

1
n!2

∑

π∈Sn

signπ φk1σ1(xπ1τπ1) · · ·φknσn(xπnτπn) ×

det
[
φk′

iσ
′
i
(xjτj)

]

= 1
Mnd

∑

x1τ1···xnτn

1
n! φk1σ1(x1τ1) · · ·φknσn(xnτn) det

[
φk′

iσ
′
i
(xjτj)

]

= 1
Mnd

∑

x1τ1···xnτn

1
n!

∑

π∈Sn

signπ φk1σ1(x1τ1) · · ·φknσn(xnτn) ×

φkπ1σπ1(x1τ1) · · ·φkπnσπn(xnτn)

= 1
n! det

[
(φkiσi , φk′

jσ′
j
)F1

]

= 1
n!

{±1 if {k1σ1, · · · ,knσn} = {k′
1σ

′
1, · · · ,k′

nσ′
n}

0 else (2.25)

Thus an orthonormal basis of FN is given by
{√

N !φk1σ1 ∧ · · · ∧ φkN σN

∣
∣ k1σ1 ≺ · · · ≺ kNσN , (ki, σi) ∈ M× {↑, ↓}

}

where ≺ is any ordering on M×{↑, ↓}. Another way of writing this is
{√

N !
∧

kσ

(φkσ)nkσ
∣
∣ nkσ ∈ {0, 1},

∑

kσ

nkσ = N
}

(2.26)

Since

− 1
2m

N∑

i=1

∆xi

∧

kσ

(φkσ)nkσ =
∑

kσ

nkσε(k)
∧

kσ

(φkσ)nkσ (2.27)

one ends up with

QN = Tr e−βH0,N =
∑

{nkσ}
P

nkσ=N

e−β
P

kσ ε(k)nkσ (2.28)

for the canonical partition function of the ideal Fermi gas. �
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Because of the constraint
∑

nkσ = N formula (2.28) cannot be simplified
any further. However, if we consider a generating function for the QN ’s which
involves a sum over N , we arrive at a more compact expression:

Z(z) :=
∞∑

N=0

zNQN =
∞∑

N=0

∑

{nkσ}
P

nkσ=N

Π
kσ

(
z e−βε(k)

)nkσ

=
∑

{nkσ}
Π
kσ

(
z e−βε(k)

)nkσ

= Π
kσ

[
1 + z e−βε(k)

]
(2.29)

Thus, from a computational point of view, it is not too practical to have
the constraint of a given number of particles,

∑
nkσ = N . Therefore, instead

of using the canonical ensemble one usually computes in the

Grand Canonical Ensemble: Let F = ⊕∞
N=0FN , H = ⊕∞

N=0HN . An
observable has to be represented by some operator A = ⊕∞

N=0AN : F → F
and measurements correspond to the expectation values

〈A〉F =
TrF Ae−β(H−µN)

TrF e−β(H−µN)
(2.30)

where the chemical potential µ has to be determined by the condition 〈N〉 =
N , N being the given number of particles and N the number operator,
N(1, F1, F2, · · · ) := (0, F1, 2F2, · · · ).

Example (The Ideal Fermi Gas): We compute the chemical potential
µ = µ(β, N, L) = µ(β, ρ) for the ideal Fermi gas with density ρ = N/Ld and
we calculate the energy for the ideal Fermi gas.
To this end introduce the ‘fugacity’ z which is related to µ according to
z = eβµ. One has

N = 〈N〉F =
∑∞

N=0 NzNQN∑∞
N=0 zNQN

=
z d

dz Z(z)
Z(z)

= z d
dz log Z(z)

= z d
dz

∑

kσ

log
[
1 + z e−βε(k)

]
= 2

∑

k

z e−βε(k)

1 + z e−βε(k)

≈ 2Ld

∫
ddk

(2π)d

z e−βε(k)

1 + z e−βε(k)
(2.31)

where we have used (2.4) in the last line and the integral goes over [−πM, πM ]d.
Recalling that z = eβµ and introducing

ek := ε(k) − µ (2.32)

we obtain in the zero temperature limit

N = 2Ld

∫
ddk

(2π)d

e−βek

1 + e−βek

β→∞→ 2Ld

∫
ddk

(2π)d χ(ek < 0) (2.33)
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which determines µ as a function of the density ρ = N/Ld. The expectation
value of the energy is obtained from Z(z) according to

〈H0〉F = − d
dβ log Z + µN = − d

dβ 2
∑

k

log
[
1 + e−βek

]
+ µ2

∑

k

e−βek

1 + e−βek

= 2
∑

k

ε(k)
e−βek

1 + e−βek
≈ 2Ld

∫
ddk

(2π)d ε(k)χ
(
ε(k) < µ) (2.34)

and the last approximation holds for large volume and small temperature. �

2.3 Annihilation and Creation Operators

2.3.1 Coordinate Space

Let α ∈ {↑, ↓} be a spin index and let

δxα(x′α′) := δα,α′ Mdδx,x′ (2.35)

For FN ∈ FN the wedge product δxα ∧ FN ∈ FN+1 is defined by

(δxα ∧ FN )(x1α1, · · · ,xN+1αN+1) :=

1
N+1

N+1∑

i=1

(−1)i−1δxα(xiαi)FN (x1α1, · · · , x̂iαi, · · · ,xN+1αN+1) (2.36)

Then the creation operator at x is defined by ψ+(xα) : FN → FN+1,

ψ+(xα)FN :=
√

N + 1 δxα ∧ FN (2.37)

and the annihilation operator ψ(xα) : FN+1 → FN is defined by the adjoint
of ψ+, ψ(xα) = [ψ+(xα)]∗.

Lemma 2.3.1 (i) The adjoint operator ψ(xα) : FN+1 → FN is given by

(ψ(xα)FN+1) (x1α1, · · · ,xNαN ) =
√

N + 1FN+1(xα,x1α1, · · · ,xNαN )
(2.38)

(ii) The following canonical anticommutation relations hold:

{ψ(xα), ψ(yβ)} = {ψ+(xα), ψ+(yβ)} = 0 ,

{ψ(xα), ψ+(yβ)} = δαβ Mdδxy . (2.39)
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Proof: (i) We abbreviate ξ = (xα) and η = (yβ). One has
(
FN+1, ψ

+(ξ)GN

)
FN+1

=
∑

ξ1···ξN+1

F̄N+1(ξ1, · · · , ξN+1)
√

N + 1 (δξ ∧ GN )(ξ1, · · · , ξN+1)

= 1√
N+1

∑

ξ1···ξN+1

F̄N+1(ξ1, · · · , ξN+1) ×

N+1∑

i=1

(−1)i−1δξ(ξi)GN (ξ1, · · · , ξ̂i, · · · ξN+1)

= 1√
N+1

N+1∑

i=1

(−1)i−1
∑

ξ1··· ,ξ̂i,···ξN+1

F̄N+1(ξ1, · · · , ξ, · · · , ξN+1) ×

GN (ξ1, · · · , ξ̂i, · · · ξN+1)

= 1√
N+1

N+1∑

i=1

∑

η1···ηN

F̄N+1(ξ, η1, · · · , ηN )GN (η1, · · · , ηN )

=
√

N + 1
(
FN+1(ξ, ·), GN (·))FN

=
(
ψ(ξ)FN+1, GN

)
FN

. (2.40)

(ii) We compute {ψ, ψ+}. One has
(
ψ(ξ)ψ+(η)FN

)
(ξ1, · · · , ξN ) =

√
N + 1 (ψ(ξ) δη ∧ FN ) (ξ1, · · · , ξN )

= (N + 1) (δη ∧ FN ) (ξ, ξ1, · · · , ξN ) (2.41)

= δη(ξ)FN (ξ1, · · · , ξN ) +
N∑

i=1

(−1)(i+1)−1δη(ξi)FN (ξ, ξ1, · · · , ξ̂i, · · · , ξN )

Since
(
ψ+(η)ψ(ξ)FN

)
(ξ1, · · · , ξN ) =

√
N
(
ψ+(η)FN (ξ, ·)) (ξ1, · · · , ξN )

= N 1
N

N∑

i=1

(−1)i−1δη(ξi)FN (ξ, ξ1, · · · , ξ̂i, · · · , ξN ) (2.42)

the lemma follows. �

In the following theorem we show that the familiar expressions for the
Hamiltonian in terms of annihilation and creation operators is just another
representation for an N -particle Hamiltonian of quantum mechanics. So al-
though these representations are sometimes referred to as ‘second quantiza-
tion’, there is conceptually nothing new. We use the notation Γs = Γ×{↑, ↓}
(‘s’ for ‘spin’) and write L2(Γs) = C

|Γs|.
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Theorem 2.3.2 (i) Let h = (hxα,yβ) : L2(Γs) → L2(Γs) (one particle Hamil-
tonian) and let

H0,N =
N∑

i=1

hi : FN → FN (2.43)

where

(hiFN )(x1α1, · · · ,xNαN ) =
1

Md

∑

yβ

h(xiαi,yβ)FN (x1α1, · · · ,yβ, · · · ,xNαN ) (2.44)

Then
1

M2d

∑

xy
αβ

ψ+(xα)h(xα,yβ)ψ(yβ)
∣
∣
∣
FN

= H0,N (2.45)

(ii) Let v : Γ → R and let VN : FN → FN be the multiplication operator

(VNFN )(x1α1, · · · ,xNαN ) = 1
2

N∑

i,j=1
i�=j

v(xi − xj)FN (x1α1, · · · ,xNαN ) (2.46)

Then
1
2

1
M2d

∑

xy
αβ

ψ+(xα)ψ+(yβ) v(x − y)ψ(yβ)ψ(xα)
∣
∣
∣
FN

= VN (2.47)

Proof: We abbreviate again ξ = (xα) and η = (yβ). One has
(
ψ+(ξ)h(ξ, η)ψ(η)FN

)
(ξ1, · · · , ξN ) =

= h(ξ, η) 1√
N

N∑

i=1

(−1)i−1δξ(ξi) (ψ(η)FN ) (ξ1, · · · ξ̂i · · · , ξN )

= h(ξ, η)
N∑

i=1

δξ(ξi)FN (ξ1, · · · , η, · · · , ξN ) (2.48)

which gives

1
M2d

∑

ξ,η

(
ψ+(ξ)h(ξ, η)ψ(η)FN

)
(ξ1, · · · , ξN )

=
N∑

i=1

1
M2d

∑

ξ,η

δξ(ξi)h(ξ, η)FN (ξ1, · · · , η, · · · , ξN )

=
N∑

i=1

1
Md

∑

η

h(ξi, η)FN (ξ1, · · · , η, · · · , ξN )
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=
N∑

i=1

(hiFN )(ξ1, · · · , ξN ) (2.49)

This proves part (i). To obtain (ii) observe that because of (2.48) one has

(
ψ+(ξ)ψ(ξ)FN

)
(ξ1, · · · , ξN ) =

N∑

i=1

δξ(ξi)FN (ξ1, · · · , ξN ) (2.50)

Since

ψ+(xα)ψ+(yβ) v(x − y)ψ(yβ)ψ(xα)=
= ψ+(xα)ψ(xα) v(x − y)ψ+(yβ)ψ(yβ)

− δxα(yβ)ψ+(xα)v(x − y)ψ(yβ)

one gets, using (2.48) again,
(
ψ+(ξ)ψ+(η)v(x − y)ψ(η)ψ(ξ)FN

)
(ξ1, · · · , ξN )

=
N∑

i,j=1

δξ(ξi) δη(ξj) v(x − y)FN (ξ1, · · · , ξN )

−
N∑

i=1

δξ(η)δξ(ξi) v(x − y)FN (ξ1, · · · , ξN )

=
N∑

i,j=1
i�=j

δξ(ξi) δη(ξj) v(x − y)FN (ξ1, · · · , ξN ) (2.51)

+
N∑

i=1

[δξ(ξi)δη(ξi) − δξ(η)δξ(ξi)] v(x − y)FN (ξ1, · · · , ξN )

Since the terms in the last line cancel part (ii) is proven. �

2.3.2 Momentum Space

Recall that the plane waves φkσ(xτ) = δσ,τL−d
2 eikx are an orthonormal

basis of F1. We define

akσ = 1
Md

∑

xτ

L
d
2 φ̄kσ(xτ)ψxτ = 1

Md

∑

x

e−ikxψxσ (2.52)

⇒ a+
kσ = 1

Md

∑

xτ

L
d
2 φkσ(xτ)ψ+

xτ = 1
Md

∑

x

eikxψ+
xσ (2.53)

The following corollary follows immediately from the properties of ψ and ψ+.


