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P reface

N onparam etric sta tistical m ethods are extrem ely useful for researchers in bio­
statistics, pharm aceutical statistics, business, psychology, and  social sciences. 
These m ethods are precursors for the tools used in analyzing right-censored 
data . Few books deal extensively w ith nonparam etric  s ta tis tica l m ethods and 
pave the way to  the  analysis of censored data.

This book fills th is gap and discusses m ost of the  commonly used nonpara­
m etric m ethods for com plete d a ta  and then  extends those m ethods to  cen­
sored d a ta  settings. This book can be used as a tex tbook for a one-semester 
junior-senior or first-year g raduate  course. It will also be a useful reference 
book for researchers who are analyzing censored d a ta  or com plete da ta  w ith 
nonparam etric m ethods.

This is not a theorem  proof form at book. W hile m ost of the  available books 
are either cookbook type or highly m athem atical, th is book a ttem p ts  to  in­
troduce the concepts intuitively with m inim al m athem atical sta tistics back­
ground. M ost of the m ethods discussed are in relation to  a univariate response 
variable. M ethods for the  analysis of com plete d a ta  w ith binary, categorical, 
and continuous variables are given initially in each setting  and then  extended 
to  right-censored d a ta  on a continuous response. The m ain tex t is free of 
difficult m athem atical details, which enables the reader to  follow the  discus­
sion easily and m aster the  details. The om itted  m athem atical derivations and 
other details are given in A ppendix A a t the  end of each chapter. These details 
can be m astered by individuals w ith one or two sem esters of m athem atical 
sta tistics training. To facilitate the  understanding of the  m ethods, com puter 
program s are given in A ppendix B to  each chapter. These program s are w rit­
ten  in the SAS language so they  can be run  on the SAS system . The coding 
for the program s can be found 011 the  CRC Press website, www.crcpress.com , 
under electronic p roducts/dow nloads/updates.

In addition to  nonparam etric  m ethods for analyzing com plete and censored 
data , this book provides excellent discussions 011

1. optim al linear rank sta tistics

2. clinical equivalence

3. analysis of block designs

4. precedence tests
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C H A PT E R  1

P ro ced u res for a single sam ple

1.1 I n t r o d u c t io n

In this chapter we consider procedures for analyzing a random  sam ple on the 
response variable X . Two cases are of interest: (1) X  is binary  and (2) X  is 
continuous. F irst we discuss some sta tistica l problem s concerning a sample 
w ith binary data . T hen  we discuss procedures for dealing w ith  d a ta  on a 
continuous response variable. We discuss m ethods for com plete da ta , then 
m ethods for censored d a ta  situations.

1.2 B in a ry  r e s p o n s e

A researcher is in terested  in studying the  effectiveness of a new drug under 
development. For th is purpose, suppose 14 patien ts were recruited  and treated . 
The researcher will be in terested  in fu rther investigations of the  drug if the 
drug is effective in more th a n  20% of patients. The researcher m ay like to  know 
how m any of the  14 trea ted  patien ts should find the  drug effective in order th a t 
further study  is w arranted. Furtherm ore, if 4 of the 14 trea ted  patients found 
the  drug effective, the  researcher m ay like to  set up a confidence interval for 
the  probability  of effectiveness of the  drug. Similarly, a m arketing company 
developed a new commercial and showed it to  30 respondents. Five people 
liked the commercial. The com pany w ants to  set up a  confidence interval for 
the  probability  of liking th is commercial. If 4 out of 30 examinees answered a 
question incorrectly, does th is constitu te  evidence th a t  10% of the examinees 
answered the question incorrectly? Problem s of th is type also occur in o ther 
branches of research and we will discuss these issues in th is  section.

Consider a random  experim ent w ith only two possible outcom es. T radition­
ally, the  outcom es are called success and failure and the  experim ent is usually 
referred to  as a  Bernoulli  trial. The probability  model for th is Bernoulli tria l 
is

P  (success) = 9, and P  (failure) =  1 — 6,

where 0 <  9 <  1. In order to  learn abou t 9, the  success probability, one
usually repeats such a  Bernoulli tria l a fixed num ber of tim es, say n, where 
the  repetitions are independent. The entire experim ent is called a binomial  
experiment with n  trials. In relation to  each tria l we define a random  variable. 
Suppose th a t X ,  is the  random  variable denoting the  outcom e of the  i th  tria l
(i =  1 , 2 , . . . ,  n).  The variable X i  takes the  value 1, when the  outcom e is a
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2 PRO C ED U R ES FOR A SINGLE SAM PLE

"success," and the value 0. otherwise. Thus th e  probability model for X ,  is 
defined by the probability  function

f ( x : 0 )  = P(X.j = ,r) =  0J'(1 -  x  =  0 ,1 . (E l)

w here 0 <  9 < 1. The da ta  are the  set of observations on the random  variables
X U X 2 X n , where these variables are i.i.d. (independent and identically
d istribu ted) random  variables w ith the common distribution defined by the 
probability  function f ( x : 9 )  given in (1.1). This common d istribu tion  is called 
the Bernoulli d istribu tion  w ith the param eter 9 and the da ta  is called a random  
sam ple, of size n, from a Bernoulli d istribution .

The two sta tistical problem s of interest are: (1) the estim ation of 9 (point 
estim ation and interval estim ation, and (2) testing  a hypothesis about the 
value of 9. The researcher also may be interested in determ ining n.  the sam ple 
size to  m eet the objectives of the study.

1.2.1 Est imat ion of  success probability

The point estim ate can be ob tained from the  maxim um  likelihood m ethod. 
It is known th a t the m axim um  likelihood estim ate of 9 is the proportion  of 
successes, i.e.,

d = '£iX i/ n  = S u/ n  = X n. (1.2)

It. should be noted th a t the  s ta tis tic  S„ denotes the  num ber of successes.

Binomial d istribution
Let X  be the num ber of successes in a binom ial experim ent w ith  n  tria ls 

and probability  (of success) 9. T hen  the probability  function of X  is

/( .r : n . 0 ) =  P ( X  = x)  =  -  <?)” ■ (1-3)

for x  =  0 ,1  n.  Here 0 <  9 <  1.
We denote such a variable X  by B i n ( n , 0 )  and A” is said to  have the bi­

nomial distribution. Sometimes the param eter n  is called the index  and the
param eter 0 is called the probability. The probability  function (1.3) reduces 
to  the  probability  function (1.1) of the Bernoulli d istribu tion  when n  =  1. In 
la ter sections we need to use the cum ulative d istribu tion  function (cdf) of the 
binom ial d istribu tion  and so we note some results about the cdf. For real x , 
the  cdf F  is

F(x:  n. 9) =  P { X  < x).

Clearly

F ( x : n. 9) =
0 . for x  < 0 ,

1. for x  > n  .
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However, for 0 <  x  < n,  we have

j
F(x:  n,  0) =  ^

i=0

where j  is the integral p a rt of x.  This sum can be related  to an incom plete 
b e ta  function, which is an  integral.

( n V ( i  - 0)n~ \ (1.4)

Incom plete be ta  function
T he incomplete beta function I (x \  a, b) is defined for positive constants a 

and b and for 0 <  x  < 1 as

r  ua~ i ( i  ~  u y - ' d u ,  r(«)r (6) j o

where T(.) is the  usual gam m a function. It may be noted th a t 1(1: a, b) = 1, 
and 7(0; a, b) = 0. It can be shown th a t, for 0 <  x  < n ,

/ \ n\ — 9
F { x \ n , 6) =  (n —j ) (  ,J  u ^ d u  =  l ( l —0 ; n —j , j + l ) ,  (1.5)

where j  is the integral p a rt of x.  The proof concerning the  integral represen­
ta tion  appears in A ppendix A l. From the integral representation (1.5), it is 
easy to  see th a t the  cdf of the  binom ial d istribu tion  is a decreasing function 
of 0. We also note th a t

E[Bin (n ,0) \  = n 8 , and var[Bin(n, 0)] =  n d ( l  — 9). (1-6)

We recall th a t the  s ta tis tic  S n follows the binom ial d istribu tion  w ith pa­
ram eters n  and 9. Hence from (1.6), it follows th a t

E(0)  = ^ E [ B i n { n . e )] =  0. (1.7)

So 0 is an unbiased estim ator of 6. Further,

var(Q) = -A v a r [ B i n ( n ,6)] =  9(1 — Q)/n. (1-8)
n z

For the  construction of a confidence interval we need an estim ate of th is vari­
ance. An unbiased estim ator of this variance is

..‘2V

In large samples, the  d istribu tion  of

Z  = ( 0 - 0 ) / v
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4 PRO C ED U R ES FOR A SINGLE SAM PLE

can be approxim ated by the stan d ard  norm al d istribution. Using th is result, 
a 100(1 — a)%  confidence interval for 0 is (9i,9u), where

6i =  0 -  c 1_ 0 /2  ■ v, and 9U =  6 + Zi^ a/2 ■ v, (1.9)

w ith zp the  100j) percentile of the stan d ard  norm al d istribution .
A detailed discussion abou t the  confidence intervals is given in Subsection 

1.2.7.

1.2.2 Testing one-sided hypotheses about 0

F irst we consider the problem  of testing  the simple null hypothesis

H o :0  = 0(). (1.10)

against the simple one-sided alternative hypothesis

H A :0  = 0l ( > 0  o ) .  (1.11)

The N eym an-Pearson lem m a can be used to  get the m ost powerful test. This
test is to

reject H 0 i f  S n >  C + , (1-12)

where the  constan t C + is chosen so th a t

P(type I  error) < a.

In o ther words, C+ is the  sm allest integer such th a t

P ( S n > C +  \ 0 O) = P ( B i n ( n , 0o) > C +) < a .  (1.13)

In some applications, it is appropriate  to  use the com posite version of (1.11), 
which is

H + : 9 > 6 »0. (1.14)

For th is problem  we also use the test (1.12), since the critical value C+ depends 
only on do, not on 9\.

The m ost general problem  is concerned w ith testing  the com posite null 
hypothesis

H *0 - .9< 90 (1.15)

against the com posite (one-sided) alternative hypothesis H + of (1-14). It tu rns 
out th a t the test (1.12) is also the most powerful test for this general testing 
problem . This assertion follows from Theorem  8.3.2 of Casella and Berger 
(1990).

Now let us consider testing  the null hypothesis (1.10) against the  o ther 
one-sided alternative hypothesis,

i /_  : 9 < 9q. (1-16)
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T able 1.1 Tests fo r  one-sided alternatives

Null A lte rna tive C ritical
H ypothesis H ypothesis Region

H 0 : 0 =  do H+ : 0 > do Sn >  C+
H q : 0 <  do H+ : d >  do Sn > C+

II H  . : d <  do S n < C -
H ?  : 0 > do H  : d <  do S n < C -

We also need to  consider the  more general problem  of testing

H q* '■ 0 > 0n (1.17)

against the alternative H  of (1.16). An analysis sim ilar to  the above gives
the  test. This test is to

reject the null hypothesis i f  S n <  (7_, (1-18)

where C -  is the largest integer such th a t

P ( S n <  C -  | d0) =  P { B i n ( i i ,60) <  CL) <  a . (1.19)

A sum m ary of the  one-sided tests appears in Table 1.1.
A com puter program  for obtain ing the critical values, C+ and CL. is given 

in A ppendix B l. However, we can approxim ate the d istribu tion  of

=  (L20)
VnO(  1 -  0)

by the stan d ard  norm al distribution, when niin{nO , n ( l  — 6 )} >  5. Using this 
result, we obtain  approxim ations to  the  critical values C+ and C  . S ta rt­
ing from equation (1.13), and using the continuity correction, we have the
condition

P ( S n > C + -  0.5 | do) <  a.

In tu rn , this condition is the  sam e as

where

<  a ,

V  n d 0 ( 1  -  d (l)

The condition on the probability  can be resta ted  as

P ( Z ( 0 o) <C*+) > l - a .

Under H q, a norm al approxim ation can be used for the  d istribu tion  of the 
s ta tis tic  Z(do). So we can satisfy the above condition by choosing C f  as
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2 (1—Q), the 100(1 — a )  percentile of the stan d ard  norm al d istribution . Thus an 
approxim ation to  C'+ is

C'+ «  ndo +  0.5 +  2(i_„) \ / n 0 o ( i  -  8a).

Since we w ant an integer value for C'+. th is approxim ation is resta ted  as

C+ «  [iiOo +  0.5 +  2(i \Jn9()( 1 — 9q)\ +  1. (1-21)

where [./-J denotes the integral p art of .r.
A sim ilar analysis gives

C -  ss |_nd0 — 0.5 A zn \Ju0()( 1 — do) j . (1.22)

Equations (1.21) and (1.22) give very good approxim ations, whenever 
m i n { i i 6(), n ( l  —0o} >  5. For example, when n = 20, 0 — 0.25. and n =  0.05, the  
exact values are obtained using the com puter program  given in A ppendix B l. 
These are C + =  9. and C_ =  1. From equations (1-21) and (1.22) the approx­
im ations are C+ ~  9 and C -  s» 1. In this case the  approxim ations are the 
sam e as the  exact values.

1.2.3 P-values fo r  ones ided  tests

Instead of calculating tin ' critical values and perform ing the test, one can 
com pute the P-value (of the  d a ta ), which is a measure of the streng th  of 
evidence against the null hypothesis, and com pare it w ith  the chosen a  value. 
Let s be the observed value of the' s ta tis tic  S n. The P-value for the  test (1.12) 
is

P+ =  P ( B i n ( n . 0 0) > »), (1.23)

and when m i n { n 0 o, n ( l  — do} >  5. an approxim ation is

P+ w -  .s +  0 .5 ) /^ n ( d o(l - d 0)]. (1.24)

The P-value for the test (1.18) is

P_ =  P ( B m ( u . 0 o) < s),  (1.25)

and when m i n { n 0 o , n ( l  -  do} >  5. an approxim ation is

P_ $[(» +  0.5 — u0o) /y/n(d()(l — do)]. (1.26)

In (1.24) and (1.26), $ ( .)  is the cdf of the standard  norm al distribution. I t is 
custom ary to  give the P-value while reporting  the results, and the com puter 
program s usually report the P-values for tests.

We can also use' the P -value for perform ing a test of hypothesis, as men­
tioned earlier. This m ethod can be s ta ted  as follows:

Reject the null hypothesis i f  P -value <  a.  (1-27)
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Exam ple 1.1. The first exam ple discussed a t the  beginning of Section 1.2 can 
be form ulated as a problem  of testing  the  null hypothesis

H * : 0  <  0 .2  against, the alternative H + : 9 >  0 .2 .

Let us take a  = 0.05. From  the com puter program  we get C + =  6 . Thus under 
the  test (1.12), the researcher should reject H q in favor of H + and develop 
the drug fu rther when .Sij >  6 .

Suppose as indicated before th a t S 14 =  4. The exact E-value from (1.23) is

P+ =  P(Bin{  14,0.2) >  4) =  0.3017,

which is obtained from th e  corresponding SAS function. Since P+ >  a  =  0.05, 
we do not reject H q : 9 < 0.2.

Now we will study  the power function of the test (1.12). It will be used for 
designing a study, which is the subject of Subsection 1.2.5.

1.2.4 Power funct ion of  one-sided tests

The power function of the test (1.12) is

7r+(0 ) =  P(rejecting Ho j 9)

= P ( S n > C + \ 9 )

= 1 -  P ( S n < C+ -  1 | 9)
=  1 ~ F ( C +  — 1; n, 9)

=  1 - / ( l  - 9 - n - C +  +  1 ,C + )

=  I ( 9 - C + , n - C + +  1 )

T he last equality follows from the  previous one by changing the  variable of 
integration (see A ppendix A l). From th e  integral representation, it is easy to  
see th a t th is power function is an increasing function of 9. An approxim ation 
to  the power function is useful for determ ining the size of an  experim ent. Using 
the norm al approxim ation to  the binom ial d istribu tion , an approxim ation to 
the power function is derived. Since the power function of test ( 1 .1 2 ) is

n +(9) -  1 -  P ( S n < C+ -  1 j 9 ),

the  norm al approxim ation for the d istribu tion  of S n , w ith  continuity  correc­
tion, gives the  approxim ation

7T+(6») rs 1 -  d>[(C+ -  0.5 -  n 9 ) / y / n 9 ( l  - 9 ) } .

Using the sym m etry p roperty  of th e  norm al cdf, we can simplify the riglit- 
hand-side expression and then  we have

7r+(0) «  $ [(n 6l +  0.5 -  C + ) / ^ / n 0 { l  -  0)]. (1.28)

Similarly, the  power function of the test (1.18) can be seen to  be

tt_(0) = 1 ( 1  - 0 \ n - C - , C -  +  1), (1.29)
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8 PRO C ED U R ES FO R A SINGLE SAM PLE

and it can be approxim ated as

«  $ [(C _  +  0.5 -  n 0 ) / y / n 0 ( l  -  0)]. (1.30)

1.2.5 Sample size

We w ant to  set up a study  w ith  n  trials to  te s t Ho : 9 =  do versus H + : 9 > 9o, 
a t a significance level a.  Consequently, the  problem  is to  decide upon the  
sam ple size n  so th a t the  test, based on our study, has adequate power for 
all 6 > 9\{> Qq). We w ant the  power of the  test (1.12) to  be a t least 1 — /? 
for all 9 >  9\.  In view of the m onotone p roperty  of the  power function, this 
requirem ent on the power is satisfied by requiring the  power a t 9\ to  be a t 
least 1 — /3. Here, for convenience, we denote the  critical value by c. Using the 
power function expression, the requirem ents are

7T+ (9o) < a  ; 7T+ (6fi) >  1 -  (3.

These requirem ents are the  same as

I (90;c ,n  -  c +  1) <  a ;  /(6fi; c ,n  — c + 1 )  >  1 — /3. (1.31)

In the  power function expression we had the  constant C + and th is is replaced 
by c for convenience. Thus we need to  choose n  and c so as to  satisfy the 
inequalities (1.31).

An iterative technique is needed to  find the  required n  and  c. To s ta r t the  
itera tion  one can use approxim ations for n  and  c. Now we ob tain  a set of 
useful approxim ations.

Using the  norm al approxim ation w ith  the continuity correction for the 
power function and changing the  inequalities to  equalities in (1.31), two equa­
tions are obtained. These are

$
nd  o +  0.5 — c

y /n90(l  ~ 9q

These equations are the same as

n9o +  0.5 — c 

\ J  n9o(l  — 9q)

=  a ; <L
n9\ + 0.5 — c 
y /  nQ\( 1 — 8\)

=  1 - / 3 .

ii91 +  0.5 — c
-̂ rv i /■ ■ —  — Z \ —p .

y / n 6i{ \  -  9i)

Solving these equations, approxim ations for the required sam ple size and  the 
critical value are obtained. The solution is (n*, c*), where

za \J 0O(1 ~ 0o) — Zl-p\J9 i( l — 9\)
(■8, -  90)2 

za y j 0o(l — 0o) +  z {0) \ / 0 l ( l  — ^l)

(0 1  -  do)2
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We can also rew rite the  form ula as
2

A-c « -\ / ^ o ( l  — Ooj +  ^1 —f3 \ / ^ l  ( 1  — 0 0
(1.32)

(0i -  ^o)2 (0i - 0 o ) 2 ’

and

c* =  n*0o +  0.5 -  za \ / n * 60(l  -  0O). (1.33)

Thus an integer approxim ation to  the  sam ple size is

n u ss |_n*J +  !• U-34)

An integer approxim ation to  c is

cu «  |c*J +  1. (1.35)

A b e tte r approxim ation can be obtained using the results of Levin and Chen 
(1999) and these modified values will be given now. The n* is modified as

ill — “ ^ 0  +  \ / l  +  2(0i — 0o)/A]2,

where A  is defined in (1.32) and the  c* is modified as

cl = n L0o + 0.5 -  zQ\A u ,0 o( l -  0o)- 

Using these values the modified integer approxim ations are

riLC ~  L'»lJ +  1 (1.36)

and

c l c  «  [ c l \ +  I -  (1-37)

A com puter program  for doing these calculations is given in A ppendix B l. 
This sam ple size problem  is the  same as the problem  of designing a Phase I I  

clinical trial as discussed by Thall and Simon (1995). They give a tab le  of n  
and c values th a t are solutions to  (1.31). In connection w ith the  Phase II trials, 
Thall and Simon indicate th a t reasonable values for the difference (0i — 0o) are 
from 0.15 to  0.20. Now we illustra te  the  calculation of approxim ations (1.34) 
and (1.35) w ith an  example.

Exam ple 1.2. W hile testing  H q : 0 <  0.2 against H + : 0 > 0.2 w ith a = 0.05, 
the  experim enter w ants to  have a power of 0.80 for the tes t, when 0 =  0.35. 
T hen from (1.32), we have

n* =  [(1.645v/ (0.2)(0.8) +  0.84x/(0.35)(0.65)]2/(0 .35 -  0.2)2] =  49.81. 

Using th is value in (1.34), we get

n u «  [49.81J +  1 =  50.
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Using the  n* value in (1.33) we get the  c* value and using th is c* in equation 
(1.35) we get cu ~  16. Thus the rejection region of an approxim ate 0.05-level 
te s t is S50 >  15. The modified approxim ations will tu rn  out to  be u l c  =  57, 
and clc  =  17. These are taken from the o u tp u t of a com puter program  given 
in A ppendix B l. W ith  the modified solution, the error probabilities are much 
closer to  the  specifications, com pared to  the  unmodified solution.

A nother approxim ation to  the  sam ple size can be obtained by using the 
arcsine transform  of the  s ta tis tic  y j (S n/ n ). T he relevant details are given in 
Desu and  Raghavarao (1990). This derivation is assigned as Problem  2. Using 
th is transform ation, N atrella  (1963) prepared a tab le  of the  n-values.

1.2.6 Testing a two-sided hypothesis about 6

Suppose we w ant to  test the  simple null hypothesis (1.10) th a t 6 
the  two-sided com posite a lternative hypothesis

H a  : 9 ±  90.

T he usual test is to

reject H 0 i f  S n <  ci or S n > c2, (1.39)

w here C\ is the  largest integer and c2 is the sm allest integer such th a t

P (S n  <  Cl I H 0) <  ( a / 2 ); P ( S n > c2 \ H 0) <  ( a / 2 ). (1.40)

This test can be derived from the  union-intersection principle. The details of 
th is derivation appear in A ppendix A l. Using the norm al approxim ation for 
the  binom ial d istribu tion  we can ob tain  approxim ations for the  required cq 
and  c2 values. In particular, these approxim ations are

Ci ss [n90 — 0.5 +  Z(Q/2) \ /n 0 o ( l  — #o)J,

and

c2 «  Ln6>0 +  0.5 -I- Z ( i-a /2) \ / n 6q{1 - 0o)J +  1- (1-41)

An im portan t special case is the  one for which 0q = 0.5, and it will be discussed 
in Subsection 1.3.2.

R em ark 1.1. In th is case, the P-value is usually com puted as 2 m i n ( P +. P  ), 
where P + and P_ are given by (1.23) and (1.25).

1.2.7 Confidence intervals for  9

In some applications the  researcher m ay be in terested  in a confidence interval 
for 9. We need to  find two functions 9l (Su ) and 9 a ( S n ) of the  random  variable 
S n such th a t

P (9L(Sn) < e < 0 u ( S n ) ) > l - a .  (1.42)

9o against 

(1.38)
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T hen the interval (d i ( S n ) , 0u  (S n)) is a confidence interval for 9 w ith  confi­
dence coefficient (1 — a).  These limits are usually derived from the acceptance 
region of the  two-sided test (1.39). As a prelude to  this derivation, we consider 
the  problem  of finding one-sided confidence lim its or confidence bounds. From 
these bounds we can get a  confidence interval.

An upper confidence bound 0uB{Sn) is a function of S n such th a t

P(0  <0<jB( S n ) ) >  1 - a ,  (1.43)

and a lower confidence bound 0LB(Sn ) is a function of S n such th a t

P ( 0 LB(Sn ) < 0 ) >  1 - a .  (1.44)

From these bounds we get the  one-sided confidence intervals {6l b {S h ), 1) and 
( 0 J u b ( S„ ) ) .  In the case of Phase II tria ls one w ants to  ensure th a t the  re­
sponse ra te  is not too low. A lower bound for the response ra te  will enable a 
researcher to  decide to  proceed or not w ith th e  developm ent of a new drug. 
An upper bound for the  proportion  of nonconforming units will enable an 
engineer to  accept or reject m anufactured item s supplied by a vendor.

U pper confidence bound
To derive an upper confidence bound consider the lower ta il o-level test 

(1.18). Let s be the  observed value of S n • U nder th is test we reject the null 
Ho : 0 =  0„, if s <  c, where P ( S n <  cjdy) < a.  In o ther words, we reject Hq if

F ( s ; n , 9 0) < a,

where F  is the  cdf of S n . Since the cdf is a  decreasing function of 0o, we can 
find 9u b  such th a t

F ( s ; n , 9{j b ) =  a - 

Note th a t 9ob  is a function of s. We also have

F ( s ; n,  d0) <  a , for  60 > 0 UB,

and

F(s;  n , d0) >  a , for  d0 <  9 UB.

Thus we do not reject H q for d() <  9 u B (s), where s is the  observed value of 
S n . As the probability  of uot rejecting is a t least 1 — a , we  have

P(9 < 0UB(Sn)\0) > 1 - a .

Thus 6u B {Sn ) is a (1 —a)  upper confidence bound for d. Using the  incom plete 
b e ta  function representation  for the  cdf of S n , the bound 9jj B can be seen as 
the  solution of the equation

I ( 9 u b \ S n + 1, n  -  S n ) =  l - o .
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This leads to  the formula

eUB{Sn) = BINV(  1 -  o; Sn + 1, n  -  S n ) (1.45)

for S n <  n , where B I N V ( p ; a, b) is the lOOp percentile of the Beta(a , b) d istri­
bution. T he b e ta  percentiles are stan d ard  SAS functions. W hen S n =  n, the 
upper bound is taken as one.

Lower confidence bound
A sim ilar analysis will give an expression for the  lower confidence bound as

OiB(Sn) = B I N V { a ; S n , n  -  S n +  1) (1.46)

for S n > 0 and for S n = 0 the  lower bound is taken as zero.
For example, suppose an inspector exam ined a sam ple of 100 item s and 

found th a t 3 of them  are defective. To decide w hether or not to  accept the 
lot, an  upper bound is calculated. For these d a ta  the 95% upper bound for 6 
is

9 u b (S), = B/1W (0.95; 4 ,97),

which tu rn s  out to  be 0.0757, th a t  is, 7.57%. So, in the worst case scenario, 
the  percentage of nonconform ing units could be as high as 7.57%. If th is 
percentage is larger th an  the acceptable percentage, the  lot would be rejected. 

For exam ple, suppose is 4. T hen the  lower bound is

0l b {  4) =  BIN V (  0.05; 4,11) = 0 .1 0 4 .

T he researcher will proceed fu rther only if there  is evidence th a t 0 is a t least 
0.2. Because th is lower bound is less th a n  0.2, fu rther developm ent of the  drug 
will not be pursued.

Exact confidence limits
Let 9 i { S n ) be the lower (1 — a /2 )  confidence bound and 6u { S n ) be the 

upper (1 — a /2 )  confidence bound. T hen we have

p [e L ( s n ) < o < 0u ( s n )} =  i  -  p ( o  < eL ( s n )) -  p ( e v ( s n ) > e).

However,

P ( e L(Sn ) < 6) > (1 -  a /2 )  =» - P (6 < 0L (Sn )) > - ( a / 2 )

and

P(0  < 0 u ( S n )) > (1 -  a /2 )  =► - P { 0 u ( S n ) > 9 ) >  - ( a / 2 ) .

Hence

P[0L(Sn) < 9 < 9 u ( S n )} > 1 -  (a /2 )  -  (a /2 )  =  1 -  a .
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BINARY RESPO N SE 13

In other words (8L(Sn ) , 0 u ( S n )) is a  (1 — a)  confidence interval for 0. Thus, 
for 0 < S n < n  these confidence lim its are given by

eL(Sn ) =  B I N V ( a / 2; S n , n  -  S n +  1);

and

9 u (S n ) =  BINV{  1 -  a /2 ;  S n +  1, n  -  S n ). (1.47)

If S n = 0, the  lower lim it is taken as zero and if S n = n,  the  upper lim it is 
taken as 1. Several tabu la tions of these lim its have been m ade. One reference 
is the  set of tables edited by Lentner (1982).

Exam ple 1.3. Suppose we observed 3 successes in 20 trials. We w ant to  find a 
95% confidence interval for the  param eter 8, the  success probability. The point 
estim ate 9 =  (3/20) =  0.15. Using the form ula (1.47) and a SAS program  (see 
A ppendix B l) , we get the confidence lim its 9 i  =  0.0321 and  9\j = 0.3789. In 
o ther words, a 95% confidence interval for the param eter 9 is (0.0321,0.3789).

Confidence lim its using the  asym ptotic d istribu tion
For large or m oderate n , the  confidence lim its are usually derived using the 

norm al approxim ation to  the d istribu tion  of 9. In elem entary textbooks the 
interval

{9 -  -2(i—q /2) • v i ,  9 +  z(1_ a / 2) • u j) (1.48)

is suggested as a confidence interval where 9 is given by (1.2) and v \  =  
[0(1 — 9)\ /n,  a biased estim ator of var{9).

Samuels and Lu (1992) give a set of guidelines for deciding the  situations 
when th is interval provides a  good answer.

Ghosh (1979) has investigated and recom m ended a m ethod th a t  is as simple 
as the  above m ethod for constructing  a confidence interval and  as good as 
the  exact m ethod. We give the  result here and the m ethod  of derivation is 
relegated to  Problem  1. This confidence interval for 9 is

((0 +  C  — Z(l_Q/2) ' v* ) / ( l  +  2C ), (0 +  C  +  Z(l~a/2) • V *)/(l +  2C )), (1.49)

where

C  = {z(x_ a/2)f / 2n- v l  =  [0(1 -  0) +  ( C / 2) \ / n  = v \  +  (C /2 n ).

Recent studies of A gresti and Coull (1998) and  Newcombe (1998) reinforced 
the  recom m endation of the  interval (1.49). Also see A gresti and Caffo (2000) 
for further discussion on the  confidence interval of 0. A com puter program  for 
calculating the  interval (1.49) is given in A ppendix B l.

For example, for n  =  20 and s = 3 the  95% confidence interval (1-49) is 
(0.0523, 0.3604).
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14 PRO C ED U R ES FOR A SINGLE SAM PLE

Using a confidence interval for testing
A confidence interval can be used to  test the  simple null hypothesis (1.10) 

th a t 9 = 90 against the two-sided alternative (1.38). The corresponding test 
is to

reject Ho i f  9q is not in the interval. (1.50)

1.3  C o m p le te  d a ta  on  co n tin u o u s resp o n ses

In some studies the  response variable can be viewed as a continuous random  
variable. In reliability studies and  in clinical trials the response variable is t ime 
to an event. It may be the tim e to  first breakdown of a m achine or tim e to 
death  of a patien t w ith term inal cancer. In these studies we w ant to  estim ate 
some characteristics of the  d istribu tion  of the  variable of interest. Suppose we 
are in terested  in studying the properties of lifetime distributions.

D unsm ore (1974) obtained d a ta  on tim e to  first breakdown for ‘20 machines. 
This set of 20 machines is viewed as a random  sample. The tim e to  first break­
down is the  response variable. The d a ta  obtained here are observations on i.i.d.
random  variables X 1. X 2 X n, where the common probability  d istribu tion
is defined by some probability  density function f ( x ) .  We have very lim ited 
knowledge about the density function. T he objective is to  estim ate  some char­
acteristics of the (population) d istribu tion  of the  tim e to  first breakdown.

We assum e th a t the  probability  d istribu tion  has a unique m edian. We want 
to  estim ate th is m edian, which is usually used as a m easure of location. In some 
cases we may want to  test a hypothesis abou t the  median. For example, a social 
scientist may be interested in testing  th a t the  m edian annual family income 
in a county is $25,000 based on a random  sam ple of family annual income 
data . This testing  problem  is also of in terest in the evaluation of a cancer 
trea tm en t, where the efficacy of a trea tm en t is characterized by the  m edian 
survival time. In clinical studies, observations on some subjects frequently are 
not com plete, since different subjects enter the study  at different tim es and 
for some subjects the event did not occur before the end of the study. These 
incom plete observations are called right-censored observations. In th is section 
we discuss the  results for com plete d a ta  situations. Some generalizations for 
the censored d a ta  cases are discussed in Section 1.4.

1.3.1 Point, estimation of  the median

We have observations on (Afi, X 2 X n ), a random  sam ple from the d istri­
bution  defined by the pdf / ( . ) .  The cdf of the population  d istribu tion  is F(.).  
Using these d a ta  we w ant to  estim ate the  m edian, £, and te s t a hypothesis 
abou t the  m edian.

The intuitive choice for the point estim ator is th e  sam ple m edian. To give 
an expression for the  sam ple m edian we need the order sta tistics of the sam ­
ple. These are the sample values arranged in increasing order of m agnitude.
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C O M PL E T E  DATA ON CONTINUOUS RESPONSES 15

We denote these order sta tistics by A 'd), -Y(2), • • •, X ( n), where < X ( 2) <
. . .  <  X A point estim ate of /  is £, the sam ple m edian, and  is defined as

/ _ (  i f n  =  2A:+l ,
[ (A (a:) +  A (fe+ i)) /2 , if n  =  2A:.

The sam pling d istribu tion  of th is s ta tis tic  depends on the  population dis­
tribu tion  in a com plicated wav. However, some properties of th is estim ator 
can be obtained by m aking certain  assum ptions about the population density 
function. Desu and Rodine (1969) showed th a t for sym m etric densities, the 
sam ple m edian is an unbiased estim ator of the  population  m edian, which is 
equal to  the population mean. The interested reader is referred to their paper 
for the proofs and other details.

Sometimes one order sta tis tic  X ( s) is used as an estim ator of the median, 
where s is the integer |_(n/2)J + 1 . F urther discussion along these lines appears 
in Subsection 1.3.6.

We first discuss the  testing  problem  and then proceed to  the  problem  of 
finding a confidence interval for the  m edian £. This discussion can Ire carried 
out w ithout any restrictions on the population  d istribution.

1.3.2 Sign test for  testing a simple null hypothesis about, the median

Let f  be the population median. Consider the case of testing  the null 
hypothesis

H 0 : £ =  £o (1.51)

against the one-sided alternative

/U u  : £>£( ) •  (1-52)

From the definition of the population m edian it is clear th a t P ( X l > £) = 
1 /2  or P(X-i -  £ >  0) =  1/2. Let 6 = P ( X ,  -  £0 >  0). It follows th a t 0 = 1/2 
or > 1 / 2  depending on w hether (1.51) or (1.52) is true. Thus this hypothesis 
testing  problem  can be transla ted  into a testing  problem  in relation to  a binary 
d a ta  set. This transla tion  will be explained now. We transform  the d a ta  by 
defining

Zi
1, if X i  -  £0 >  0.
0. otherwise.

D enoting the  P ( Z i  — 1) by 0, and using Z s, the  sta tistica l problem  can be 
resta ted  as th a t  of testing  the null hypothesis

Ho'- 9 =  1 /2 , against the alternative H+ : 9 > 1/2. (1.53)

From the discussion in Subsection 1.2.2, it is obvious th a t we can use the 
te s t defined by the  critical region (1.12). Here the test s ta tis tic  S n is equal
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16 PR O C ED U R ES FOR A SINGLE SAM PLE

to  Ylj %i- I11 o ther words. S„ s tands for the num ber of X  values th a t  are 
greater th an  £o- The critical region of the  test is

Sn > C +,

where the constan t C+ is the sm allest integer such th a t

P ( B i n { n , 1/2) >  C+) < a.  (1.54)

For n  >  10, we can approxim ate C + of (1.54) as

C + «  L("/2) +  0.5 +  z l - aS/ { n / A ) \  +  1. (1.55)

Now let us consider the problem  of testing  the null hypothesis (1.51) against 
the  o ther one-sided alternative,

H,  12 : sc <  fr . (1.56)

This problem  is equivalent to  testing  the null hypothesis of (1.53) against the
other one-sided alternative,

H -  : 6 < 1 / 2 .  (1.57)

Clearly th is  testing  problem can be handled by the test defined by the critical 
region (1.18).

Suppose the alternative hypothesis is a two-sided one. namely,

H. t : £ ^ o .  (1.58)

This testing problem  is equivalent to  testing

H q : 9 =  1/2 against the alternative H  \ : 0 ^  1/2. (1.59)

The relevant test for this two-sided alternatives case is to

reject H 0 i f  S n < C'. or S n > n  — C, (1.60)

because the  null d istribution  of S n is sym m etrical under Ho- Here C  is the
largest integer such th a t

P(Bin(n ,  1/2) <  C) < ( a /2 ) . (1.61)

Using the table from M acKinnon (1964). we can obtain  th is C  value. For 
n > 10, using the norm al d istribu tion  approxim ation to  the d istribu tion  of 
S n - C  can be approxim ated as

C  «  L(n /2 ) -  0.5 +  z (o/2) ^ J I ) \ .  (1.62)

Exam ple 1.4. For n  =  10 and a  =  0.05, from (1.62) we have 

C  w [5 -  0.5 -  1.96 \ J (2.5)J =  1.

Using the com puter program  given in A ppendix B l, we find th a t C  =  1. Here 
the norm al approxim ation and the exact value for C  coincide.
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These procedures can be adopted easily to  test hypotheses abou t o ther 
percentiles. Since the  Z  is 1 or 0 depending on w hether the difference ( X  — £) 
is positive or negative, these tests are sometimes referred to  as sign tests.

A distribution-free confidence interval for the  m edian £
This interval can be ob tained from the acceptance region of the  two-sided 

test (1.60). Assume th a t  for the given sam ple size n  and the confidence coef­
ficient (1 — a),  the  constant C{>  0) satisfying (1.61) exists. Let d = C  + 1. 
T hen the acceptance region of the  two-sided test (1.60) can be seen to  be

{£o : d <  < n  — d}. (1.63)

This m eans th a t the  num ber of X -values greater th an  £0 is a t least d  and 
not more th an  n — d. Thus a  100 (1 — a)%  confidence interval for £ is [ I i j ) ,  
X (n_ d+1)), where X(,;)’s are the order sta tis tics of the  sample. Van der Parren  
(1970) published a tab le  of d-values, which can be used for constructing  the 
confidence intervals. This tab le  also gives the exact coverage probability, which 
is not available in the tab le  of M acKinnon (1964).

Rem ark 1.2. In this discussion it is im plicitly assum ed th a t there  are no ties. 
W hen there are tied values in the sample, a modification of this procedure is 
needed. This m odification is given in Subsection 1.3.6.

Exam ple 1.5. D unsm ore (1974) observed 20 machines and obtained d a ta  on 
tim es (in hours) to  first breakdown. We consider only 10 observations. These 
are

18, 23, 29, 409, 24, 74. 13, 62, 46, and  4.

T he order sta tistics, X m ,  of the  sam ple can be seen to  be

4, 13, 18, 23, 24, 29, 46, 62, 74, and 409.

The sam ple m edian is [X(5\ + X ^ f \ / 2  =  26.5, which is a po in t estim ate of £,
the population  m edian. In addition, we w ant a 95% confidence interval for the 
m edian f .  Here n  =  10, and  a  =  0.05. In Exam ple 1.4, we found th a t C = 1
and hence d =  2. Thus the  confidence interval is [Ay2),A y9)). Hence a 95%
confidence interval for the m edian £ is [13, 74).

1.3.3 Est imation o f  the cdf

Sample d istribu tion  function plays an im portan t role in the analysis of contin­
uous response data . It can be used to  obtain  estim ates of certa in  probabilities 
of in terest and from it we can also ob tain  a confidence band  for the population 
d istribu tion  function.
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18 PR O C ED U R ES FOR A SINGLE SAM PLE

Suppose th a t our sample is (A'i, X->........A',,). The sample d istribu tion  func­
tion  (or em pirical d istribu tion  function) denoted by Fn (x)  is defined as

F„(x) = {number o f  X  values which are < :c}/n
n

=  u (Xh<x)/n< (1-64)
h = i

where u(a,b)  =  1, if a < b and =  0. otherwise. It may be noted th a t this 
function depends on the sam ple values; however, our no tation  does not indicate 
th is fact.

In general, if X  is our response variable, the probability P ( X  < x)  = F ( x )  
is estim ated  by Fn(x),  for each real x.  In o ther words, for each real x,

F ( x )  = F„(x).  (1.65)

Some properties of this estim ator are noted for future use. For a fixed x,  the  
sta tis tic  n F n (x)  follows a binomial distribution, w ith param eters n  and F(x ) .  
So it follows th a t

E ( F n(x)) = E ( v F n ( x ) ) / n  = F (x ) .  var(Fn(x)) = F(x ) (  1 -  F ( x ) ) / n .

By identifying F(x)  as 0. nF„(x)  as S n. and Fn (x)  as 0 in relation to the  bi­
nary  d a ta  setting  of Section 1.2. we can find an exact or asym ptotic confidence 
interval for F(x) .  Let v2(x)  be the  unbiased estim ator of the  var(Fn ( x )), so 
th a t

e - f r )  = F„(x)(  1 — F„.(x))/(n — 1). (1.66)

For large n , the d istribu tion  of F„(.r) can be approxim ated by a norm al dis­
tribu tion  and using this approxim ate d istribu tion , it can be seen th a t

( F n (x) — Z ( l - n / 2 )  ■ e(x),  F„(x)  +  2 ( l - a / 2) ' v (x ) )  (1-67)

is a confidence interval for F(x )  and the associated confidence coefficient is
approxim ately equal to (1 — a ) .

Exam ple 1.5 (cont'd .). From the  D unsm ore da ta  of Exam ple 1.5, suppose we 
want to  estim ate the probability  th a t the tim e to  first breakdown is not greater 
th a n  46 hours. This probability  is

P ( X  < 46) =  F(46).

So it can be estim ated by F„(4G) =  (7/10) =  0.7. Now let us com pute a 
confidence interval for F(46). We first com pute

i’2 (46) =  (7 /1 0 )(3 /1 0 )/9  =  0.0233,

and then

*0.975 • e(46) =  1.96(.1527) =  0.2994.
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Using the form ula (1.67), we get a  confidence interval for F(46) as 
(0.7 — 0.2994,0.7 +  0.2994). In o ther words an approxim ate 95% confidence 
interval for F(46) is (0.4006. 0.9994).

1.3.4 Est imation of  survival function

In reliability or survival studies, the  researcher is in terested  in estim ating the 
probability  of surviving beyond x. This probability  is

S (x )  = P ( X  > x)  =  1 -  F (x ) ,  (1.68)

and this function is called the survival function.  A natu ra l estim ator of S(x )  is

S ( t ) = 1 -  F ( x )  = I -  Fn (x) = S n (x),  (1.69)

It is easy to  verify th a t S n (x) in the  above equation  is the  proportion  of x  
values th a t are greater th an  x.  This function is called the  sample survival  
function.

Let us exam ine this estim ator of S ( x )  in more detail so th a t  we can general­
ize this result for censored data . Let Y\ < Y>. . .  < Yr be the  distinct ordered 
values of the random  sam ple of size n  and let d, be the num ber of tim es Yi 
occurs in the sample. Recursively define m  =  n and m  =  n»_i — d ,_ 1 , for
i =  2 , 3 , . . .  r. Note th a t «* are the  num ber of observations >Y). From (1.69),
we have

1. for x  < Yi,

S (x )  =  \  1 _  £--=urf'., for Yj < x  < Y i+1, j  =  l , 2 , . . . , r -  1, I1-70)

0, for x  > Yr .

Hi J  \  n-2

N oting th a t

we get

2—1

Thus the expression (1.70) can be rew ritten  as

! _  =  TT ( 1  _
77 \ 77.

1. for x  < Yj,

II.,:). .,',; 1 -  ~ ) ,  for x  > Yi.§ ( * ) = < L  i n  (f-71)

This equation m eans th a t the  estim ated  survival probability  is the  product of 
the probabilities of surviving in the  F-in tervals preceding x.

I t is easy to  see th a t for fixed x,

E ( S ( x ) )  =  1 -  E ( F n (x)) =  1 -  F ( x )  = S(.r),
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and

var(S{x))  = var(Fn (x)) =  F (x ) [ l  -  F ( x ) ] / n  = S { x ) ( l  -  S ( x ) ) / n .  (1.72)

For large n , a confidence interval for S (x )  w ith  confidence coefficient 1 — a  is 

(5„(.r) — ^ ( i - a / 2) ' v (x), S n (x)  +  2 (1_q/ 2 ) • v(x) )  i (1-73)

where w2(.r) is given by (1.67).

Exam ple 1.6. For the  Dunsm ore d a ta  of Exam ple 1.5, suppose we w ant to  
estim ate  the  probability  th a t the first, breakdown occurs after 46 hours. This 
p robability  is 5(46) =  1 — F(46). Thus 5„(46) =  1 — F n (46) =  0.3. It is easy 
to  see th a t  an approxim ate 95% confidence interval for 5(46) is (0.3 — 0.2994, 
0.3 +  0.2994). In o ther words, the  required confidence interval is (0.0006, 
0.5994).

R em ark 1.3. Since F (x )  and  5 ( x)  are probabilities we can use the exact m eth­
ods of Subsection 1.2.7 for constructing the confidence intervals. Here we only 
give the  large sample m ethods, since these generalize to  the case of censored 
data .

1.3.5 Point  estimation o f  population percentiles

For each positive fraction p, f p is called the population  lOOp percentile if

P ( X  < f p) =  p. i.e. F ( f p) = p. (1.74)

This percentile can also be defined as

S ( f p) = l - P. (1.75)

It is easy to  see th a t the  population m edian is £0 .5 • The above im plicit defini­
tion can be reworded as

£p =  F ~ 1(p) =  5 ~ 1(1 — p).

T he inverse function of F  is called the population qua.nt.ile funct ion  and is 
denoted by Q(.).  In o ther words, for 0 < p <  1.

Q(p) = F - \ p ) = f p .

In connection w ith the estim ation of population  percentiles, the  inverse of the  
sam ple d istribu tion  function is useful. This function is denoted by Q n (p) and 
is called the  sample quantile function.  For each positive fraction p, it is defined 
as

Qn(p)  s  F ~ \ p )  = inf{x : Fn (x) > p}, (1.76)
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where F n (.) is the sam ple d istribu tion  function. This definition of the inverse 
function is needed since Fn is a step function. This simply m eans th a t Q n (p) 
is the  sm allest x -value such th a t Fn (.x) is not less th an  p  for the  first time. 
Let j  =  [np \ . If there are no ties in the  sam ple, it is easy to  see th a t for
0 < p < 1,

where Ayp is the  j t h  order sta tistic . This definition results in one order s ta tis­
tic and it is generally used in asym ptotic discussions. This Q n {.) function is 
used for estim ating the percentiles. A point estim ate of the lOQp percentile is

This estim ate can also be expressed in term s of the  sam ple survival function. 
S n (.). It is easy to  see th a t

Rem ark 1.4. The last expression can easily be applied to  cases where the d a ta  
contain some right-censored observations.

In our breakdown tim e exam ple, discussed in Subsection 1.3.3, the  estim ate 
of the first quartile  £0 .2 5 , is A'(3) =  18 hours and the estim ate of the  m edian 
Co.so is x (5) =  24 hours.

1.3.6 Confidence intervals for percentiles

Suppose we w ant a 100(1 — a)%  confidence interval for the  lOOp percentile f p. 
Let us consider the order sta tistics A’(i) <  X (2) <  • • • <  X („) of the  random  
sample. (We are assum ing th a t there are 110 ties.) These order sta tistics p a rti­
tion the real line into (n + 1) intervals. We first com pute the probability  th a t 
CP belongs to  the half open interval [Aqq, We have

Cp — Qn (p) *

Cp = Qn(p)
= i n f ix  : Fn (x) > p )

=  inf{x  : 1 -  S n (x) > p}.

Finally, we have

Cp =  inf{x : S n (x) < (1 -  p)}. (1.77)

P(X( i)  < CP <  X (i+1)) = P{exactly i values are < £p)
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Now considering the union of such succesivo intervals, we get the  interval
an(l

P{X(i)  < ZP < X {j)) = P ( X u) < ZP < A'iji)

=  =  (1.78)

T hus the  interval (A),), X ^ ) )  is a confidence interval for Zpi w ith  confidence 
coefficient C ( i , j ) .  Generally, the  confidence coefficient is chosen in advance. 
Thus we need to  choose integers i and j  such th a t C ( i , j )  is a t least (1 — a),  
the  chosen confidence coefficient. In o ther words, we choose integers i and j  
so as to  satisfy the condition

P ( i  < Bi n ( i i , p )  < j  — 1) >  1 -  a.  (1.79)

Now the  interval ( X ^ .  X ^ )  will he a 100(1 — a)  confidence interval for Zp. 
I t is obvious th a t more th an  one pair of integers ( i , j )  will satisfy the con­
dition (1.79). For some additional rem arks abou t the  choice of i and j  see 
A ppendix A l.

One choice of i and j  (as given in A ppendix A l) is th a t

P(B in (n .p )  <  i) < (a /2) ,  P (B in (n ,p )  > j  -  1) <  (a/2) .

A  com puter program  has been developed for this purpose and is given in 
A ppendix B l.

A m ethod for determ ining a  lower confidence bound is also given in 
A ppendix A l.

Exam ple 1.7. Suppose we want a  95% confidence interval for the  first (lower) 
quartile, Co.2 5 - W ith  n = 10. from the ou tpu t of the com puter program , we 
have i = clower  + 1  =  1 and j  — 1 =  cupper — 1 =  5. Hence j  = 6 and a 95% 
confidence interval is (-.Y^p Aq0)). For the  data, of Exam ple 1.5, this interval 
is (4, 29).

R em ark 1.5. In th is discussion we assum ed th a t  there are no tied observations. 
If there are tied  observations, we proceed as follows. For the  integers i and 
j  determ ined to  satisfy (1.79). find the  quantiles Zp =  Qn{i /n)  and Zp = 
Q n { j / n ) ,  where Q n (.) is the sam ple quantile function. The resulting confidence 
interval is (Zp iZp)- Further details are available in H utson (1999).

1.3.7 Kolmogorov's goodness-of-fit test

Som etim es we w ant to  test a simple null hypothesis about th e  population  
d istribu tion  function. In o ther words, the  null hypothesis is

H 0 ■■ F ( x )  = F0(x),  (1.80)
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where Fq is a com pletely specified cdf and  the two-sided alternative is

H a : F ( x )  ^  Fo(x) , for some x. (1-81)

The test proposed by Kolmogorov tells us to  evaluate the  closeness of the sam ­
ple d istribu tion  function Fn ( x ) to  the  hypothesized cdf Fo(x). T he suggested 
closeness m easure is

D n = supx [I Fn (x) -  Fq(x ) I]. (1.82)

This is the  test sta tis tic  and an a-level test

rejects H () i f  D n > C X- a . (1.83)

It should be noted th a t  the null d istribu tion  of the test s ta tis tic  D n does 
not depend on F q(x ).  So th is test is a distribution-free test. B irnbaum  (1952) 
tabu la ted  the d istribu tion  of D n and gave a tab le  of the  critical values for 
a  = 0.05 and 0.01. An extensive table of percentage points is contained in 
Miller (1956).

To im plem ent the  test, a convenient form ula for com puting the test s ta tis­
tic is needed. This expression for the sta tis tic  will enable us to  infer th a t 
the  null d istribu tion  of the  s ta tis tic  is independent of the  d istribu tion  F q . 

For simplicity, let us assum e th a t there are no ties. We observe th a t the 
order sta tistics (A m  <  ••■ <  A (ra)) partition  the real line into (n +  1) in­
tervals and the sam ple d istribu tion , Fn , is constant in each of these in ter­
vals. These (n +  1) intervals, which constitu te  a partition  of the  real line, are 
J0 =  ( - 0 0 , =  [A(j), A 0 + 1)), for j  = 1,. , . , n -  1, and /„  =  [A(n),oo).
F irst we note th a t

D n =  m a x j { s u p x e I j \Fn (x) -  F 0(x)|}.

Next we calculate each of the  suprem um s. It is easy to  see th a t 

supX£i0\Fn (x) -  F0( x )| =  sup\0 -  F 0(x)| =  F 0(A (1)),

and

su p x(El„ |F n (x )  -  E0(x-)| =  s u p \l -  F q(x )| =  1 -  ,F0(A(n)).

For j  =  1 , . . . ,  n  — 1, we have

supx e I j \Fn (x) -  F 0(.x)| =  r n a x { ( j /n )  -  F0( X {j)), F0( X {j+1)) -  ( j /n )} . 

Using the  suprem um s in the (n +  1) intervals we have

D n = m a x 0<j< n[m ax{( j /n )  -  F 0(A (j)), F 0(A (j+1)) -  ( j /n)}}.  (1.84)

We note th a t Fo(A'(0)) =  0 and F 0(A („+1)) =  1. U nder the  null hypothesis the 
jo in t d istribu tion  of (F0( A (1) ) , . . . ,  F 0(A(„))) is the  sam e as the jo in t d istribu­
tion of the order sta tistics of a sam ple of size n  from the uniform  distribution  
on the  interval (0 .1). Thus the sta tis tic  D n does not depend on F0, which
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implies th a t D n is a d istribution-free sta tistic . The above form ula (1.84) for 
the  s ta tis tic  is equivalent to

where

and

D n = m a x { D + .  D n },

D+ =  m a x 0<j<n [{j /n)  -  F0( X {j))],

(1.85)

(1.86)

D n = m a x 0<j<n [F0{ X {j+1)) -  ( j /n )) .  (1.87)

The expressions for the  sta tistics D f  and D ~  can be simplified as follows:

D t  =  m a x

and

D„ — m a x

m a x

max i< j< n * U ) ) ~
(J -  1)

It should be noted th a t these expressions are valid only for d a ta  sets w ith no 
ties.

Tests for one-sided alternatives
Even though these cases are of secondary im portance, the test sta tis tic  D n 
tu rned  out to  be a function of the  two sta tistics £)+ and D  ~. These two 
sta tistics, D + and D~  are useful for testing  one-sided alternatives. For the 
alternative

H + : F(x )  >  F q(x ), fo r  some x, 

the  critical region is D f  > C (_ Q and for the  alternative

H_ : F ( x )  < -Fo(x), for  some x,

the  critical region is D~ > C l _a .

Null d istribu tions of D f  and D~

(1.88)

(1.89)

B irnbaum  and Tingey (1951) derived the null d istribu tion  of D f .  and they 
showed th a t

P ( D f  >  c\H 0) =  ( n) ( l - c - ( j / n ) ) n- i ( c + ( j / n ) y - 1 =  t t ( c ) ,  (1.90)
3 = 0  ^  '

where J  =  [n ( l -  c)J. So Cf_ a is the solution of the  equation

7r(Ci+_Q) = a.
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