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Editors’ foreword

The 4th International Symposium on Environmental Hydraulics (ISEH) – 14th Congress of the
Asia and Pacific Division of the International Association of Hydraulic Engineering and Research
(IAHR-APD) was organised by the Department of Civil Engineering, The University of Hong
Kong. The Symposium and Congress were jointly held in parallel at the Sheraton Hotel, Hong
Kong during December 15–18, 2004.

The objective of the joint conference (ISEH&IAHR-APD2004) is to bring together scientists,
engineers and researchers with a common interest in water environment and hydraulic problems.
The conference aims to provide a forum for the exchange of ideas and experiences on recent
developments in environmental hydraulics and water management issues. The main theme of the
conference is “Sustainable Water Management in the Asia-Pacific Region”.

The International Association of Hydraulic Engineering and Research (IAHR) was founded in
1935 as a world-wide independent organisation to promote basic and applied research in hydraulics.
The Asia and Pacific Regional Division (APD) of the IAHR was formed in 1973 to promote the
development of hydraulics and the competence of hydraulic professionals in solving the water
problems in the region. As a major activity of APD, the biennial Congresses have a long history and
provide a forum for discussion amongAPD members on current hydraulic research and engineering
issues. It is our honour to host the 14th Congress, the first after the IAHR-APD Secretariat moved
to Beijing in 2003.

Environmental hydraulic problems feature prominently in many of the infrastructure develop-
ments in Hong Kong in the past two decades. The University of Hong Kong hosted the 1st and
2nd International Symposium on Environmental Hydraulics, in 1991 and 1998 respectively. We are
very pleased to host the 4th Symposium again after the success of the 3rd International Symposium
held in Tempe, Arizona, USA in 2001.

The initial call for papers received an enthusiastic response with submission of over 400 abstracts.
After review and selection, about 300 full papers are accepted for oral presentation and inclusion
in the conference proceedings. Due to time constraints, we have not been able to include some
worthwhile contributions and late papers that are presented orally at the conference.

This Proceedings was prepared in two volumes with the theme of Volume I as “Environmental
Hydraulics” and Volume II as “Sustainable Water Management in the Asia-Pacific Region”. The
papers have been grouped into relevant topics under these two themes but of course many papers
inevitably touch on and cut across both themes.

Volume I of the Proceedings contains 2 keynote lectures, 7 invited lectures and 153 contributing
papers. The papers cover a broad spectrum of topics, ranging from basic science of environmental
hydraulics including mixing and transport, stratified flow, jets and plumes, waves and coastal
processes, to hydrodynamic and water quality models as tools of water management and impact
assessment, and to field studies. In particular, there is a notable collection of papers on eco-
hydraulics discussing the interaction of environmental hydraulics with ecology – e.g. vegetation
and algal dynamics.

Volume II of the Proceedings covers topics in sustainable water resources management: water
distribution, urban storm water drainage, flooding problems, groundwater, and hydrological mod-
elling, as well as topics in open channel flow and hydraulic structures. The volume also contains
a collection of papers on sediment transport and sediment-water interaction. There are 2 keynote
lectures, 3 invited lectures and 143 contributing papers in the Volume.
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We would like to express our sincere gratitude to the keynote and invited speakers and authors of
all papers. Without their contribution, we could not have produced this valuable and latest state-of-
the-art Proceedings. Thanks are due to the members of the Advisory Committee, the International
Scientific Committee, and the IAHR-APD Executive Committee for their advice and support. The
assistance of the Local Organising Committee, in particular the fund-raising and technical review
sub-committees, are gratefully acknowledged. We thank the financial sponsors for their generous
support, and A.A. Balkema for the professional production of the Proceedings.

J.H.W. Lee
K.M. Lam

December 2004
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Chairman’s message

It is our great pleasure to host the 4th International Symposium on Environmental Hydraulics
(ISEH) and the 14th Congress of the Asia and Pacific Division of the International Association
of Hydraulic Engineering and Research (IAHR-APD) in Hong Kong. On behalf of the Local
Organising Committee, I would like to express my gratitude to all participants of the Symposium
and Congress for their kind participation, for the excellent papers they present, and for their
contribution to idea exchange and discussion. The participants come from over 35 countries and
regions.

In the macro-scale, the Asia-Pacific rim faces many water environment challenges in the new
millennium. Examples include the assurance of an adequate and clean water supply, the prevention
of urban and basin flooding, the search of a sensible sewage strategy, the achievement of sustainable
water quality to enhance quality of life, the protection of aquatic and coastal fisheries. Water
problems will be associated with increasing complexity and wider scope brought about by issues
like global climate change, massive urbanisation, economic risks in infrastructure investments,
cross-border pollution and government policies.

Since the 1st ISEH held in Hong Kong in 1991, environmental hydraulic problems have become
issues of mounting importance in every country and region. Every government is targeted at
sustainable water resources management. Water environment is crucial to the sustainability of
Hong Kong and the Pearl River Delta region. We are indeed fortunate to have the opportunity to
organise the 14th Congress of IAHR-APD jointly with the 4th ISEH in Hong Kong. The Symposium
and Congress is a timely event following the Johannesburg Summit on Water Issues in 2002.

This Proceedings reflects the diversity and depth of the papers in covering the frontier research
and practices in environmental hydraulics, hydraulic engineering and water resources management.
I am sure that the Proceedings will remain a valuable reference to engineers, academics and
researchers in the fields of hydraulics and water environment.

J.H.W. Lee
Redmond Chair of Civil Engineering

Chairman, Local Organising Committee
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Artificial intelligence techniques in environmental hydrodynamics:
The role of expert knowledge

A.E. Mynett
WL | Delft Hydraulics
UNESCO-IHE, Delft, The Netherlands

Q.N. Chen
UNESCO-IHE, Delft, The Netherlands

V.M. Babovic
WL | Delft Hydraulics, The Netherlands

ABSTRACT: Predicting algal blooms is an ambitious and difficult topic due to the complexity
of aquatic ecosystem behaviour, insufficient knowledge of underlying processes, and shortage
of high quality data. The same holds for the proper modelling of overland flows in wetlands
and vegetated floodplains, which is of great practical importance in both flood early warning
and in river restoration. Even though in both applications the purely hydrodynamic behaviour is
conveniently formulated in terms of classical mathematical equations, some important physical,
chemical or biological processes are often ‘hidden’ in the coefficients contained in these equations.
It is demonstrated in this paper that Artificial Intelligence techniques can prove extremely valu-
able for establishing these coefficients or for providing complementary formulations of processes
that can not (yet) be incorporated in these equations. Results are presented for the two cases of
algal bloom prediction and vegetation flow resistance. It is shown that knowledge can be inferred
from data directly, but that the techniques are applied most effectively when involving expert
knowledge.

1 INTRODUCTION

Predicting algal blooms is an ambitious and difficult topic due to the complexity of the aquatic
ecosystem behaviour. Quite often insufficient knowledge is available on the detailed processes and
mechanisms involved, in particular when complicated interactions are involved. Also, high quality
data are usually lacking. On the other hand, Artificial Intelligence (AI) techniques like Fuzzy
Logic (FL) Rule Based Systems and Genetic Programming have the ability to deal with imprecise,
uncertain or ambiguous data and can be used to explore relationships among data. Hence such
techniques may prove useful for solving practical problems in environmental hydrodynamics, when
dealing with water bodies in their natural environment, where physical, chemical and biological
processes are often of relevance (Mynett, 2002).

In order to explore the occurrence of harmful algal blooms in coastal waters, a robust fuzzy
logic approach has been developed that derives (inter)relationships directly from measurements,
using expert knowledge as a reference. This allows the capability to combine partial knowledge
on processes with partially available data from observations. In collaboration with the European
Commission project HarmfulAlgal Bloom Expert System (EU-HABES), this approach was applied
to the North Sea for modelling chlorophyll a (Chl-a) concentrations as an indicator for likely bloom
events (Mynett, 2003).
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A Fuzzy Logic approach is known to be a practical and successful technique when dealing with
semi-qualitative knowledge and semi-qualitative data which is usually the case when trying to model
algal biomass or algal blooms. However, the definition of appropriate membership functions and
the induction of inference rules, common to any fuzzy logic modelling approach, remain difficult to
achieve, since these very much depend on specific knowledge and expertise of specialist ecologists.
Hence, the relatively new approach of inferring learning rules directly from measurement data is
recently receiving considerable attention. In the next section, a methodology is presented that
deduces membership functions and inference rules from measurement data directly, rather than
from combined expert knowledge. This methodology is then verified by comparing results of
modelling algal biomass (Chl-a) concentrations with observations obtained from station NW2
along the Dutch North Sea coast. Using total biomass as bloom indicator (model variable), the
bloom dynamics are seen to be captured quite well.

Yet another example of applyingAI-techniques to relevant environmental problems was chosen to
be flow resistance in vegetated floodplains. Many research initiatives have been undertaken in order
to improve on the description of the relationship between flow resistance and the presence and spatial
distribution of vegetation. However, the approach presented here is based on Genetic Programming
(GP). Just as natural evolution on earth is said to have started from a small initial population some
2 billion years ago, computer-based (‘in silico’) algorithms and artificial intelligence techniques
also begin by creating an initial set of contending solutions for a particular problem. The set may be
generated by randomly creating a population of initial solutions or by utilizing possibly available
expert knowledge about the problem.

The ‘parent’ solutions then generate ‘children’ by means of sexual reproduction (crossover) or
asexual alteration (mutation). Both of these operations are conceptually very simple. In mutation
one replaces a randomly chosen piece of a formula with another randomly generated piece of
formula. In crossover one swaps a randomly chosen piece from one formula with a randomly chosen
piece from another formula. The resulting solutions (children) are evaluated for their effectiveness
(their fitness) and undergo selection. Just as nature imposes the rule of ‘survival of the fittest’
those solutions that are least fit are removed from further consideration, and the process is repeated
over successive generations. In the most general terms, evolution can be described as a two-step
iterative process: random variation followed by selection. Genetic algorithms, evolution strategies,
evolutionary programming as well as differential evolution represent a few examples of evolutionary
algorithms.

In the hydrosciences, it is quite common and well established to account for dimensional correct-
ness of expressions and problem solutions, viz. the results should be independent of measurement
units. For this reason a dimensionally aware GP methodology was developed by Babovic & Keijzer
(1999). An extra objective for selection, the goodness-of-dimension, is introduced that is used next
to a goodness-of-fit objective. These two objectives are then used in a multi-objective optimiza-
tion routine using the concepts of dominance and Pareto optimality. Goodness-of-dimension is
measured by calculating how many constants with appropriate units should be introduced to render
an equation dimensionally correct. In computer science terms: an incorrectly typed manipulation
is resolved by casting one or all of the terms involved to appropriate types (Keijzer & Babovic,
1999).

The result of a single run of such unit typed genetic programming is a set of equations – a so-called
Pareto front of non-dominated solutions – that balance dimensional correctness (goodness-of-
dimension) with goodness-of-fit. The role of the user then is to choose the most suitable formulation
for further analysis, exploiting his background knowledge or implementing some belief about the
problem domain. The final step lies in examining the selected equation(s). When a reasonable
explanation for the apparent goodness-of-fit of such an equation is produced, the user’s belief in
the correctness of the equation is enhanced. The equation then no longer functions as a black box
for making accurate predictions but as a genuine empirical equation that can be used with more
confidence than mere statistical security. Moreover, the resulting equation and corresponding
interpretation is amenable to review by experts and peers. An example is presented below on
inducing empirical equations for flow resistance.
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2 FUZZY LOGIC MODELLING OF ALGAL BLOOMS

2.1 Dominant processes and data availability

Predicting algal blooms is an ambitious and difficult topic due to the complexity of the aquatic
ecosystem behaviour, the insufficient knowledge available on the detailed processes and mechan-
isms involved, and the shortage of high quality data. However, Fuzzy Logic (FL) techniques have
the ability to deal with imprecise, uncertain or ambiguous data or relationships among data, and
hence can be a useful and practical method in algal bloom modelling.

In order to explore this, a robust fuzzy logic approach has been developed that derives
(inter)relationships directly from measurements, using expert knowledge as a reference. This allows
the capability to combine partial knowledge on processes with partially available data from obser-
vations. In collaboration with the European Commission project Harmful Algal Bloom Expert
System (EU-HABES), this approach was applied to the North Sea for modelling chlorophyll a
(Chl-a) concentrations.

The North Sea is a semi-enclosed shelf sea with a densely populated and very industrialised
hinterland. It had been one of the most productive fishing areas in the world. In the last 20–50
years, the increase of nutrients discharged by the rivers has led to eutrophication of the coastal
zones. Spring phytoplankton blooms dominated by diatoms and Phaeocystis occur regularly in the
Dutch coastal waters.

These blooms (defined by chlorophyll a ≥ 30 µg/l) are usually non-toxic, but can still be annoying
or even harmful since they are able to produce a thick foam (Fig. 1) under certain onland wind
conditions, which gives rise to unpleasant looks and an evil smell. It is also speculated that the
consequent mineralisation of settled P. globosa leads to anoxia and massive bivalve mortality.

2.2 Fuzzy Logic model development

A number of studies have been carried out to investigate the Dutch coastal ecosystems and to forecast
possible P. globosa blooms through monitoring and modelling programs in order to minimize
economic loss. Both expert knowledge on the underlying processes as well as data from in-situ
measurements are available to construct a Fuzzy Logic model, involving a number of steps as
decribed hereafter.

Figure 1. Dutch coast of the North Sea and monitoring stations (Left), foam after algal blooms (right).
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Representing heuristic knowledge
A way to construct a reference for interpreting results from data analysis, is to set up a general
rule base containing commonly accepted knowledge from expert ecologists; these rules need not
be specified in great detail, but should provide an adequate benchmark for assessing the results
(Chen, 2004).

Clustering input and output data
In order to characterise the measurement dataset, a self-organising feature map (SOFM) technique
was applied to analyse the data for characteristic clusters or subsets, determining the mean values as
well as 97.5% confidence interval bands of each cluster of model variables. If there is no statistically
significant overlap between the clusters, the classification result is considered acceptable. The
procedure of SOFM can be summarised as follows:

1. initialisation by choosing random values for the initial weight vectors wj(0), imposing that wj(0)
are different for j = 1, 2, . . ., N , where N is the number of neurones in the lattice;

2. sampling by drawing a sample X from the measurement dataset, using the probability distribution
that is evolving through the process (initially random);

3. similarity matchinging by finding the best-matching (winning) neurone i at time t, using the
minimum distance Euclidean criterium: i(x) = argj min ||x(n) − wj||, j = 1, 2. . .N ;

4. updating by adjusting the synoptic weight vectors of all neurones, using the update formula
⇀wj(t + 1) =⇀wj(t) + η(t) · λ(t, r) · (

⇀

ξn − ⇀wj(t)), where η(t), λ(t, r) are the learning rate and
neighbourhood function resp. and r the radius of neighbourhood;

5. continuation (step 2) until observed changes in the feature map are no longer relevant.

Defining membership functions
Now membership functions for each variable are defined by selecting proper function types and
assigning the mean value of each cluster membership degree µ= 1.0 (Fig. 2).

Inducing fuzzy rules
There are two common strategies for inference rules induction, viz. feature reasoning and case
based reasoning. For feature reasoning, the clusters obtained from SOFM analysis are used; each
feature (cluster) then provides at most one rule, which are added to the general (heuristic) rule base
introduced above. An extend case based reasoning method involves 5 steps:

1. generating rules from each case by fuzzification expressed in linguistic terms;
2. checking whether this rule already exist in the general rule base;
3. checking if the newly generated rules conflict (same premise but different reasoning);
4. selecting relevant rules according to the Bernoulli test;
5. checking for any conflict among the remaining newly generated rules.
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Figure 2. Membership functions of TIN (left) and Chl-a (right).
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2.3 Case study results for the Dutch coast

Preliminary estimates of nutrient and light requirements for colonial blooms of Phaeocystis indicate
values for inorganic phosphorus >0.2 µM (i.e. 0.0062 mg/l) and irradiance >100 Wh/m2day−1. A
high nitrate-ammonia ratio is believed to promote the colonial life form as well. Relatively high
growth rates (>0.5 day−1) seem to occur at salinity levels of (20–35 psu) within a temperature
range from (7–22◦C) and a daily irradiance value of >100 Wh/m2day−1.

Biweekly data were collected at 17 stations (Fig. 1) during the period May 1975 to March 1983.
The observations include temperature, pH, salinity, SiO2, total inorganic phosphorus, NO−

2 , NO−
3 ,

NH+
4 , chlorophyllα and others – 18 parameters in total. Since there is no observation of Phaeocystis

concentration directly, it is assumed here that any Chl-a concentration above (30.0 µg/l) represents
a Phaeocystis bloom. Since station Noordwijk2 (NW2) contained the least missing data, it was
selected here. Salinity (S), temperature (T), total inorganic nitrogen (TIN) and total inorganic
phosphorus (TIP) were used as input to predict the Chl-a concentration.

No data was available on wind or solar irradiance. The total dataset contained 171 records, of
which 145 (May, 1975∼Dec, 1981) were selected for model construction and 26 (Jan, 1982∼Mar,
1983) were used for verification. Cluster analyses were preformed distinguishing between three
pre-defined classes for TIN and TIP and five classes for Chl-a resp.; the constructed membership
functions are presented in Figure 2.

The extended case reasoning strategy is applied for rule generation; after the membership func-
tions of each variable are defined, the 145 learning data are fuzzified following the procedures
described above. From these 145 records a limited set of 15 rules were obtained. In order to enable
a quantitative comparison, the model outputs are defuzzified by the centre of gravity method in
combination with a normalised weighted sum, according to

where D is numerical output, wi is the weight associated with rule i, νi is the fired degree of rule
i, and M (Bi) is the fuzzy mean of the corresponding output fuzzy set of rule i, given by

in which µB is the membership function of fuzzy set B on variable x. The defuzzified outputs are
plotted against the observations for comparison (Fig. 3). The two series are seen to match reasonably
well (having an R2 of about 0.83 which can be considered quite acceptable) given the approximate
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Figure 3. Chl-a concentration at NW2 with �t ≈ 15 days (left), and scatter plot and R2 (right).
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nature of the procedure (Chen et al., 2004). It is seen that the model fails to numerically reproduce
the very low or very high values. One reason is that the model variables are divided into three or five
classes, which is too coarse to be very precise. Of course this can be improved by applying a finer
division into (sub)classes if quantitative prediction is of interest and adequate data are available for
membership function construction.

The overall conclusion is that a Fuzzy Logic rule-based model seems feasible for algal bloom
alarm, provided irradiance data are available from meteorological observations and nutrient data
from a hydrodynamic transport model, e.g. the Delft3D coastal hydrodynamic software system of
WL | Delft Hydraulics (Chen & Mynett, 2004). Clearly, the role of expert knowledge is important
in identifying the proper membership functions and establishing an appropriate rule-base.

3 GENETIC PROGRAMMING OF FLOW RESISTANCE DUE TO VEGETATION

3.1 Modelling considerations

Proper modelling of overland flows in wetlands and vegetated floodplains is of great practical
importance both in flood early warning and in river restauration. Many research initiatives have
been undertaken in order to improve on the description of the relationship between flow resistance
and the temporal and spatial distribution of vegetation. Both analytical and experimental studies of
vegetation-related resistance to flow and the equivalent resistance coefficients have shown that the
resistance coefficients are very much waterdepth (and hence solution) dependent. Consequently, the
traditional approach of using a single resistance coefficient fails to describe correctly the (nonlinear)
physical behaviour of this phenomenon. One way of improving the description is updating the
equivalent resistance coefficient based on the computed water depth. However, in order to do so,
a relation between vegetation characteristics, bed resistance, water depth and equivalent resistance
coefficient is needed. Genetic Programming is used here to derive such relation.

When refining a model of a physical process, a scientist focuses on the agreement of theoretically
predicted and experimentally observed behaviour. If these agree in some accepted sense, then
the model is considered ‘correct’ within that context. Here, the inverse problem to verification
of theoretical models is considered: (how) can we obtain the governing equations directly from
measurements? To do this, we will extend the notion of qualitative information contained in a
sequence of observations to consider directly the underlying mechanisms. We will show that, using
this information, one can deduce the effective governing equations. The latter represent up to an a
priori specified level of correctness or accuracy, the deterministic portion of the observed behaviour.

3.2 Equation building – the 1DV turbulence model

One way of obtaining a detailed account of resistance description of flow through and above
vegetation, is to perform detailed numerical simulations based on a one-dimensional turbulence
model for the vertical (1DV) direction (Uittenbogaard, 2003). The 1DV model assumes that the flow
is locally uniform in the horizontal directions, and calculates the orthogonal horizontal velocities
u(z) and v(z) as a function of the vertical coordinate z. The 1DV model is a simplification of the
full 3D Navier-Stokes equations by decoupling the vertical from the horizontal flow conditions. In
order to include the effects of plants into the commonly used k-ε model for turbulence closure, the
following modifications have been included:

1. the decrease of the available cross-section for the vertical exchange of momentum, turbulent
kinetic energy and turbulent dissipation,

2. the drag force exerted by the plants in the horizontal direction,
3. an additional turbulence production term due to vegetation, and
4. an additional turbulence dissipation term due to vegetation.
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After incorporation of these effects the equation of motion becomes:

where (1 −Ap) denotes the specific area occupied by the fluid and F is the drag force exerted by
the plants. The k-equation in the k-ε model is modified to account for the effect of plants:

For a more detailed description of this 1DV model the reader is referred to (Uittenbogaard, 2003).
The purpose of running the 1DV k-εmodel in this study was to obtain the detailed roughness descrip-
tion of resistance to the flow caused by vegetation and to obtain the commonly used roughness
values like the Manning (n), Chézy (C) or Nikuradse (ks) coefficients. Water-depth-dependent
roughness relationship as well as the water-level slope are plotted in Figure 4 against ratio of plant
height (k) and water depth (h). Two different conditions can be identified: (i) un-submerged vege-
tation, when the plants height exceeds the water depth, and (ii) submerged vegetation, when the
water depth exceeds the plants height.

Clearly, for un-submerged flow conditions the water-level slope is much higher than for sub-
merged conditions implying that the resistance of the vegetation is higher. Un-submerged flow
conditions can be successfully treated analytically (Rodriguez, 2003). If the water level is high
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Table 1. Inputs to the 1DV k-ε model.

Input Dimension Description

D L Diameter of the stems.
m L−2 Number of stems per square meter.
k L Plants height.
CD – Drag coefficient of a single stem.
Cb L0.5/T Bed Chézy resistance coefficient.
h L Water depth.

enough, flow through the vegetation is negligible compared to the flow above (Fig. 4); in the transi-
tion zone both the flow through vegetation and above it are relevant and consequently all resistance
coefficients are depth-dependent.

3.3 Genetic Programming – evolutionary development

Genetic algorithms, evolution strategies, evolutionary programming as well as differential evolu-
tion represent a few examples of evolutionary algorithms that have been explored by a number
of scientists during the past decades. However it was rather recently that John Koza (1992) of
Stanford University proposed a special kind of evolutionary algorithm: Genetic Programming
(GP) which involves symbolic expressions. Applications of genetic programming in hydrosciences
were introduced by (Babovic & Abbott, 1997) and (Babovic & Keijzer, 2000).

Inspired by Koza’s pioneering work and in order to improve the performance of his algorithm, the
dimensionally aware GP algorithm was developed by (Keijzer & Babovic, 1999) which is considered
extremely useful for knowledge discovery in engineering science. In that field it has been ‘common
scientific practice’ to eliminate units of measurements through the introduction of dimensionless
numbers (which can be derived systematically by applying Buckingham’s Pi-theorem) in order
to use knowledge-free induction tools such as regression analysis, neural networks or genetic
programming. Moreover, as a consequence the original search space collapses, making it more
effective for algorithms that fit models to the data.

The dimensionally aware genetic programming (Keijzer & Babovic, 1999) differs in that the raw
observations are used together with their units of measurement. The system of units of measure-
ment can be viewed as a typing scheme and as such can be used in some form of typed genetic
programming. The dimensionally aware approach proposes what can be called a weakly typed or
implicit casting approach – dimensional correctness is promoted, not enforced.

The role of the (expert) user is then to choose his most suitable formulation to further analyse
the proposed relationships. The user can exploit background knowledge or implement some belief
about the problem domain. The final step lies in examining the selected equation(s) in order to
interpret them. When a reasonable explanation for the apparent goodness-of-fit of such an equation
is produced, the user’s belief in the correctness of the equation is enhanced. The equation then
no longer functions as a black box for making accurate predictions but as a genuine empirical
equation that can be used with more confidence than mere statistical accuracy. The equation and
corresponding interpretation is amenable to review by experts and peers.

3.4 Resistance formulae for submerged vegetation obtained from GP

The dimensionally aware genetic programming approach was applied to a set of 990 calculations
carried out with the 1DV numerical model for submerged vegetation, using the input variables as
presented in the table above (Rodriguez, 2004).

For dimensional consistency a slightly adapted Chézy’s coefficient was used:
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Figure 5. Scatter plot of Cr (GP based formula).

by virtue of which time-related units of measurements are avoided and the resistance coefficient
becomes solely a function of the geometry of the system. GP was then employed in a multi-
objective sense, simultaneously optimising the following three objectives: (i) root mean square
error (RMSE): measure of overall the accuracy of the formula, (ii) coefficient of determination
(CoD): measure of the goodness of the shape of the formula and (iii) dimensional error: measure
of the dimensional consistency of the formulae. The following formula with smallest RMSE and
highest CoD appeared:

which can be rearranged to give:

The RMSE of this formula was 0.98 m0.5/s; its scatter plot is presented in Figure 5.
The relationship between the resistance coefficient Cr and the water depth h consists of an h-

independent term and a logarithmic h-dependent term. For h = k the log term reduces to 0, which
will be denoted by Ck :

Ck is equivalent to the simplest expression of Cr for flow through un-submerged vegetation as
derived by (Rodriguez, 2004):
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Substitution immediately gives:

It can be seen that (3.8) may take the form of a differential equation with a boundary condition
imposed at h = k; differentiating both sides with respect to h results in:

In turn, integration and applying the boundary condition C = Cref at h = href gives:

In this case the logical boundary condition is href = k which is compatible with the simplest expres-
sion for Cr in case of un-submerged vegetation. However, in order to be compatible with the more
accurate expression of (Rodriguez, 2004):

The corresponding expression for Ck becomes:

This expression provides more accurate results (RMSE = 0.77 m0.5/s). Also, with this change in
Ck , it was found that a better fit was possible using a slightly different coefficient in front of the

Figure 6. Scatter plots for Cr (GP based formula with theoretical Ck for different coefficients).
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logarithmic term in (Eq. 3.8), corresponding to:

which has a fit with an RMSE of 0.63 m0.5/s, as indicated in Figure 6.
Using this modified coefficient, the differential equation (3.9) becomes:

4 CONCLUSIONS

The application of Artificial Intelligence (AI) techniques like Fuzzy Logic or Genetic Program-
ming in essence concerns extracting useful information from data sources and combining available
knowledge with new observations. However, merely applying AI-techniques is not the entire story,
at least not in the field of scientific knowledge discovery. New scientific theories encourage
the acquisition of new data and these data in turn lead to the generation of new theories. The
authors strongly believe that the most appropriate way for scientific applications of data mining
is to combine both theory-driven and data-driven approaches. By incorporating expert knowledge
in the discovery process, one can take full advantage of knowledge discovery and advance the
understanding of physical processes in the field of environmental hydrodynamics.
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Hydraulic phenomena in urban atmospheric environments and
their role in contaminant dispersion
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ABSTRACT: Stable stratification associated with nocturnal thermal circulation in areas of com-
plex terrain leads to interesting internal “hydraulic” phenomena. Given that most urban areas are in
complex topography, understanding and prediction of such phenomena are of immediate practical
importance. The results of some theoretical, laboratory and field experimental studies aimed at
understanding stratified flow and turbulence phenomena in urban areas is summarized in this paper,
with particular emphasis on internal hydraulic effects that arise during the topographic adjustment of
stably stratified gravity-driven flows in complex topographies and turbulent diffusion in such flows.

1 INTRODUCTION

Although the subject of Hydraulics (hydōr + aulos = water + tube) has been historically used in
conjunction with water motion in constrained engineering systems such as tubes, pipes, channels
and elbows, the techniques used therein have also been used for air flows. A striking example in this
context is the epoch-making work of Long (1953), wherein the techniques of free-surface hydraulics
were applied to study the motion of layered (stratified) flow over obstacles, thus mimicking stratified
air flow over mountains, which has been extended to oceanic and engineering flows. Natural flows
are turbulent; layers of different densities mix significantly and thus the techniques of idealized
internal hydraulic theory are barely applicable to such flows. The basic ideas and analyses, however,
have been successfully used to study and predict many environmental flows. This paper attempts to
identify and analyze internal hydraulic phenomena that have important bearing on air flow and dis-
persion in urban areas. World population is expanding at a rate of ∼1.5% annually, and has a strong
tendency to pool in ever larger and more complex urban settings in search of an enhanced quality of
life (Fuchs et al. 1995). The population tends to settle along transportation corridors along water-
ways, which are typically associated with complex terrain (defined as areas replete with mountains,
valleys and escarpments). Uneven topography not only causes perturbations to the background large
(synoptic) scale (∼1000 km) atmospheric flows, but also induces local flows within urban air basins
(airsheds) known as thermal circulation; a combination of synoptic flow, thermal circulation and
other local flows determines the local micrometeorology (Brazel et al. 2004). It is the internal
hydraulic phenomena associated with urban meteorological flows that are of interest to this paper.

The thermal circulation, which is driven by local diurnal solar heating and cooling of the topog-
raphy, is broadly classified into two classes, slope and valley flows, the former occurring on side
slopes and the latter blowing along the valley. Up-slope (anabatic) and up-valley circulations occur
during the day and down-slope (katabatic) and down-valley winds develop at night. These flows
are exemplified in Figure 1 on a topographic map of the Salt Lake Valley, where an extensive
measurement program – Vertical Transport and Mixing eXperiment (VTMX) – was conducted in
October 2000 (Doran et al. 2002). VTMX concerned nocturnal thermal circulation under negligible
(or weak) synoptic influence. Also of interest were the transition periods where winds shift their
direction. In the evening, the winds switch from up slope/valley winds to down slope/valley winds
(evening transition) and the opposite occurs during morning transition. At night, the air layer near
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Figure 1. The thermal circulation in the complex terrain of Salt LakeValley, Utah, where theVTMX campaign
was conducted. The shading indicates the topography (in m).

the sloping ground become heavier and drains down as down-slope (DS) or katabatic flows. A part
of this flow accumulates (“pool”) in the valley bottom as a stably stratified layer (which acts as a
“smog trap,” given that vertical turbulent diffusion is inhibited by stable stratification), whereas
the rest drains along the valley slope forming down-valley winds (DV). This circulation patterns
reverses during the day, forming up-slope (US) and up-valley (UV) winds. Figure 1 also shows the
suite of instruments deployed by various groups during the VTMX Program, and the measurements
to be described here were taken at the ASU site located on a slope in the east valley. In addition,
laboratory experiments and theoretical analyses were also conducted to elicit physical processes
active in the thermally driven flows, some results of which are also summarized in this paper.

2 DOWN-SLOPE (KATABATIC) FLOWS AND HYDRAULIC ADJUSTMENTS

Katabatic flows are driven by radiative cooling of a thin fluid layer, and most of the previous studies
have focused on quasi-steady state of such flows on simple slopes; see, for example, Figure 2
(Manins & Sawford 1979; Doran & Horst 1993). Here the mean flows are largely determined
by local forces due to buoyancy, inertia and Reynolds stress gradients. In the thin-layer (shallow
water) formulation, the equation of motion of two-dimensional katabatic flows over simple flows
is written is the layer-averaged form (e.g. Manins & Sawford 1979),

where the averages are defined in terms of a depth H at which katabatic velocity perturbations
vanishes, i.e.
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Figure 2. A schematic of a down-slope flow along a simple slope.

where h is a characteristic thickness of the flow and the entrainment velocity wH can be written in
terms of the entrainment coefficient E as wH = −EU 2. For top hat profiles, the profile factors S1,
S2 and S3 can be taken as unity, as in (2.1)–(2.2). Here a planar slope of inclination α (Figure 2), is
assumed, the initial undisturbed (virtual) temperature stratification is θva = θvR + γ z, z is the vertical
coordinate, s and n, respectively, are the along-slope and slope-normal coordinates, and γ is the
ambient vertical temperature gradient. The nocturnal cooling of the surface causes a temperature
deviation −d(s, n, t) from the original θva, leading to an along-slope katabatic flow with temperature
θv = θva − d(s, n, t). With the usual definition of buoyancy based on a reference temperature θvR or
reference densityρR (at z = 0), bva = g(θva − θvR)/θvR and bv = g(θv − θvR)/θvR, it is possible to write

where N is the buoyancy frequency, B0 = Q0 − (RH − R0), Q0 = (b′w′)0 is the surface buoyancy
flux, (RH − R0) is the buoyancy deficit caused by the differential net radiation between n = 0 and
H and (b′w′)H is the turbulent buoyancy flux at the top of katabatic layer. The physical meaning
of the terms of (2.1)–(2.4) has been discussed extensively and can be found in Manins & Sawford
(1979) and Papadopoulos et al. (1997). Note that the second term in (2.1) can be expressed as

and the term τE = EU 2 represents the shear stresses introduced by the entrainment flow into the
katabatic current. Note that this shear stress differs from the Reynolds stresses at the edge of the
katabatic flow. Both the surface stress τS = CDU 2 and τE contribute to the retardation of the gravity
currents, but detailed measurements made during the VTMX campaign show that the τE/τS ratio
can be as high as (10–20) when the Richardson number (Ri =�bh cosα/U 2) is less than 0.8,
whereupon the entrainment is dominant (Princevac et al. 2004). At larger Ri(>1), the surface shear
stress as well as the inertial term Uh∂U/∂s become important.

In general, the scales of the first two terms in (2.1) become Uh/T and U 2h/LH , respectively, and
whenever their ratio LH/UT , where T and LH are the time and along-slope length scales, becomes
small the unsteady terms can be neglected. For typical LH ∼ 10 km and U ∼ 3 m/s, this requires
consideration of time averages over about an hour. Under steady conditions, a balance of the along
slope buoyancy and the inertia can be assumed for Ri> 0.8, since τE is assumed negligible or on

17



(a) (b)

Figure 3. The propagation of a gravity current with Q0 = 38 cm2/s: (a) α= (10◦, 20◦) and (b) α= (0◦, 26◦)
(the top of the concentration contour represents the 90% of the maximum concentration).

the same order as τS . The balance of forces, therefore, gives

VTMX results show that λu ≈ 0.5 − 0.6, although the data is somewhat scattered. If the entrainment
stress is dominant for Ri< 0.8, then a major balance of the form

can be proposed, where at least for laboratory down-slope slows E can be expressed as (Turner 1986),

Princevac et al. (2004) have argued that (2.8) underestimates the entrainment rate, given that the
Ellison & Turner (1959) experiments were performed at lower Reynolds numbers. For very small
Ri, E can be approximated as a constant and thus

Figures 3a, b show a laboratory gravity current down a slope, and Figure 4 shows a comparison of
results with (2.7b), the Richardson numbers at the measurement locations being small (Ri< 1). The
directly measured entrainment coefficients were used in the calculations. In the experiments, the
flow was introduced by releasing a 2-dimensional layer of dense water at the upper end of the slope.
Measurements were made using the PTV technique at 10 cm upstream of the slope discontinuity
under steady flow conditions for a range of slope angles (0<α< 60◦) and source buoyancy fluxes
35<Q0< 45 cm2/s, where Q0 = V0�b0, V0 is the initial volume flux rate and�b0 is the buoyancy
of the source fluid.

When considering time scales smaller than LH /U , the unsteadiness in (2.1) plays a dominant role
and, late into the night, the entrainment and buoyancy flux B0 are negligibly small (E<< tan α).
Therefore, over small slopes, one may expect linear oscillations determined by
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Figure 4. Comparison of steady state flow velocity with the predictions (2.7b).

with a frequency N sin α. Such oscillations in katabatic flows have been previously noted both
observationally and on theoretical grounds (Fleagle 1950), but different mechanisms have been
proposed with regard to their existence. Fleagle’s (1950) model shows that, as the air accelerates
down the slope, the development of an adverse pressure gradient due to adiabatic heating of air
leading to flow retardation. If the friction can be written as F = −kU , then the friction reduces
as air decelerates while radiational cooling continues to be the driving force. Porch et al. (1991)
have argued that cross flows over the slopes also can cause oscillations. In this case, katabatic
flow temporarily stops as drainage currents from tributaries intermittently enter the valleys. As
cold air accumulates and buoyancy forcing increase in tributaries, there will be periodic releases
of colder air onto the slope, causing oscillations. Oscillations described by (2.10), however, do
not require such a mechanism nor do they rely on adiabatic heating of draining air. The major
mechanism of oscillations here is a balance between unsteady inertia and buoyancy forces of fluid
elements.

It is possible to obtain the characteristic layer thickness h and the buoyancy deficit scale �b
of katabatic flows by using the continuity equation in integrated form ∂Uh/∂s = EU , an entrain-
ment law of the form E = A/Ri for larger Richardson numbers (Manins & Sawford 1979), (2.2),
(2.6) and by employing a set of reasonable assumptions. After some simplifications, it is possible
to obtain

where B = λ2
uA. The buoyancy equation (2.2), with the assumptions of quasi-steadiness, B0 ≈ 0,

(b′w′)H/(UhN 2)<<E and E<< tan α as well as by invoking the usual boundary layer approxima-
tion h/s<< 1, becomes

Note that the gradual cooling of the entire slope over the night can be accounted in the analysis
when �b at the top of the slope is specified, �b =�b0 at s = 0. Using (2.11) and (2.12), it is
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possible to obtain the invariant

where h = h0 at s = 0, and

The layer thickness in (2.14) can be simplified to obtain h ≈ (3B/2)½(tanα)½ s for the case of
s>> h0/(3B tanα/2)½, but this condition is not typically satisfied in field situations.

Another interesting aspect is the hydraulic adjustment of flow near a slope break, for example,
at the foot of a mountain. For the idealized case of laboratory flows described above, where the
down-slope flow is given by (2.7), the internal Froude number can be written as

and for small Ri (<0.2), the above expression can be written as (with λ∗
u ≈ 0.9 and E ∼ 0.1)

Fr ≈ 2.9
√

sin α. Note that the flow becomes supercritical for Fr> 1 or α > 7◦, and thus any slope
discontinuity connecting two slopes of sufficient length that satisfies α > 7◦ for both upper and
lower slopes ought to realize a flow that remains supercritical on either side of the discontinuity.
This phenomenon is exemplified in Figure 3a, where only a little change of the nature of the current
is evident following the slope discontinuity. Here all disturbances caused by topography change
are swept away by the flow, allowing little time for the flow to adjust at the discontinuity. Alter-
natively, if the lower (lesser) slope is less than 7◦ or so, with flow over the larger slope remaining
supercritical, then it is possible to expect a sudden transition downstream of the slope break in the
form of an internal hydraulic jump. This is evident in Figure 3b.

The flow will be different from the above laboratory case if the gravity-driven flow is to be highly
stratified so that entrainment is negligibly small. The velocity in this case is given by (2.6), and
thus the internal Froude number becomes

where γ = h/LH . Using typical values of λ≈ 0.5 and γ ≈ 0.01, we find that the flow is supercritical
for about α > 2◦.

It will also be useful to consider the hydraulic adjustment process in light of the theory of
Manins & Sawford (1979). They found that for the case of negligible ambient stratification the
flow becomes supercritical when

where c1, c2 and c3 are defined in terms of the solutions to the hydraulics equations with N = 0, viz.

c1 ≈ 0.073, c2 ≈ 2.5 and c3 ≈ 8.2. Using the typical value S1 ≈ 0.5, the requirement for supercrit-
icality becomes β > 0.6◦. Accordingly, unless the terrain following a slope break is unwontedly
flat, no hydraulic jumps can be expected.
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3 DISPERSION IN NOCTURNAL FLOWS

One of the striking properties of nocturnal thermal circulation is its intrinsic stable stratification,
which leads to drastic modifications in transport and dispersion properties. The dispersion is
characterized by the eddy diffusivities of momentum and heat, respectively,

Figure 5 shows, respectively, the dimensional forms of KM , KH and their ratio KH/KM as a
function of the averaged local gradient Richardson number Rig of the flow (Monti et al. 2002).
Note that in the Rig range investigated both KH and KM are much larger than their molecular diffusive
counterparts (KH = 2 · 10−5 and KM = 1.5 · 10−5 m2 s−1, respectively), indicating the dominance
of turbulent transport. As evident from Figure 5, KH/KM is approximately unity for Rig < 0.2. In
this range, the stratification effects are of lesser importance and the heat is carried by turbulent
eddies at the same rate as momentum. When Rig > 0.2, KM becomes greater than KH , which can
be attributed to the increasing influence of buoyancy that facilitates internal gravity-wave activity.
Internal waves transport momentum, but sustain only little (or in the ideal case of linear waves, no)
buoyancy fluxes. In the range 1<Rig < 10, the eddy diffusivities have only little dependence on
Rig . A commonplace assumption made in geophysical modeling is that KH /KM is a constant, but
this does not hold true over the extended range of Rig investigated here. According to the stratified
shear flow studies of Strang and Fernando (2001), K-H billowing is prominent when Rig < 1, and at
higher Rig the dominant mixing mechanism becomes sporadic breaking of Hölmböe and/or internal
waves. The buoyancy flux associated with these latter mechanisms is smaller and hence a lower
KH /KM can be expected. Due to the paucity of very high Rig events in the time series, data points
for Rig > 20 have not been subjected to extensive statistical averaging and hence need to be viewed
with circumspection.

Suitable non-dimensional forms for the eddy diffusivities were sought during the VTMX data
analysis, and the buoyancy scale Lb = σw/N , the shear scale Ls = σw/|dṼ /dz|, the nocturnal bound-
ary layer height h and the integral length scale z of eddies at a distance z from the ground
were considered as possible length scale candidates. Note that near the ground the approxima-
tion |dṼ /dz| = {(dU /dz)2 + (dV /dz)2}½ ≈ (dU /dz) applies and σw is the vertical rms velocity. It
was found that the best scaling for both eddy coefficients is realized when σwLs, or equivalently
σ 2

w/|dṼ/dz| is used. The normalization was found to arrange the data in Figure 5 to a more regular
variation, with the following semi-empirical expressions for diffusivities:

It is interesting that (3.2a, b) reduces to the expressions KM ≈ 0.34 · σ 2
w/|dṼ /dz| and KH ≈

0.08 · σ 2
w/N , one is dominated by shear and the other by buoyancy. The above expressions were

implemented in the meso-scale meteorological models MM-5 and RAMS, which were then used to
predict the basin-scale circulations in Salt Lake valley (Lee et al. 2004) and in Rome (Paolo Monti,
personal communication), respectively. The new parameterizations (3.2a, b) were found to give
significantly better predictions for the near-surface temperature, but only a marginal improvement
was found with respect to velocity predictions. A number of possible causes could be identified
for this anomalous behavior, one being the relatively straightforward dependence of temperature
structure on eddy diffusivity of heat vis-à-vis the dependence of momentum distribution on both
heat and momentum diffusivities in a convoluted fashion.
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Figure 5. The variation of eddy diffusivities and their ratio with the local Richardson number, measured
during the VTMX experiment. The lines show best fits for the entire KM range and for the ranges KH > 1
and KH < 1. The KH plots were separated into two regimes due to the striking change of behavior at KH = 1
(Monti et al. 2002).
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Exchange flows and estuarine barriers
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ABSTRACT: The hydrodynamic effects of incorporating or removing natural or constructed
barriers (e.g. sand bars, tidal barrages) within estuaries are reviewed from the point of view of
restricted tidal intrusion and flushing of saline waters and the suppression of associated density-
driven exchange processes. Results from recent experimental studies investigating various aspects
of these processes for fully- and partly-submerged barrier configurations are presented herein. In
each case, attempts are made to describe these processes through appropriate scaling relationships
of the controlling parameters. Applications to field scale observations are attempted.

1 INTRODUCTION

Recent interest in the commercial exploitation of port and dockland areas and management of
urban estuaries has resulted in considerable capital investment for regeneration schemes aimed at
enhancing the aesthetic, leisure and environmental value of the site in question. In some cases
such as the Cardiff Bay scheme in the UK (Crompton, 2002), waterfront developments include the
construction of barriers (Burt & Rees, 2001) across the estuary. Such structures restrict completely
any tidal incursion and maintain the upstream water level at a controlled elevation allowing leisure
and business activities to continue unhindered by low water for a substantial proportion of the day.
In other developments such as the Wansbeck andTawe barrages, submerged barriers are constructed
in order to moderate rather than prevent the tidal exchange. Estuaries may also become fully or
partially blocked by natural causes. For example, sediment deposition at the mouth of the estuary
may be sufficiently strong as to cause a bar to form, thereby restricting exchange between the
estuary proper and the coastal waters. Many shallow, micro-tidal estuaries exhibit this behaviour
when prolonged low river flows persist during summer months (Coates et al. 2001) or where there
is substantial abstraction of river water for agricultural or industrial use). Sea lochs and fjords have
similar natural topographic constraints due to the presence of a submerged sill that provides an
effective submerged barrier to full exchange.

The presence of such flow obstructions can have important implications for the overall estuarine
ecology. The inhibition of natural tidal intrusion and flushing processes can result in stagnation and
contaminant accumulation in the brackish water body trapped within the estuary. Such a situation
is known to have deleterious effects on water quality and dissolved oxygen levels (Donnelly et al.
2000; Coates et al. 2001).

2 MODELLING APPROACHES

2.1 Purging of a trapped brackish water pool

The first and simplest case to be considered is that of a full barrier (such as a sediment bar) for which
microtidal conditions obtain. The problem is then more of a purging problem than an exchange
process per se. Figure 1 shows a schematic view of such a case. A trapped volume of salt water of
prescribed initial density ρ0 + (�ρ)0 initially fills an estuary of length L and uniform width b to
the level Hs defined by the bottom slope α, (the estuary bed slopes with angle α over a distance of
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Figure 1. Defining sketch of physical system and laboratory channel.

xs from the upstream height Hs). A surface flow of fresh water of density ρ0, depth h, flow rate Q
and discharge per unit width q (= Q/b) is initiated upstream in the channel, causing the interface
between the trapped salt water and the overlying fresh water flow to distort. By an elapsed time t
after initiation of the fresh water surface flow, a salt wedge has formed with nose position x = xw(t)
and nominal interface height z = ξ (x, t) relative to the origin of a Cartesian coordinate system
(x, y, z) defined by the undisturbed upstream location (x = 0) of the trapped saline water and the
base (z = 0) of the channel respectively (see Figure 1). The behaviour of the saline water may be
analysed in terms of the reduction δ(x, t) in interface level, where δ is defined as δ= (Hs − ξ ). With
such a system, the flow is described conveniently by the Froude number Fr0 = q/(g′h3)1/2 and the
additional parameters α, h/Hs, xs/Hs and Hs/L, where g′ = g(�ρ)0/ρ0 and g is the gravitational
acceleration.

For maintained steady discharges, Coates et al. (2001) showed that the response is char-
acterised by an initial phase of intense shear-induced mixing at the nose of the wedge and
a second phase where the mixing is significantly reduced and the wedge is forced relatively
slowly down and along the bed slope. An energy balance analysis predicts that k(t) [(1/2)
ρ0Q3 t/(hb)2] ∼ [(1/4)(2L − xw)bδ2(�ρ)g] where k(t) is the proportion of the total kinetic energy
“river” input allocated in time t to an increase in potential energy of the system due to flushing.
The scaling prediction δ/h ∼ k(t)1/2 [(Q3t/h4b3)/(2L − xw)(g′)0]1/2 follows from the energy bal-
ance equation. Experimental results show good agreement with this scaling and indicate that the
energy conversion factor k decreases with time to an asymptotic value ka that scales well with Fr0.
For cases with multiple intermittent periodic flushing flows of duration ts, experiments confirm
the importance of the starting phase of each flushing event for the time-dependent behaviour of
the saline wedge after reaching equilibrium in the intervals between such events. No significant
differences are found in the position of the wedge between cases of sequential multiple flushing
flows and steady single discharges of the same total duration.

2.2 Transient exchange flow development over a descending barrier

The second case to be studied (Cuthbertson et al. 2004) is that of a microtidal estuary in which the
full blockage to the estuary is removed. For such cases, the reduction of the height of the barrier
causes the development of a transient exchange flow between the initially-separated, quiescent
fresh or brackish water of the estuary and the saline coastal waters. An important issue is the
extent to which the developing exchange flow across the descending barrier may be analysed in
terms of quasi-linear behaviour. Figure 2 illustrates the model flow configuration. A fresh water
volume of homogeneous density ρ0 fills a channel C with bottom slope α. This is separated from a
large reservoir R of homogeneous saline water of uniform density ρ0 + (�ρ)0 by an impermeable
barrier I of initial height (hb)max. The barrier descends at a rate dhb/dt, allowing the two water
bodies (i) to connect above the submerged barrier crest at time t = 0 and (ii) to initiate a transient,
buoyancy-driven exchange flow across the descending barrier. Details of this exchange process, and
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Figure 2. Schematic representation of experimental configuration.

Figure 3. Integrated time series of vertical density profiles at X /Hb = 1.75, g′Hb/(dhb/dt)2 = 3.31 × 105

and (�ρ)/(�ρ)0 coded values shown.

associated formation of a near-bed brackish pool behind the descending barrier, may be analysed
as a parametric function of barrier descent rate dhb/dt, total fluid depth Hb at the barrier and the
reduced gravitational acceleration g′ associated with the proportional density difference (�ρ)0/ρ0

driving the exchange flow.
Above the crest of the descending barrier, a well-defined density interface is established, separat-

ing an intruding dense saline water layer of thickness h2b(t) flowing over the barrier and descending
into the initially-quiescent fresh water volume C, and a compensating outflow layer of fresh water
at the free-surface with thickness h1b(t), flowing towards the saline reservoir R. The saline intrusion
into the upper channel results in the formation of a near-bed layer of brackish water of nominal
thickness δ(x, t) and mean density excess (�ρ)m, where (�ρ)m< (�ρ)0 due to turbulent mixing. The
leading edge of this intrusion propagates away from the barrier as a gravity current as the intruded
volume of brackish water increases. Figure 3 shows an integrated time series plot of the growth in
thickness of this brackish layer in terms of normalised density contours (�ρ)/(�ρ)0 = 0 − 1.0 for
the growing layer. The brackish layer thickness δ can be defined arbitrarily by the elevation δ0.2 of
the normalised contour (�ρ)/(�ρ)0 = 0.2 within the interface between the brackish layer and the
overlying fluid. The dependence of the temporal increase in δ0.2 upon the external forcing param-
eters g′ and Hb is shown in Figure 4. These dimensional plots show that (for otherwise constant
conditions) an increase in Hb is associated with an increased brackish layer thickness δ0.2, while
larger g′ values result in an accelerated brackish layer development.

To reflect the variation in detection time (tdet)j of the brackish water layer at the different
measurement stations Xj located successively upstream from the barrier and to integrate all experi-
mental data, it is convenient to utilise a modified time scale (t − tdet) and express the model
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Figure 5. Non-dimensional plots of δ0.2/Hb versus (t − tdet)(g′/Hb)1/2 for g′Hb/(dhb/dt)2 ranges shown for
(a) experimental data obtained at X /Hb = 2.65, 1.75, 1.05 and (b) model-derived predictions.

results in dimensionless form. Dimensional analysis provides a functional relationship δ0.2/Hb =
�[(t − tdet)/(g′Hb)1/2, (g′Hb)/(dhb/dt)2, Xj/Hb], from which the complete data set of measured
brackish water thicknesses δ0.2/Hb can be plotted versus (t − tdet)/(g′Hb)1/2 for different values of
(g′Hb)/(dhb/dt)2 and Xj/Hb (Figure 5(a)).

Predictions are also obtained from the maximal exchange flow model through computation of
the saline fluid volume flowing over the descending barrier crest as a function of elapsed time
t. By continuity, this volume of intruded saline fluid is used to calculate the resulting brackish
layer thickness behind the barrier δ/Hb. Comparisons between the measured experimental data and
model predictions (Figures 5(a) and 5(b), respectively) are encouraging: in particular, they reveal
similar qualitative tendencies in the observed reduction in the rate of increase in δ0.2/Hb values
with (t − tdet)(g′/Hb)1/2 for larger values of g′Hb/(dhb/dt)2.

2.3 Tidal overtopping of a fixed barrier

Partially- or fully-submerged control structures (i.e. tidal weirs) within estuaries will generally
allow a certain degree of exchange and mixing between the semi-enclosed fresh water body and
coastal saline waters. For such cases the flow is determined by the relative influence of tidal and
fluvial forcing, as well as density-driven processes. A laboratory model (see Figure 6) has been built
to show the temporal variation in density stratification within the semi-enclosed channel resulting
from cyclic tidal intrusions of saline water over a fixed barrier.

A barrier of fixed height hb and submergence depth hs separates a homogeneous salt water
reservoir of density ρ0 + (�ρ)0 from a channel of width B and slope α carrying a steady fresh
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Figure 6. Schematic representation of physical system.

(a) (c)

(d)(b)

Figure 7. Time series of vertical density profiles at Xj/hb = 1.6, q/(g′h3
b)1/2 = (a) 0.0, (b) 0.063, (c) 0.126

and (d) 0.189, with hs/hb : Hα/hb : g′τ 2/hb = 0.25 : 1.3 : 5390.

water “river” inflow at a discharge Q (i.e. discharge per unit width q (= Q/B)) and uniform density
ρ0. The free surface level of the salt water reservoir varies sinusoidally, with amplitude Hα and
period τα .

If the temporal characteristics of the brackish water pool can be described adequately in terms
of its thickness δ(Xj , t), the functional relationship δ/Hb =�[q/(g′H 3

b )1/2, hs/hb, Hα/hb, g′τ 2
α/hb,

t/τα] can be applied to describe the problem. Figure 7 shows typical integrated time sequences
of density profiles obtained at high frequency over a series of tidal cycles at a fixed location
Xj behind the barrier. These illustrate the cyclic nature of the intrusion and flushing process for
different external conditions and indicate well the influence of the inflow discharge q for otherwise-
identical conditions. Cases with no freshwater inflow (i.e. q = 0, Figure 7(a)), are characterised by
a rapid filling of the pool over the first few tidal cycles. The brackish layer increases in thickness δ
to fill the full flow depth, resulting in a near-homogeneous water column of density excess (�ρ)m

close to that of the undiluted saline water (i.e. ρ′ = (�ρ)m/(�ρ)0 ∼ 1). By contrast, cases with
high freshwater inflow q (i.e. Figure 7(c) and (d)) show weaker intrusion resulting from increased
mixing, which in turn inhibits the formation of a clearly-defined near-bed brackish pool. During
the ebb phase of the tidal cycle, this high magnitude freshwater inflow typically flushes out a large
proportion of the well-mixed brackish fluid from behind the barrier. Indeed, experimental findings
suggest that the non-dimensional inflow parameter q/(g′H 3

b )1/2 is dominant in determining the
temporal development of the brackish layer behind the barrier, while parameters associated with
the downstream tidal conditions (i.e. hs/hb, Hα/hb and g′τ 2

α/hb) are of secondary importance, at
least for the range of parameters considered here.

The brackish water pool thickness δ(Xj , t) is again defined arbitrarily in terms of the elevation of a
specific density excess contour representing the upper edge of the intruded layer at a given measure-
ment station Xj (e.g. ρ ′ = (ρ− ρ0)/(�ρ)0 = 0.4 → δ0.4(Xj , t)). Composite dimensional time-series
plots of the tidally-averaged brackish layer thickness δ0.4,ave (which is spatially-averaged over four
measurement locations Xj) are plotted in Figure 8 for different values of q, g′ and hb. These reveal
the systematic reduction in δ0.4,ave values for increasing values of q. This plot also indicates that
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Figure 9. Time series of density contours ρ′ for q/(g′h3
b)1/2 : g′τ 2

α/hb = (a) 0 : 8230 and (b) 0.123 : 13000.

larger values of g′ (for otherwise identical conditions) are generally associated with increased
values of δ0.4,ave.

Two mixing mechanisms are postulated to operate within the flow, on different time scales.
Firstly, significant mixing occurs as a result of turbulent entrainment of fresh and brackish water
into the descending plume of denser saline water as it intrudes over the barrier at high tide. This
process dominates when the freshwater outflow q is weak and the thickness δ of the intruded pool
is small (i.e. the descent distance for the intruding plume is a maximum). This process would
therefore be expected to weaken with time t as the pool fills and the descent distance diminishes.
The second mechanism for mixing is the shear-induced entrainment between the upper layers of
the brackish water pool and the overlying fresh water outflow. In contrast to the first mechanism,
this process is expected to dominate when q is high and when the thickness δ of the brackish water
pool is sufficiently large (i.e. after a number of tidal cycles) for the brackish water to be “eroded”
and expelled by the freshwater discharge.

Time series plots of density contours for weak and strong freshwater outflows (Figure 9(a)
and (b), respectively) appear to validate this conceptual mixing model. In the former case (q = 0;
Figure 9(a)) the thickness of the interface between the brackish and freshwater layers (defined here
by the difference in elevation between the ρ ′ = 0.2 and 0.6 contours, i.e. δ0.2 − δ0.6) is largest after
the initial tidal intrusion and decreases significantly with time t as the brackish layer thickness
increases with time t. This provides clear evidence for the enhanced mixing between the intruding
saline plume and receiving waters in the early stage of the exchange. By contrast, time series plots
for a high magnitude inflow q (Figure 9(b)) reveal that the thickness of the brackish water pool and
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the interface thickness (δ0.2 − δ0.6) increase significantly with time t. This is clearly indicative of
upper surface mixing by shear-induced entrainment into the high fresh water flow q.

Within unblocked estuaries the estuarine Richardson number R is commonly used to measure
the degree of turbulent mixing between the outflowing fresh water layer and the underlying saline
water intrusion or wedge. This is generally defined as the ratio of buoyancy input from the fresh
water inflow Q to the kinetic energy input from the tide (Fischer, 1979) such that R = g′Q/(BU 3

t ),
where B is the channel width and Ut is the r.m.s. tidal velocity. In the presence of a tidal bar-
rier, it may be hypothesised that Ut across the barrier crest may be represented by k(g′hs)1/2 (k
being a numerical coefficient) and a modified blocked estuarine Reynolds number Rb given by
q/(g′h3

s )1/2. This modified estuarine Reynolds number takes account of the contribution both from
fluvial and tidal forcing. Figure 10 shows the tidally-averaged brackish layer thickness δ0.4,ave/hb

plotted versus Rb for three groups of a dimensionless parameter (�t/τα)(Hα/hb), where (�t/τα)
represents the relative time per tidal cycle over which the saline intrusion occurs and (Hα/hb) is the
relative tidal amplitude. This plot suggests that for a given brackish layer thickness δ0.4,ave/hb, down-
stream tidal forcing becomes more significant (i.e. lower q/(g′h3

s )1/2 values) when the parameter
(�t/τα)(Hα/hb) increases (i.e. larger relative intrusion times or tidal amplitudes).

3 SUMMARY AND CONCLUSIONS

The model studies reveal a range of different processes that can affect the hydrodynamic exchanges
associated with natural or man-made barriers that restrict the flushing of open estuary environments.
Turbulent mixing is seen to be influential throughout the transient adjustment of the flow, with
turbulent entrainment and shear-induced overturning processes being dominant respectively during
different phases of the flow development. Simple dimensional analysis is seen to produce useful
functional relationships for these exchange processes.
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ABSTRACT: The general equation for the energy difference between two flowing layers is derived.
For a circular weir the gradually varied velocity near the free surface is matched with the spherical
velocity distribution. For a single layer this implies the velocity in the layer flowing is self-similar
and using the energy difference equation and the condition of interface smoothness give the critical
flow. This discharge is then matched with the weir discharge. When two layers are flowing we use
the critical flow for a single layer and assuming the density differences are small when the both
layers are flowing this discharge is constant. When the interface is above the critical interface we
require the interfaces to be smooth. We then use both the differential of both the energy difference
equation and the equation at the free surface to determine the ratio of the discharge in the lower to
the total discharge.

1 INTRODUCTION

For a circular weir and for a particular two layer stratification we wish to know the discharge from
each layer. In this case there are two controls. The discharge control is complicated with curvature
of the streamlines and the rating curve is normally determined by model studies. Away from the
discharge control where the curved streamlines are important there is zero velocity in the lower
layer we can use the spherical distribution matched with the uniform distribution of the gradually
varied flow assumption and then use the steady state Bernoulli equation. We can either maximize
the discharge or determine the conditions when the interface becomes tangent to the upstream face
of the weir to determine the critical layer depth.

When two layers are flowing the second control (sometimes called the virtual control) is also in
the region away from the curved streamlines and in this region we can make reasonable velocity
assumptions and then using the two steady Bernoulli equations and differentiating them with respect
to distance and obtain the expression for the surface slope. The smoothness condition leads to the
calculation for control surface and matching the flow with weir discharge determines the discharge
from the lower layer. We assume that this must be maximized. It is important to note that the
theory considers steady flow only and these would be difficult to obtain in any practical situation.
However the theory should be satisfactory provided the reservoir is sufficiently large that the time
for a particle to travel between the controls is short compared to the time for changes in levels of
the interface.

2 THE ENERGY DIFFERENCE EQUATION

Before looking at the specific flows it is appropriate to look at the equations at an interface which
has a sharp density change. The case considered is illustrated in Figure 1. Above this velocity,
density, potential energy and pressure are A1,v1,ρ1, PE1 and p1 and below this interface variable are
sub-scripted 2. Applying the Bernoulli equation for a steady flow between the flow and the infinite
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Figure 1. The nomenclature for energy difference equation.

reservoir we get on the upper side of the interface and the lower side of the interface we get

We define It as ρ1/ρ2 and zr and Zr as the level of the interface at r and at infinity and assuming
the velocity is constant at any r within each layer we can remove the pressure by subtracting the
equation for the upper and the lower layer and scaling with Zr we get

where q1 and A1 and q2 and A2 are the discharges and area in the upper and lower layer. It is
notable that this equation is not dependant on the hydrostatic assumption. The form of equation (3)
is the same as used by Dalziel (1991) Armi(1986) and Lane-Serff (2000) and is sometime called
the internal energy equation. (It is however the energy difference between the two layers). The
smoothness criteria requires the differential of the equations

Defining

And the energy difference becomes and differential energy equation become

And differential energy equation becomes
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Figure 2. The nomenclature for the case of the critical flow for a single layer flowing over a circular weir
with a sloping upstream face.

Figure 3. The flow over weir and the pressure distribution on the upstream face.

3 THE SINGLE LAYER FLOW WITH A SPHERICAL VELOCITY DISTRIBUTION

For any particular radius (R) and weir angle (ϕw) the critical discharge will depend on the depth of
the interface below the crest. This is illustrated in Figure 2. For any flow, the outlet characteristics
of weir is the first control and determines the discharge. For the case of two dimensional weir
when the upstream face of the two dimensional weir is vertical. Figure 3 illustrates the pressure
distribution on the vertical face (Reid and Rouse 1935). Close to the crest there is a region were
the flow feels the zero pressure at the crest and the curvature of the streamlines at the weir and
this will pull the interface over the crest. We assume that when R is finite this pattern of pressure
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does not change. When the flow is from layer above a stationary layer then for the critical flow
there is a second control and we assume that is beyond the influence of the pressure at the crest.
This control is where the interface intersects the upstream face of this weir. We assume that there is
an origin on the extension of the upstream face of the circular weir, but the position of this origin
will be determined later. At the origin, we consider a horizontal plane and define this level as a
datum. Below this datum we define a radius, r, and the angle from the horizontal to the downstream
face of the weir, ϕw and upstream of the contact with the interface the angle is ϕi. At the control
point the interface becomes tangent to the wall and hence ϕi equals ϕw and r equals rc. Upstream
of the point of contact we assume that portion of the flow next to the surface is gradually varied
and below this the velocity vectors are radial. We further assume that the division level between
the gradually varied region and the radial velocity region is at the datum. (The horizontal datum
enables the matching of the velocity and the gradient of the velocities at the junction of the two
regions). We assume there is no mixing and hence the density along any streamline is constant and
thus the ratio of the discharge in the gradually varied region to the discharge in the radial velocity
region does not change with r. This assumption is an extension of the classic assumption used by
Craya (1949).

The gradually flow region is zg above the datum and below the datum the vector is radial. zri

is the vertical distance from a point on the curve ob in the region where the flow is radial to the
datum. zs is the vertical distance from the free surface at any point along the curve ab and zt is the
sum of zg and zri. When r equals infinity then the value of the gradually varied region, radial region
and the total depth are Zg, Zri and Zt. For the single layers at the level of the interface at infinity
the pressure are hydrostatic thus

This can be satisfied if

And

Using equation (8) we get

substituting into the area into equation 6 with v21 as zero we get

when ϕi is ϕw and dϕw/dr equals zero then equation 11 gives the expression for the control radius
r′c and noting that z′

c is r′c sinϕw we get
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This is a quadratic equation and using its solution we calculate the discharge as a function of z′
c

and this with the normal weir equation for the main control.

This give us the for Z′
dc .The value of C for a two-dimensional vertical weir is approximately 0.611.

Senturk (1994) showed that the difference between a circular weir and the two dimensional weir is
small. The USBR model experiments show that for a two dimensional weir the difference between
the C for a vertical upstream face and a 45 degrees face is very small (Chanson 1999) and we will
assume that differences are small for ϕw of π /2 and 3π /8. This equation allows us to calculate
Zdc/Zr for a range of angles.

When ϕw is π /2 the origin is vertically above the upstream face of the weir crest (Figure 2).
Taking a new datum as the free surface at r equals infinity (Z′

dc) the origin for r is Z′
g below this.

The crest is Z′
dc − Z′

g below the r′ origin. When ϕw is less than π /2 the origin is obtained extending
a distance rc along the upstream face of the weir (Figure 2b). We then use an iterative process to
determine the real Ro. We initially assume that Ro equal R. Calculating the value of rc and Zdc,
and taking an origin Z′

dc (the origin for r is Z′
g) and the vertical position of the crest of the weir

below the r datum we have the values of Z′
dc − Z′

g. Thus the new estimate of R′
o is (Z′

dc − Z′
g)cot

ϕw. If this is less zero there is no solution, otherwise we repeat until the value of R′
o converges.

It remains to check whether the distance from the crest interface to the lower layer intersection
with the upstream face (Figure 2 zbc) for the assumed velocity to be reasonable.

4 THE TWO LAYER FLOW

For the case when the density difference is constant above the interface and a defined depth below the
interface (Zri + Zg) have determined the depth above the weir crest (Zdc) and the critical discharge
(qtc) such that there was no flow below the interface. We now consider the case density difference
between the layers is small and thus when the depth of the interface is decreased the discharge is
then unchanged. For this critical discharge (qtc) and we want to determine the ratio of flow from
the lower layer to the total discharge as the depth of the interface below the free surface at infinity
decreases. We assume that the upper flow may be divided into a region of gradually varied flow and
radial flow as Figure 4 and it is noted that at infinity the depth of the upper layer tends to a finite
value where as the depth of the lower layer tend to infinity. This implies that at infinity a finite
velocity in the upper layer and zero in the lower layer and thus at infinity interface Z′

g is (1 − It)/It.
In the second layer there is a step change in the velocity magnitude. The flow is still radial and

at the upstream face of the weir the flow direction is ϕw. In this case we need to use the free surface
and the interface equations and consider only the virtual control (the second control) far upstream
from the region where the streamline curvature affects the control. We scale with the new value of
Zr and the area of the flows are

Now it is worth noting that an infinity the depth of the upper layer tends to a finite value where as
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Figure 4. The nomenclature for the case of two layers flowing over a circular weir with a sloping
upstream face.

Differentiating equation (15) we get the equation

using equation 7 for the lower layer and noting that z′
ri is r′sinϕ and inserting this into equation 6

we get

The coefficient of equations 16 and 17 are written as A1, B1 and C1 and A2, B2 and C2 and thus
the slope of the interfaces are

Now for all cases when r tends to infinity, D0 tends to 1 − It and it is reasonable to assume that the
form of the value of D0 as in Figure 5. Thus, for these interfaces to be finite, when D0 equals zero
then both D1 and D2 also equal zero. When D0 equals zero we get

And when for D1 equals zero we get
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Figure 5. The variation of D0 with r.

Equating we get

Now A′
2 and its partial differentials are function of r′ and ϕi. Similarly the partial differential of A′

1
with z′

g are functions of r′ and ϕi. However A′
1 and the rest of its partial differentials are functions

of z′
g. Equation 15 is used to obtain z′

g as a function ω′ and we get after some algebra a quadratic
equation in ω′, and for any given φi this determines the smoothness criteria when D0 and D1 equal
zero. For any R′ and φw, we choose ϕi and can then obtain a solution for ω′ as a function of r′. We
then return to the either expression for v21 and obtain the equation for

So far we have used the condition of smoothness and determined the virtual control and the ratio of
the discharge above the interface and below it and with the Boussinesq approximation to calculate
value of q2/qt. Hence for a given ϕw, It and R, we get ω′ as a function of r′v and φi. For each ϕi

equation 22 with some algebra gives a plot of q′
2/q′

t as function of r′v.
For the case when ϕw is π /2, R is 1.0 m, the depth below the free surface is 1.0 m and It is 0.98 the

calculations in equation (13) gives the free surface height above the weir crest as 0.4483 m (Zdc).
We define a constant values of Ct (Zt/Ztc = Zr/Zrc) and using the smoothness equation (21) and (22)
and assumption of constant discharge we get q′

2/q′
t as function of r′v (Figure 6a) for a range of these

constant values of Ct. This Figure shows that when ϕw is π /2 for each constant value of Ct there is
a maximum of q′

2/q′
t, and this maximum value determines the solution. Figure 7 shows the function

of q′
2/q′

t at this maximum as a function of Ct (Zt/Ztc). For the same geometry when It is 0.93 the
calculations in gives the free surface height above the weir crest as 0.6676(Zd) and solutions which
are negligibly different from Figures 6 and 7. This is not surprising as it infers that the major effect
of the density differences (1 − It) is accounted for by the determination of the critical discharge.

The most interesting portion of Figure (6a) is the step jump from the case when there is no flow
in the lower layer to the solution q′

2/q′
t when Ct is 0.98. This is not surprising as the streamlines for
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Figure 6. When R and the interface depth are 1.0 metre and It is 0.98 the smoothness criteria yields q′
2/q′

t as
function of r′v for a range of values Ct (Zt/Zc). Figure 6a is the case with φ is π /2 and the critical calculations
give the free surface height above the weir crest as 0.4483 metres and Figure 6b is the case when φw is 3π /8
and the critical calculations give the free surface height above the weir crest as 0.3905 metres.

Figure 7. The final values of q′
2/q ′

t as a function of Ct (Zt/Ztc) for the case when R is 1 m and φw is π /2 and
3π /8. It is notable but not surprising that the small variation in the density ratio (It) is negligible.

the critical flow and the start of the flow from the lower layer are distinctly different. Figure (6a)
also shows that the value r′v at the maximum of q′

2/q′
t increases as the value of Ct decreases. Thus the

distance between the discharge control and the virtual control increases and this may be important
as the time for a particle to travel between the virtual control and the crest increases the steady
solution may become invalid.

For the case when ϕw is 3π /8, R is 1.0 m, the depth below the free surface 1.0 m and It is 0.98
the calculations from equation (13) gives the free surface height above the weir crest as 0.3905 m
(Zd). For smoothness condition we get for a range of value the graphs of Ct as function of r′v in
Figure 5b. Figure 6b for ϕw equal to 3π /8 then gives the maximum of q′

2/q′
t as a function of Ct.

The difference between the Figures 6a and Figure 6b is remarkable in that with the smaller slope
of the upstream face of the weir there is no longer a major step change between the critical flow
and the small flow coming from the lower layer. In this case the total discharge is the same as the
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critical discharge (qc) and the equation in Figure 7 can be written as

This implies that if we know the depth at infinity for the critical discharge (Ztc) then for any lesser
depth (Zt) then we can obtain the proportion from the lower layer. This is not surprising as the
density differences between the layers are small and flow behaves as if was of a uniform density.

5 CONCLUSIONS

The selective withdrawal of a surface layer of small density difference from a circular weir the most
important variable is the critical discharge .When the upstream face of the weir is vertical there is
a sharp change between the critical discharge and when there is flow from the lower layer and this
must cause instabilities and may be avoided with a weir with a sloping upstream face.
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ABSTRACT: Details are given herein of the limitations of physical and numerical models in
predicting water quality indicator levels in river and estuarine waters and with particular emphasis
being focused on faecal coliform levels. On-going research studies to improve on the predictive
capabilities of such models for coliform and nutrient loadings are outlined, incorporating field,
experimental, and computational hydraulics and hydroinformatics modeling techniques. Three
case studies are cited, including: (i) Cardiff Bay, a freshwater body where dynamic decay rates
were found to be significant, (ii) the Ribble Estuary, where diffuse source pollution was found
to be significant during storm conditions, and (iii) the Severn Estuary, where bacterial-sediment
interactions were found to have a key impact on compliance of bathing waters with the European
Union Bathing Water Directive.

1 INTRODUCTION

In recent years there has been a growing global effort to address issues relating to water quality in
river and estuarine waters. For example, in the U.K. much effort and expenditure has been focused on
treating domestic and industrial effluent waste, with a view to reducing to a minimum the discharge
of storm water overflows into riverine waters. As a result the water quality of many major rivers,
e.g. the Thames, has improved considerably in recent years and aquatic life is once again thriving
in numerous river and estuarine waters. In most cases the challenge to clean up river and estuarine
waters has been driven by legislation, e.g. in Europe by EU Directives, such as the Bathing Water
Directive, the Habitats Directive and, more recently, the Water Framework Directive. In connection
with such water quality concerns and legislative requirements engineers and scientists have now
been involved for some time in a range of hydroenvironmental impact assessment studies for water
quality management. Typical causes of concern to engineers and scientists involved in improving
river and estuarine water quality include, for example: (i) sewage discharges of untreated effluent,
either directly or from storm water overflows, (ii) industrial and chemical waste from factories
alongside rivers and estuaries, (iii) animal waste, either in the form of point sources from intensive
husbandry or aquaculture, or diffuse source inputs from land or rivers, (iv) fertilizers from crop
farming, and (v) other less obvious forms of impediment to good water quality. Such other forms
of water quality impediment might include: increased temperatures from cooling water discharges,
increased saline levels (or brine) discharged from desalination plants, high turbidity levels due to
storms, and changes in the flow regime due to natural or human intervention with the geometric or
bathymetric boundary conditions.

Over the past two or three decades there has been an increasing emphasis placed on using
computational hydraulics and hydroinformatics tools, rather than physical modelling facilities, for
predicting flow, water quality, sediment and contaminant transport and morphological processes
in river and estuarine waters. This increased enthusiasm for using numerical and hydroinformatics
models has occurred for a number of reasons; primarily due to problems associated with phys-
ical models such as: scaling, expense, transportability and adaptability. For further details see
Falconer & Lin (2003). However, although computational hydraulicians have placed considerable
emphasis on predicting the hydrodynamic processes with increasing levels of sophistication in river
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and estuarine waters, many of the bio- and geo-chemical processes are still often treated in a some-
what simplistic manner. In modelling numerically the flow and water quality indicator processes in
river and estuarine waters, there are still a large number of uncertainties included in computational
hydraulics models, and particularly with regard to the kinetic transformation rates and partitioning
interactions between solutes and the bed sediments. The studies reported herein therefore focus on
representing more accurately some of these complex kinetic and bio-geochemical processes.

In addition to the provision of brief details about the model, particular emphasis is focused herein
on describing the refinements with regard to the kinetic transformation processes and the application
of these developments to three site specific studies. The first two studies relate to refinements to
the decay rate for faecal coliforms in Cardiff Bay, Wales, and the Ribble River Basin and Estuary
along the North East coast of England. The third study, outlined briefly, relates to the partitioning
and interaction between faecal coliform and heavy metals with the bed sediments in the Severn
Estuary, with the basin again being sited in the U.K. The resulting field data acquired and the
numerical model simulations have shown that the receiving water concentration predictions for
coliforms, nutrients and heavy metals are all highly dependent upon the choice of constants and
the formulation of complex kinetic and bio-geochemical processes.

2 HYDROENVIRONMENTAL MODEL DETAILS

2.1 Hydrodynamic model

The numerical models herein developed to predict the hydrodynamic features reported in the studies
cited herein were set up to solve the 3-D Reynolds averaged Navier-Stokes (RANS) equations. Two
2-D/3-D models were used in these studies; the first being the Hydroenvironmental Research
Centre’s (HRC) own model, named TRIVAST (ThRee-dimensional layer Integrated Velocities
And Solute Transport), which solves the layer averaged 3-D RANS equations (i.e. including the
hydrostatic pressure assumption). Likewise, for the 2-D simulations the model DIVAST was used.
These model are based on a regular finite difference grid solution in the horizontal plane and an
irregular boundary fitting grid in the vertical plane. The models have been used extensively for
coastal and estuarine studies, with further details of the 3-D model being given in Wu & Falconer
(2000) and Lin & Falconer (2001). In extending either of these models well up any riverine basin,
and where conditions could be adequately represented by a 1-D model, then the Centre’s 1-D solver
of the area integrated RANS equations – giving the St. Venant equations – was used, namely the
FASTER (Flow And Solute Transport in Estuaries and Rivers) model. This model is again finite
difference in form and further details are given in Falconer et al. (2001).

More recently the studies have been extended to use the HEMAT (Hydro-Environmental Model
and Analysis Tool) model. This model has been primarily developed by the Water Research Centre
in Iran, in collaboration with the HRC at Cardiff University. The model is ideally suited to predicting
complex free-surface flows in estuarine and coastal basins, since it solves the 2-D RANS equations
(including 3 types of turbulence models) and uses the finite volume method. Both second- and third-
order accurate and oscillation free explicit numerical schemes are included in the model to solve the
shallow water equations, together with an algorithm to predict for flooding and drying of inter-tidal
regions. The model deploys an unstructured triangular mesh and incorporates two types of mesh
layouts, namely the ‘cell centred’and ‘mesh vertex’ layouts. A powerful mesh generator is also pro-
vided, which enables the user to adjust the mesh-size distribution interactively to create a desirable
mesh. The quality of the mesh has been shown to have a major impact on the overall performance
of the numerical model. Further details of this model are given in Namin et al. (in press).

2.2 Water quality and sediment transport model

In modeling numerically the flux of water quality indicator organisms, sediments or heavy metals
etc. within river and estuarine basins, the conservation equation of a solute mass can first be derived
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in the general form for a 3-D flow field and then time averaged to give the following form of the
equation for solution:

where φ= time averaged solute (including suspended sediment and heavy metal) concentration;
φs = source or sink solute input (e.g. an outfall); φd = solute decay or growth term; and φk = kinetic
transformation rate for the solute.

The cross-produced terms u′φ′ etc. represent the mass flux of solute due to the turbulent fluc-
tuations and are then layer (or depth or area) averaged to give a combined turbulent diffusion and
longitudinal dispersion term. By analogy with Fick’s law of diffusion, these terms are generally
assumed to be proportional to the mean concentration gradient and with a positive flux being in
the direction of decreasing concentration. For transport in the various directions the combined lon-
gitudinal dispersion and turbulent diffusion coefficient is often associated with the eddy viscosity
(εt) through the Schmidt number, with typical values of the coefficient found to vary significantly
depending upon the flow field and basin characteristics, see Fischer (1973).

In modelling faecal coliform (or similar) the decay in Equation (1) is generally expressed as a
first order decay function in the form of the following formulation:

where k = coliform decay rate (day−1), and with values of k being typically assumed to be a
constant or a function of temperature. For hydroenvironmental management studies the decay rate
is often expressed in terms of a T90 value, i.e. the time taken for 90% of the bacteria to die-off. The
relationship between T90 and k is given as:

where T90 is the decay rate (hr), with values often varying from 0.5 hr to several days.
In modelling enteric bacteria in river and estuarine waters, as for heavy metals, faecal coliform

can also be locked up in the sediments and in the studies reported herein the advective-diffusion
equation (1) was first used to predict the depth averaged cohesive and non-cohesive sediment
fluxes and concentrations. For the cohesive sediment transport flux the source term φs was equated
to the net erosion-deposition, with resuspension and deposition rates being given by Sanford &
Halka (1993). For the non-cohesive sediment transport flux the van Rijn (1984a,b) formulations
were used to determine the bed load and suspended load concentrations. The corresponding source
term in equation (1) was expressed in terms of the product of the particle settling velocity and
the difference between the sediment concentration at a reference level ‘a’ above the bed and the
equilibrium sediment concentration at the reference level ‘a’. The reference level ‘a’was assumed to
be equal to the equivalent roughness height ks, with a minimum value being given by: a = 0.01H –
where H is the depth of the water column.

A new conceptual model has been developed for the interaction between enteric bacteria and
the suspended and bed sediments (see Lei et al. 2004), with this model being further refined
through current on-going studies. In developing new formulations of the link between enteric
bacteria levels and suspended sediment concentrations in natural waters the following assumptions
were first adopted: (i) that the adsorption of bacterial organisms to suspended solids takes place
immediately; (ii) that there are enough suspended solids surfaces in the water column to provide
living places for the bacterial organisms; and (iii) that within the water column the distribution of
the suspended solids concentrations and bacterial populations are uniform along the water depth,
therefore the bacterial populations absorbed onto the sediment surfaces are the same as that for
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Figure 1. Schematic illustration of bacterial–sediment interaction in estuarine waters.

each unit of sediment concentration. In applying these assumptions and based on extensive field
surveys the formulation for the source term in the advective-diffusion equation, expressed in a
form enabling the enteric bacterial levels in the water column to be calculated, can be written as:

where �φs source or sink term, including bacterial decay, deposition disappearance, entrainment
from the bed and wastewater treatment outfalls etc; C = depth averaged bacteria concentration
(cfu/100 ml); dCd = loss of bacteria population due to deposition of the suspended solids dur-
ing a time interval dt; dCr = bacterial population increase due to sediment resuspension in a
time interval dt; Qo = outfall discharge (m3/s); Co = outfall discharge concentration (cfu/100 ml);
Ao = horizontal discharge area (m2); H = water column depth (m); and N = total number of outfalls.
An example illustration of the bacterial–sediment interaction is illustrated in Figure 1.

3 HYDROENVIRONMENTAL MODEL DETAILS

3.1 Cardiff Bay study

The port of Cardiff was once one of Britain’s largest international trading ports and has been through
a period of decline since its heyday in the 1920s. Whole scale urban regeneration of the docks area
was seen as the most appropriate means of regenerating the southerly part of Cardiff and a plan to
construct a 1.4 km long tidal exclusion barrage across the mouth of Cardiff Bay was given Royal
Assent in 1993. The barrage was designed to create a freshwater lake of 200 hectares, incorporating
the rivers Taff and Ely, with 13 km of waterfront, enhancing opportunities for recreational water
use and commercial and domestic development (see Figure 2).

In constructing the barrage and lock gate structures etc, across the mouth of the estuary, the
impoundment of the two rivers and the change of the Bay from an estuary, with extensive flooding
and drying, to a freshwater lake would have major changes on the hydroenvironmental management
and water quality issues upstream of the impoundment. In particular, following impoundment the
main water quality issues needing to be addressed can be summarized as follows:

• The Bay would now experience long retention times, whereas previously the estuary was well
flushed with substantial tidal variations – up to 14 m during spring tides;
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Figure 2. Photographic illustration of Cardiff Bay and Barrage and the rivers Taff and Ely.

• Several combined sewer overflows (CSOs) discharge directly into the watercourses under wet
weather flow conditions, thereby leading to effluent discharges reaching the Bay;

• Nutrient and pathogenic inputs were expected in the form of diffuse source discharges from
agricultural runoff etc, which in turn would flow via the rivers into the Bay; and

• Low dissolved oxygen levels were expected in summer, particularly in the lower layers of the
water column, leading to stratification and interaction with contaminated sediments.

As a result of some of these concerns the Hydroenvironmental Research Centre at Cardiff Uni-
versity undertook a substantial on-going research study to refine and apply an integrated modelling
tool for hydroenvironmental management of the Bay. The project strategy consisted of integrat-
ing a CSO model (namely SWMM), with the Centre’s 1-D river model FASTER and 3-D model
TRIVAST. The latter two models have been developed by staff within the Research Centre, whereas
the model SWMM is a stormwater rainfall-runoff model developed by the U.S. Environmental
Protection Agency. The integrated modelling tool is being continuously refined to predict faecal
coliform and dissolved oxygen levels in the Bay for various scenarios. The numerical modelling
has been complemented with an extensive field monitoring programme to establish more precise
values for the kinetic decay rate and thereby provide enhanced predictions of coliform levels in the
Bay. A laboratory model study has also been undertaken to establish retention times and provide
an indication of dispersion values within the basin.

To enable the inclusion of a dynamic representation for determining the survival rates of bacteria
in the numerical model, two field measurement exercises were undertaken to determine the key
environmental parameters affecting the faecal indicator organism levels in the bay and the rivers
Taff and Ely. These surveys were conducted in March (characterising cold, overcast conditions) and
July (characterising hot, sunny conditions). The surveys involved the deployment of two survey
boats within the bay, as well as land based survey teams to sample the rivers and other inputs.
The surveys were conducted over the period dawn to dusk, to provide information on the diurnal
variability of the relevant parameters. The main parameters measured, at various depths, included
bacterial concentrations, solar irradiance in air and water, water temperature, turbidity, pH, salinity,
conductivity, suspended particulate matter and water depth. The hydro-environmental model was
set up with field values of the vertical light extinction coefficient for the March and July surveys
and the die-off rate directly related to the solar intensity, implying that the die-off rate in darkness
would be zero. Gameson and Saxon (1967) reported that the effects of sunlight on coliform die-off
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Figure 3. Coliform levels for arbitrary release into rivers Taff and Ely at: (a) 4 am and (b) 4 pm.

were additive and independent of temperature, hence the die-off rate was expressed as the sum
of the die-off rate for darkness, kd, and the die-off rate due to sunlight, ks. Assuming that the
total faecal coliform mortality rate, k, can be defined by a simple relationship, taking into account
darkness and sunlight mortality, then this relationship gives:

where typical values for kd and ks were 100 hr and 10 hr respectively. Extensive further research was
undertaken by Kashefipour et al. (2002) and Lin et al. (2003) where extensive field data of faecal
coliform levels were used, together with artificial neural networks, to develop new formulations
for the faecal coliform decay rate k.

As part of this extensive research study, simulations were undertaken to investigate the impact of
using the dynamically proposed varying decay rates for the faecal coliform levels of the receiving
waters in the rivers and the Bay. In particular, comparisons were undertaken for a range of variables
and the results showed that the receiving water faecal coliform levels were highly dependent upon the
key variables cited above. The hydroenvironmental model was first run for hypothetical spillages
into the rivers and for a constant decay rate (T90) of 60 hr, both for day-time and night-time
conditions. The model was then re-run for day-time and night-time decay rates cited above, i.e.
ranging from 10 hr to 100 hr respectively and based on the representation given in Equation (5). The
difference in the predictions was significant and indicated that, for this freshwater basin, night-time
spillages during the autumn and winter months led to reduced faecal coliform levels in the rivers
and Bay, in comparison with corresponding spillages occurring during the notional 12 hr day-time
period (see Figure 3). Further field measurements and model predictions were undertaken, with
the die-off related to sunlight intensity, temperature and irradiance.

The corresponding test case results showed a further significant variation in the coliform levels of
the receiving waters, and highlighted the need for further studies into establishing more precisely the
relationship between the decay rate and a range of meteorological, hydrodynamic and bio-chemical
processes. Work is currently on-going within the Research Centre to relate the decay rate for faecal
coliform to a range of other variables, including: pH, turbidity, air temperature and salinity.

More recently, the hydroenvironmental studies of Cardiff Bay have been extended to include
genetic programming simulations, with these hydroinformatics tools offering new decision support
software tools for predicting water quality levels in the Bay. The approach involves using extensive
data to establish complex functional relationships, specifically for faecal coliform levels across
Cardiff Bay in this instance. This approach enables real-time predictions to be made of the gov-
erning variables once the programme has been trained. Detailed measurements were taken across
Cardiff Bay at 17 sites and typical comparisons of measured versus predicted coliform levels for
one site are shown in Figure 4. Further details of this study are given in Harris (2003). This research
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Figure 4. Comparison of measured and predicted faecal coliform levels using genetic programming.

relating to the application of genetic programming to predict faecal coliform levels in Cardiff Bay
is also currently being integrated within the framework of 2-D and 3-D hydroenvironmental models
with a view to using these tools together in a combined form. Major land use changes are currently
on-going in the Cardiff Bay catchment area and the approach being developed is to use the determin-
istic model to predict the faecal coliform levels in the Bay for a range of input parameters and then to
use the numerical model to provide the data to train and verify the genetic programme. Once trained
for the new input conditions the genetic programme can then be used for on-line management of
water quality within the Bay, with a ‘predict and Protect’ approach being used for signage when
water quality standards become a potential health risk. The model has also been extended to pro-
duce gastro-enteritis disease burden risk levels, with the aim being to reduce hydroenvironmental
health risk within the receiving waters and maximize the Bay for recreational water sports etc.

3.2 Ribble estuary and river

Another recent study undertaken by the authors relates to the refinement of the Centre’s hydro-
environmental models for studying the Fylde Coast and Ribble River Basin in the U.K., where
major concerns have arisen in recent years as a result of the coastal receiving waters failing to
meet the European Union (EU) Bathing Water Directive mandatory standards, particularly during
storm flow conditions. The Ribble river basin is situated along the North West coast of England,
near the town of Blackpool – one of the U.K.’s largest seaside resorts and a key tourist centre. At
the mouth of the estuary, there are two well-known seaside resorts, namely Lytham St. Anne’s and
Southport, and both designated EU bathing waters (see Figure 5). The area has three main centres
of population, namely the towns of St. Anne’s and Southport, located on the north and south coasts
of the Ribble Estuary, and the town of Preston that straddles the Ribble near the tidal limit. In order
to improve the receiving water quality, North West Water has invested over £500 m along the Fylde
coast and in the Ribble river basin over the past 10 years. Examples include upgrading various
wastewater treatment works from primary treatment to including UV disinfection and with storm
discharges having been reduced by the construction of 260,000 m3 of additional storage.

Although the decrease in the input of bacterial loads has resulted in a marked reduction in the
concentration of bacterial indicators, elevated coliform counts are still encountered, particularly
during flood conditions, and the bathing waters frequently continue to fail to comply with the EU
Bathing Water Directive (1976) mandatory standards. The mandatory coliform standards given in
the directive to assess compliance require that there be no more than 2,000 faecal coliform counts
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per 100 ml. For bathing waters to comply with this directive then 95% of the samples taken must
meet these standards. The water quality failures have become a major threat to the local tourist
industry. Considerable fieldwork has been undertaken by the Environment Agency and North West
Water to investigate land use management issues and how these relate to the adverse water quality
conditions. The main objective of the study was therefore to quantify the impact on various sewerage
infrastructure inputs into the Ribble river basin and the receiving coastal waters.

In undertaking a comprehensive modelling study of the basin, the Centre’s FASTER and HEMAT
models were used for predicting water elevations, velocities, salinity, total and faecal coliform levels
and suspended sediment loads in the river, the estuary and the coastal receiving waters. The main
area of interest in this study was from the outer seaward boundary, of length 41.2 km, to the tidal
limit of several rivers, each having a width at the limit of typically less than 10 m. Such a difference
in the modelling scale made it almost impossible for either a 1-D or 2-D model to be used alone.
Therefore a linked 1-D and 2-D modelling approach was used, with the domain being divided
into two sub-domains and with diffuse source inputs included in the form of line sources from
catchment land use model inputs provided by the Centre for Research in Environment and Health
at the University of Wales, Aberystwyth.

In order to ensure that the integrated model could be used to predict accurately the impact of
future improvement works and climate change on the river basin, the model was calibrated for water
elevations, velocities, salinity, suspended solids, faecal and total coliforms and faecal streptococci
against six datasets. Three of the datasets were used for initial calibration and the other three were
used for model verification. The data were collected during winter and summer months, and for
wet and dry weather conditions. Measurements were also taken for different tidal ranges, including
neap and spring tides, and at the tidal limits of the rivers and the seaward boundary, to provide
boundary conditions at the weirs for the model. Measurements were also taken within the basin at
several sites, including: 11 milepost, 7 milepost, 3 milepost and Preston Bullnose (see Figure 5).
Full details of the model study are given in Kashefipour et al. (2002).

For the calibration tests excellent agreement was obtained between the flow and faecal col-
iform predictions for the river basin. Model predictions of elevations and velocities were in close
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Figure 6. Computed faecal coliform levels for: (a) dry and (b) wet weather river flows.

agreement with the measured data. Similarly, comparisons of the predicted and measured faecal
coliform levels at all of the calibration points showed that the model was able to predict this water
quality indicator satisfactorily. The calibrated wet weather event values of T90 for the 2-D and 1-D
regions were 72 hr and 85 hr for day-time, and 106 hr and 142 hr for night-time conditions. Like-
wise, for dry weather conditions the corresponding calibrated T90 values were 37.3 hr and 50.1 hr
for day-time and 80.8 hr and 132.2 hr for night-time conditions respectively. The measured and
predicted coliform indicator levels at all of the calibration points were found to be much greater
for wet weather events, in comparison with dry weather events. It was also interesting to note that
for all wet weather events the coliform inputs from the catchments into the upstream reaches of the
Ribble and Darwen rivers were significantly larger than for the corresponding dry weather loads.

Finally, a series of baseline simulations was undertaken for a range of river flows, tidal conditions
and meteorological conditions. In addition to these baseline simulations, a number of scenario
simulations were also undertaken to establish the impact on the coastal receiving waters of further
investments in the wastewater treatment works (such as UV disinfection) at a number of sites along
the rivers. The results showed that, whilst UV disinfection and storage tanks would undoubtedly
reduce the effluent coliform inputs from the sewage works, the diffuse source inputs from the
catchment were significant during flood (or wet weather) conditions and little could be done to
reduce the adverse impact. Comparisons of the predicted faecal coliform levels for dry and wet
weather conditions are shown in Figure 6, highlighting that non-compliance at the bathing water
site was much influenced by diffuse source pollutants.

3.3 Bristol Channel – Severn Estuary

In the final study reported herein an extensive on-going 2-D modelling research project is being
undertaken with the Centre for Research into Environment and Health, at the University of Wales,
Aberystwyth, and the U.K. Environment Agency. The study involves an extensive programme of
field monitoring and numerical modelling to predict faecal contamination and nutrient levels in
the Bristol Channel and Severn Estuary where, despite extensive levels of wastewater treatment
(including UV disinfection), high levels of enteric bacterial contamination are still found in some
of the bathing waters along the estuary. In this study a new enteric bacterial–sediment transport
interaction conceptual model has been developed and measured data used to estimate the sorption
and desorption rates between the bacteria and the sediments. The data acquired through the field
data monitoring studies have shown that the bacteria can remain trapped within the sediments for
considerably long periods, only to be released and transported potentially to bathing waters during
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storm or spring tide conditions. When the bacteria are adsorbed onto the sediments and deposited
to the bed then the decay rate is found to be very low and the bacteria can be regarded almost
as a conservative substance. Relatively good agreement has been obtained between the measured
and predicted levels of faecal coliform along the estuary, with the results highlighting considerable
differences between the concentration levels measured and predicted when the interactions between
the bacteria and the sediments are included in the model.

4 CONCLUSIONS

In recent years environmental hydraulicians have placed considerable emphasis on modelling accur-
ately the hydrodynamic, mixing and sediment transport processes in river and estuarine waters.
However, in many cases the level of contamination in the downstream receiving waters is often
highly dependent upon the kinetic decay rates or the partitioning coefficients for coliform bac-
teria, nutrients and heavy metals etc. These coefficients are generally assumed to be constants in
many model studies and insufficient emphasis is often placed on these coefficients in comparison
with other hydrodynamic and mixing parameters and coefficients, such as the bed roughness and
turbulence characteristics.

In the study reported herein brief details are given of the importance of the kinetic decay rate and
the partitioning coefficient and the influence on these parameters of such variables as temperature,
salinity, irradiance, turbidity etc. Three studies are highlighted to varying degrees, with the first
study of Cardiff Bay highlighting the significance of irradiance on the decay rate for faecal coliform
and the influence of this parameter on the receiving water coliform levels. This study is now being
extended to investigate the influence of other master variables on the decay rate using artificial
neural networks and other hydroinformatics tools. In the second study the significance of diffuse
source pollutants has been illustrated, again using refined representations of the faecal coliform
decay rate. Finally, in a study of enteric bacterial levels along the Bristol Channel and Severn
Estuary an initial conceptual model – together with extensive field data – has highlighted the
potential significance of the interaction of bacteria with the sediments and, like heavy metal fluxes,
adsorption and desorption are predicted to be important processes in the transport of bacteria
through and with the water column. This latter study is currently in its infancy and is now being
extended to nutrient fluxes.
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Fate and transport modeling vs. models: A management perspective

Wu-Seng Lung
Department of Civil Engineering, University of Virginia, Charlottesville, VA, USA

ABSTRACT: While fate and transport modeling of contaminants in natural waters has been a
useful tool in managing water resources by the regulatory agencies, there is misconception about the
use of models toward water quality management, particularly in the name of modeling vs. models.
It should be pointed out that the skills of modeling are most crucial to the fate and transport
modeling instead of applying models. More importantly, practical fate and transport modeling
analyses require the support of water quality data. Modeling without data or simply applying
models should not be encouraged for water quality management. This presentation demonstrates a
number of practical fate and transport modeling studies in assisting regulatory agencies on water
quality management.

1 INTRODUCTION

One of the purposes of fate and transport modeling is for management use. Managers must be
convinced that the model is fully calibrated and verified prior to making projections and predictions
for decisions that have a large sum of money at stake. Ranging from a modeling study of a small
creek to clean up the point source discharges to the large scale study of the Chesapeake Bay, USA,
managers keep asking questions such as: Are the model(s) calibrated, how good is the calibration,
is the calibration/verification scientifically defensible, and how would the citizens buy in the study
results?

Water quality managers at regulatory agencies must be convinced that the models are fully
functional to produce credible results so they can submit them to the management for a full imple-
mentation of the modeling outcome. In addition, public citizens are well educated these days and
they must also buy in to support the decisions related to the model results. They often ask intelligent
questions on the modeling analysis at public meetings. Environmental groups are another watch
dog that is closely monitoring the modeling analysis and scrutinizing the model results.

Based on the experience gained during the past two decades on fate and transport modeling of
contaminants, it is clear that the most important question that managers ask is: How do you know
your model results are right? That is the central theme of this paper: modeling vs. models. A number
of technical issues relating to fate and transport modeling are presented to offer a perspective toward
this question.

2 NATURE OF FATE AND TRANSPORT MODELS

Fate and transport models are mass balance based, i.e. the only equation that has a solid foundation
in the model is the mass balance equation. Any thing else such as modeling algal growth, suspended
solids settling and resuspension, or contaminant adsorption by sediments all have various degrees
of empiricism. It is this empiricism that requires field data support in the modeling analysis.
Essentially, it is the comparison of model results with data that demonstrates model calibration and
verification.
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The extent of field data to support the modeling analysis depends on the sophistication and
complexity of the modeling framework configured for the analysis. Obviously, more complicated
models require more data and simpler models use less data. A sound strategy is to use the simplest
model possible to address the water quality problem(s) in practice.

3 FATE AND TRANSPORT MODELING IN WATER QUALITY MANAGEMENT

3.1 Assigning and deriving key coefficient values

Kinetic coefficients are highly dependent of the process formulation in most of the fate and transport
models in practice today. For example, regulatory agencies issue discharge permits for point sources
in terms of CBOD concentrations in the effluent, usually expressed as 5-day BOD or CBOD. To
accommodate the permit writer’s need, the modeler formulates the rate of consumption of dissolved
oxygen in the receiving water using a first-order kinetics based on the remaining concentration of
CBOD in the receiving water. Such a formulation is highly empirical and as such, assigning the
in-stream deoxygenation rate becomes a formidable task without prior knowledge of the wastewater
characteristics, particularly for the situations of upgrading the treatment level or constructing a new
treatment plant (Lung, 2001). Failure to understand this key aspect would seriously compromise
the modeling analysis, resulting in erroneous permit conditions.

A good example of such a practice is the modeling analysis of Walnut Creek in Alabama (AL),
USA.The state regulatory agency had completed a modeling study of the wastewater treatment plant
for the City of Troy, discharging into Walnut Creek. They used a very high CBOD deoxygenation
rate in the order of 0.5 day−1 to 0.6 day−1 for the receiving water. Such a high rate would result
in a very stringent permit (i.e. extremely low CBOD concentrations in the effluent). Yet, a close
review of their long-term BOD data showed a low rate of 0.06 day−1, suggesting a highly stabilized
effluent. Figure 1 demonstrates the model calibration results matching the dissolved oxygen (DO)
data, based on the much lower CBOD deoxygenation rate for the model.

Another example is the determination of stream reaeration rate in Shirtee Creek, AL. Initially, the
state regulatory agency used a much lower reaeration rate, resulting in very stringent CBOD limits
for the discharger. A critical review of their modeling analysis showed that they used the Langbien
and Duram (1967) Equation for the receiving water, generating very low reaeration coefficients
and thereby, extremely stringent effluent limits for CBOD. Because Shirtee Creek is a very small
stream, the use of the Langbien and Duram Equation is not justified (Lung, 2001). Instead, the
Tsivoglou Equation (Tsivoglou and Neal, 1976), designed for small streams, should be used. Table 1

Figure 1. Model calculated vs. measured DO in Walnut Creek using October 1991 data.
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shows the comparison of the reaeration coefficients for both equations to calibrate and verify the
DO model of Shirtee Creek.

In both cases of Walnut Creek and Shirtee Creek, the saving of treatment cost was significant
following the revised modeling analysis, further demonstrating the benefit of correct modeling
analysis in the regulatory decision-making process. It is particularly important to note that these
two modeling studies used a very simple BOD/DO model, which is exactly what was needed to
address this water quality problem for the study sites. Was a more complex model needed? No.
The model selected was the right tool for the job. What is most important, however, is how to use
the model correctly – making a point for modeling vs. models.

3.2 Selecting the right model to address the management question

In a total maximum daily load (TMDL) modeling study for the Santa Fe River, NM, it was hypothe-
sized that excess nutrients from the Santa Fe wastewater treatment plant result in attached algae
in the river bed and might be causing the observed significant diurnal variations in DO and pH.
The QUAL2E (see Chapra, 1997) model was originally selected and modified to accommodate
attached algae coupled with DO and pH calculations. Further modeling analysis revealed that
the QUAL2E code cannot support time-variable (i.e. diurnal in this case) calculations. A model
capable of calculating DO levels in the water column on an hourly basis reflecting the transient
impact of periphytons was needed. The WASP/EUTRO5 (Ambrose et al., 1993) code, capable of
time-variable computations, was used instead. It was further modified from daily average time-
variable algal growth dynamics to real time calculations to address the water quality problem
(Lung, 2001). The mass transport component for attached algae would be bypassed in the code.
Algal/nutrient dynamics between the attached algae and nutrient components in the water column
was updated for the periphytons. Since the light level needed for the calculation would be the value
reaching the bottom of the water column, no depth-averaged light effect was needed in the WASP
code. The modified WASP/EUTRO5 model for the Santa Fe River performed well, producing
real-time results of DO and pH, matching the measured values (Figure 2). The model was then
used to develop the TMDL for the Santa Fe River, resulting in setting an instantaneous minimum
DO of 4 mg/L for the receiving water (Lung, 2001), to meet the water quality standard.

3.3 Uncover previously hidden interactions

Super-saturation of DO in the surface layers of the water column has been observed in many reser-
voirs. In their modeling studies using the CE-QUAL-W2 model, Cole and Wells (1999) reported
super-saturation in a number of reservoirs. Their model results consistently under-predict the DO
levels in the surface layers. In a recent modeling study of the Loch Raven reservoir outside of the
City of Baltimore, model results match the DO levels in the bottom water of the reservoir quite well
but could not reproduce the supersaturation condition observed in the surface layers (Lung and Zou,
2004). The water quality model used for the Loch Raven reservoir was the EPA’s WASP/EUTRO5

Table 1. Comparison of reaeration coefficients (day−1) at 20◦C in Shirtee Creek.

Mile point August 19911 March 19911 August 19891 August 19892 October 19902

0.0–0.53 5.074 6.266 5.392 9.77 1.82
0.53–0.75 9.886 11.79 14.62 0.76 0.10
0.75–2.02 14.94 17.05 17.45 0.76 2.25
2.02–3.95 8.427 9.222 9.181 0.76 1.44
3.95–6.07 4.897 3.598 3.072 0.76 1.44

1 Tsivoglou Equation.
2 Langbien and Duran Equation.
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Figure 2. Comparison of model calculated vs. measured DO concentrations in the Santa Fe River, showing
significant daily fluctuations over a 96-hour period in the water column.

model. Model calibration results of DO using the 1991 data consistently under-predict the measured
DO levels in the surface layers (Lung and Zou, 2004).

Additional effort was launched to improve the DO prediction in the surface layers. Model sensi-
tivity analyses indicated that increasing the algal growth rate in the water column would significantly
raise the algal biomass (chlorophyll a) level and exhaust the inorganic nutrients. The high algal
biomass level (significantly exceeding the observed chlorophyll a level); however, would not
increase the DO level to achieve super-saturation in the surface layers due to depletion of inorganic
nutrients.

The EUTRO5 module was then modified to provide rapid nutrient recycling rates. In addition,
zooplankton was added into the model to serve as the predator of algae. Zooplankton death would
complete the nutrient recycling process. An additional system, zooplankton was introduced to
simulate zooplankton biomass in mg carbon L−1. At high levels of phytoplankton biomass, zoo-
plankton grazing levels off. The zooplankton gains biomass by assimilating phytoplankton and
loses biomass by respiration, excretion, and death. These processes can be incorporated into a
zooplankton balance (see Chapra, 1997).

Figure 3 presents model results vs. data at Station GUN0142 at the dam for 1992 simulations.
The water quality constituents shown are DO, chlorophyll a, total phosphorus, and ammonia in the
surface and bottom layers of the water column. Results from the original model (in dots) and the
enhanced model (in solid lines) are displayed for comparison with the data (depth-averaged values
and max/min values). Figure 3 shows that results from the enhanced model match the surface-
layer DO levels much better than the results from the original model in 1992. The chlorophyll a
match (particularly in the surface layer) also improves with the enhanced model and so do the total
phosphorus results in both surface and bottom layers.

3.4 Modeling with limited data

While fate and transport modeling requires significant data support, there are modeling studies that
must be made with very limited field data to support regulatory decisions. In that case, the modeler
must rely on other information and try to establish as many check points as possible to guide the
analysis. One approach would be to perform the modeling analysis using conservative assumptions
in lieu of data support. If the model results, developed under conservative assumptions, yield the
model results meeting water quality standards, they are much easier accepted by the regulatory
agencies. The following example illustrates such a case study.

Mixing zone modeling is one of the important environmental hydraulic topics these days that
must be addressed by the regulatory agencies under the current Clean Water Act in the US. The
focus of the mixing zone modeling is now on many small wastewater discharges, either from
municipal or industrial wastewater facilities. Unfortunately, field data to support a mixing zone
analysis of small dischargers is usually lacking. One of the key elements is quantifying the mixing
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Figure 3. Original and improved model results vs. data of DO, chlorophyll a, total phosphorus, and ammonia
nitrogen in a two-layer configuration for Loch Raven at station GUN0142 near the dam.

and dispersion coefficients in the receiving water. While regulatory agencies require field work
to independently develop such data, carrying out a full scale dye dispersion study in the field is
not only time consuming but also costly. In lieu of a field study, technical data from other sources
could be used to support the modeling analysis as shown in the following case study.

With the completion of construction and commercial operation of Unit 6, a 550 megawatt
combined cycle gas turbine unit, in 2003, several new wastewater streams entered the existing
treatment pond system at the Possum Point power station in Dumfries, VA (Figure 4). This system
is known as the low volume waste system and is regulated as outfall 004 by Virginia Department of
the Environmental Quality (VDEQ). The discharge from this system enters Quantico Creek near its
confluence with the Potomac River. One of these new wastewater streams, cooling-tower blowdown
quench water, is thermally enriched. Because of this new thermal source, VDEQ expressed concern
about the impact of the thermal loading from outfall 004 to the existing thermal mixing zone in
Quantico Creek (see Figure 4).

The existing discharge permit stipulates that temperature rise over the ambient should not be
greater than 3◦C within the regulatory mixing zone. Temperature monitoring to record the thermal
impact of outfall 004 has been conducted since 1985 on an annual basis and it has become a
semi-annual event since 2001. Historical data from the monitoring indicate that temperature rises
over the ambient has been consistently below 1◦C. Thus, the key question to be addressed in this
study is whether the new thermally enriched water from outfall 004 would significantly increase this
temperature rise beyond that level. That is, would the combined temperature rise still be below 3◦C?

A conservative modeling approach was adopted to determine if the temperature increase due to
the effluent from outfall 004 would be below 1.8◦C inside the regulatory mixing zone. A number
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Figure 4. Possum Point Power Station, Quantico Creek, and the Potomac River, VA.

of assumptions for the modeling analysis are listed as follows:

1. Initial dilution of the effluent due to momentum impact is neglected. The flow rate of outfall
004 is very small that it carries little momentum on the receiving water.

2. Surface dissipation of heat from outfall 004 discharge is not included.
3. The temperature rise due to thermal sources other than outfall 004 could reach 1.2◦C, thereby

resulting in a balance of 1.8◦C for outfall 004.

The above assumptions yield a very conservative approach to meet the water quality standard. A
worse-case thermal load from the effluent at outfall 004 is associated with a flow rate of 3.5 MGD
and temperature of 20◦C above the ambient water (i.e. �T = 20◦C). The station operation records
indicate that the �T at the outfall has been rarely over 10◦C. The flow rate of 3.5 MGD is also a
very extreme event. Therefore, such a thermal load scenario is on the conservative side.

Lung (1995, 2001) presented a simplified, analytical solution to track the fate and transport of
pollutants in estuaries in a 2-D configuration with longitudinal and lateral dispersion:

where

C = concentration at any given location downstream from the discharge
M = mass discharged/unit time
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Figure 5. Model results showing �T contours in the Potomac River.

u = average velocity in the river
Dy = dispersion coefficient across the river
x = distance downstream from the discharge outfall
y = distance in lateral direction
d = average depth in the river
Dx = the longitudinal dispersion coefficient and
K0 = the modified Bessel function of the second kind of order zero.

In this study, values of key model coefficients in Eq. 1 such as u, Dx and Dy were obtained from the
EPA’s Chesapeake Bay (including the Potomac River) hydrodynamic model instead of conducting
a field study. Note that the Chesapeake Bay hydrodynamic model has been fully calibrated and
verified with close match of long-term data; and rigorously scrutinized by peer reviews (Lung,
2001). The mixing pattern derived from that model was readily accepted by VDEQ. Figure 5 shows
the model calculated temperature over the ambient, �T (◦C) under the worst case scenario. The
results clearly indicate that the 1.8◦C contour of �T is well within the regulatory mixing zone.

3.5 Tracking the fate and transport of nutrients in the receiving water

In a study of analyzing the fate and transport of phosphorus from the Metropolitan Wastewater
Treatment Plant (Metro Plant) in Minneapolis/St. Paul, MN, a numerical tagging technique was
developed to identify the source of phosphorus in the algal biomass in the Upper Mississippi River.
Such a technique is quite similar to the 32PO4 technique that limnologists use in tracking phosphorus
in natural water systems by measuring the amount of 32PO4 in various phosphorus compartments
in the water column. Instead of using a radioactive tracer, a numerical tracer was injected into
one of the nutrient sources in the eutrophication model. A comprehensive presentation of this
technique can be found in Lung (1996). Results of the numerical tagging analysis is presented in
Figure 6, showing that despite the significant reduction of phosphorus loads from the Metro Plant,
the phytoplankton biomass reduction in Lake Pepin amounts to only 10 µg/L. Such an outcome
helped to convince the regulatory agency that spending a significant sum (i.e. over $400 M) on
phosphorus removal at the Metro Plant would not be a wise strategy.

The model results are particularly useful in quantifying the contribution of an individual phos-
phorus source or a group of sources to the phytoplankton biomass in the receiving water. Applying
the numerical tagging technique on a watershed basis would yield helpful information for devel-
oping a sound water quality management strategy, particularly in terms of the trade-off between
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Figure 6. Model results showing the fate and transport of various phosphorus sources in the Upper Mississippi
River and Lake Pepin under 1988 and reduced phosphorus loads at the Metro Plant.

point and nonpoint loads. This study has demonstrated the numerical tagging analysis that can be
instrumental in improving the overall TMDL development of a particular watershed.

3.6 Linking models

Nonpoint sources in the watershed usually dominate the contaminant loads to the receiving waters
these days. A complete fate and transport model package for water quality management must
include a watershed model, a hydrodynamic model, and a receiving water quality model. Accurate
predictions of watershed loads represent a key step in fate and transport modeling of the receiving
water. Unfortunately, data to support the watershed modeling effort is far short of its need, thereby
making watershed modeling one of the most inaccurate effort in the fate and transport modeling
analysis and it is the weakest link of all the modules.

To strengthen this link, modelers rely on the receiving water modeling effort as a key check
point for watershed modeling. Receiving water modelers should not take in everything that the
watershed modelers provide. Instead, receiving water modelers are expected to offer feedbacks to
the watershed modelers to calibrate the watershed model. Examples of such a practice have been
reported in many nutrient TMDLs in US.

Another key step is linking the hydrodynamic and receiving water quality model. In the case of
the Loch Raven Reservoir eutrophication modeling, the 2-D (longitudinal-vertical) CE-QUAL-W2
code (simply called W2 model) by Cole et al. (1998) was used to quantify the advective flows in
the water column by running the hydrodynamic module. While the W2 code has the water quality
module, the regulatory agency had chosen the WASP/EUTRO5 for water quality simulations (Lung,
2001). An important check point in linking the W2 and WASP/EUTRO5 models is to run the
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Figure 7. Linking a hydrodynamic model with a water quality model, matching results from both models
with measured specific conductivity data in Loch Raven Reservoir, Maryland, 1991.

WASP model for a conservative substance (in this case, specific conductivity) using the flow field
generated by the W2 model. Results from both models must match to insure a proper linkage.
Figure 7 displays the model results for specific conductivity from both models of Loch Raven
Reservoir using the 1991 data. Results from these two models match each other closely and also
reproduce the same measured vertical profiles of specific conductivity levels in the reservoir.
Note the slightly increased specific conductivity levels in the bottom waters during the summer
months. The elevated specific conductivity levels are due to the release of iron and manganese ions
from the sediment under anaerobic conditions (Lung, 2001). Results presented in Figure 7 further
substantiate the validity of the mass transport calculations in the WASP model and indicate that
the mass transport model is ready for water quality simulations.

4 PHYSICALLY BASED MODELS

The above case studies clearly demonstrate the necessity of field data support in fate and transport
modeling analyses. An experience modeler would feel frustrated with any analysis lacking data
support. Modeling does not generate data; it only interprets data to quantify the cause-and-effect
relationship. Fate and transport models are most useful in quantifying such relationships between
the pollutant loads and the receiving water response.

In recent years, the so-called “physically based models” have surfaced. Developers of these
models claim that there is no need to calibrate the model at all, i.e. no model coefficients need to
be adjusted for any applications. In light of the case studies presented, it is easy to see that such a
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claim is totally false and without a scientific base. One simple counter argument would be: Even
the hydrodynamic models still need to adjust the Manning’s n or its equivalent, how could a water
quality model, which has significantly more coefficients than hydrodynamic models, be applied
globally without any change of its values of parameters and coefficients?

Because of the current construct of the model, BOD/DO modeling of streams still requires
a priori assignment of the deoxygenation coefficient values in the receiving water. It is almost
impossible to quantify the deoxygenation coefficient in a stream without a full characterization of
the wastewater input. An independent assignment of the deoxygenation coefficient values would
be as difficult, if not impossible, as trying to quantify the bottom coefficients in a hydrodynamic
model. It should be pointed out that turbulence closure modeling has been around for decades
and still remains more an art than science today, let alone the independent quantification of the
deoxygenation coefficients in stream BOD/DO modeling.

5 CONCLUSIONS AND SUGGESTIONS

Over the past two decades, fate and transport modeling has matured into a useful tool in water quality
management for regulatory agencies, particularly for TMDLs in recent years. A scientifically
defensible modeling study requires significant data support to configure, calibrate, and verify
the model. A model should not be used for management use until it is properly validated with
site specific data. The take home message of this paper is: conducting modeling analysis correctly
instead of using models as a black box. Adequate training of modelers, not blindly applying models,
is essential to the success of fate and transport modeling.
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ABSTRACT: Internal waves are ubiquitous in the oceans and their simulation is a necessary
precursor to understanding ocean mixing and energy dissipation. Toward this end, we present an
unstructured grid, nonhydrostatic, parallel Navier-Stokes simulator, SUNTANS, which employs
unstructured grids in the planform and z-levels in the vertical. The grids for SUNTANS are par-
titioned with the ParMETIS parallel graph partitioning tool, and parallelization is accomplished
with MPI, the message passing interface. We demonstrate the necessity of employing a non-
hydrostatic solver to reproduce the physics of the lock-exchange problem, and find that, although
the nonhydrostatic solver is five times as expensive per time step, the hydrostatic solver is less effi-
cient because it requires 16 times as many time steps for the same simulation time. When applied
to the Monterey Bay bathymetry, we show that SUNTANS correctly simulates the internal wave
field by comparing the results to those from two field sites.

1 INTRODUCTION

Internal waves account for a significant portion of mixing and dissipation within the world’s oceans.
Based on a balance between mixing and deep-water upwelling, the average eddy diffusivity of the
ocean is roughly 10−4 m2 s−1. Despite this prediction, Munk and Wunsch (1998) report that profiler
measurements in the ocean away from boundaries yield diffusivities on the order of 10−5 m2 s−1.
One possible explanation of this dichotomy is that the eddy diffusivity is very large in small,
localized turbulent patches over a small percentage of the ocean. The most likely source for this
elevated diffusivity is internal wave breaking.

In the continuously stratified ocean, internal wave energy propagates along beams at an angle θ
with respect to the horizontal and slope dz/dx given by

whereω is the internal wave frequency, f is the Coriolis parameter, and N is the buoyancy frequency.
Unlike surface waves, internal waves retain their angle with the vertical after reflection from
topography. For an internal wave beam propagating towards a topographic slope, supercritical
topography implies that the topographic slope, γ , is steeper than θ , and results in internal wave
reflection, whereas subcritical topography for which γ < θ results in transmission. When θ = γ ,
critical topography results in focusing of internal wave energy that can lead to turbulence and
mixing, as is shown by the numerical simulations of Slinn and Riley (1998).

Internal tides, or internal waves of tidal frequency, are generated at critical topography
(Prinsenberg et al., 1974). Steep ridges or breaks in topography transition rapidly from subcritical
to supercritical slopes and serve as sources of generation of internal wave energy. Using field
measurements and numerical simulations with the Princeton Ocean Model (POM) (Blumberg &
Mellor, 1987), Petruncio et al. (1998; 2002) show that internal waves are generated at critical
topography within Monterey Bay and this energy propagates into the Monterey Bay Submarine
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Canyon. Their results show that submarine canyons along coastal margins act as conduits which
focus internal wave energy which in turn leads to elevated levels of dissipation and mixing. Others
(Kunze et al., 2001; Lien & Gregg, 2001) have also measured elevated turbulence and mixing due
to the internal tide in Monterey Bay.

Like Petruncio et al. (2002), Holloway (2001) and Holloway et al. (2001) used POM to study
internal tides by simulating internal waves on the Australian Northwest Shelf. Although they
used primitive equation models, these simulations yielded excellent results because internal tides
are approximated well with the hydrostatic approximation, especially when the grid resolution is
relatively coarse. Refining the grid is necessary if finer scale internal wave physics is to be captured,
but at finer scales it becomes necessary to compute the nonhydrostatic pressure because in some
regions evolution of the internal wave spectrum leads to shorter, nonhydrostatic and breaking waves.
It is these processes that should define the energy dissipation and mixing.

The purpose of this paper is to present an overview of a nonhydrostatic parallel code, SUNTANS
(Stanford Unstructured Nonhydrostatic Terrain-following Adaptive Navier-Stokes Simulator),
which is capable of running at very high resolution on parallel computers. We present some results
obtained with SUNTANS as applied to Monterey Bay.

2 THE SUNTANS CODE

SUNTANS is a nonhydrostatic, unstructured-grid, parallel, coastal ocean simulation tool that
solves the Navier-Stokes equations under the Boussinesq approximation with a large-eddy simu-
lation of the resolved motions (Fringer et al., 2002; Fringer, 2003). The formulation is based
on the method outlined by Casulli (1999), where the free-surface and vertical diffusion are
discretized with the θ -method, which eliminates the Courant condition associated with fast free-
surface waves and the friction term associated with small vertical grid spacings at the free-surface
and bottom boundaries. The grid employs z-levels in the vertical and triangular cells in the
planform. Advection of momentum is accomplished with the second-order accurate unstructured-
grid scheme of Perot (2000), and scalar advection is accomplished semi-implicitly using the
method of Gross et al. (1999), in which continuity of volume and mass are guaranteed when
wetting and drying is employed. The wetting and drying capabilities of SUNTANS enable its
use for coastal as well as estuarine domains. The θ -method for the free-surface yields a two-
dimensional Poisson equation, and the nonhydrostatic pressure is governed by a three-dimensional
Poisson equation. These are both solved with a preconditioned conjugate gradient algorithm that
employs diagonal preconditioning. SUNTANS is written in the C programming language, and the
message-passing interface (MPI) is employed for use in a distributed memory parallel computing
environment.

Of critical importance to the study of parallel unstructured grid simulations is the method by
which the grids are partitioned among the processors. Since the grids for SUNTANS are unstruc-
tured in the planform and z-leveled in the vertical, we partition in the horizontal to ensure that water
columns remain contiguous on given processors. In addition to greatly simplifying the underlying
parallel implementation, partitioning in this way allows contiguous allocation of water columns in
memory which enhances performance. When partitioning a grid among processors, it is important
to balance the workload so that each processor does not do more work than any of the others
involved in the simulation.

While load-balancing ensures an equal workload distributed among the processors, the parallel
performance of a particular unstructured grid code depends highly on the communication required
between neighboring processors. Communication between processors is directly proportional to
the surface area on interprocessor boundaries. A load-balanced partitioning that minimizes the
interprocessor communication can be obtained with the ParMETIS software package (Karypis et al.,
1998) that partitions the unstructured two-dimensional planform grid using multilevel recursive
bisection. As an example, Figure 1(a) depicts a typical unstructured grid of Monterey Bay. Using the
depth as weights for the partitioning, a balanced partitioning among eight processors is depicted in

68



Figure 1. (a) Typical unstructured grid of the Monterey Bay region with 3026 grid cells, showing the depth
in meters. The domain is 100 km × 100 km. (b) Load-balanced partitioning using eight processors.

Figure 2. Connectivity matrices for the (a) original and (b) ordered cells.

Figure 1(b). Using ParMETIS, it is guaranteed that this partitioning results in a balanced workload
and minimizes the communication time by minimizing the surface area between each processor.
Because the deeper regions in Figure 1(a) have more cells in the water column, the planform area
of the partitions containing these regions is smaller, as shown in Figure 1(b).

Performance can be further improved by ordering the cells such that the physical distance in mem-
ory between adjacent cells is minimized. The physical distance in main memory can be visualized
with the boolean connectivity matrix. Specifically, row i of the connectivity matrix is populated by
ones in the columns which correspond to neighbors of cell i, and zeros elsewhere. The connectivity
matrix for a 1089-cell unstructured grid of Monterey Bay as output by the Triangle package of
Shewchuck (1996) with no specific ordering is shown in Figure 2(a). The same connectivity matrix
after using the grid cell ordering routines of ParMETIS is shown in Figure 2(b). Comparing the two
shows how the reordered grid reduces the average distance in main memory between neighboring
cells by a significant amount. Typical speedups due to reordering the cells result in a 20 to 30%
reduction of the per-processor computation time.
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Figure 3. Comparison of the resulting density contours for the (a) hydrostatic simulation and (b) nonhydro-
static simulation after t = 10T s. Contours are plotted every 0.1�ρ/ρ0.

3 NONHYDROSTATIC EFFECTS

Kanarska and Maderich (2003) present a detailed set of numerical experiments which they use to
verify the accuracy of a free-surface nonhydrostatic solver, including short surface wave experi-
ments, run-up of a solitary wave on a vertical wall, a neutrally buoyant intrusion, and exchange
flows. Following that work, we present the results of computing an exchange flow using the param-
eters of the direct numerical simulations of Hartel et al. (2000) and discuss the differences between
the nonhydrostatic and hydrostatic results. The simulation is performed with SUNTANS in a
two-dimensional domain of length L = 0.8 m and depth D = 0.1 m (one dimension of equilateral tri-
angles in the planform) using 400 × 100 cells and employing a drag law on the lower boundary with
a drag coefficient of Cd = 0.01. Figures 3(a) and (b) depict the density contours for the hydrostatic
and nonhydrostatic simulations after t = 10T s, where T = √

D/2g′ and g′ = g�ρ/ρ0 = 0.01 m s−2

is the reduced gravity.
The hydrostatic simulation does not capture the generation of the Kelvin-Helmholtz billows,

but does capture the speed of the front correctly. On average per time step, the nonhydrostatic
simulation takes 5 times longer than the hydrostatic simulation. However, the maximum vertical
velocity for the hydrostatic simulation is roughly 20 times larger than that for the nonhydrostatic
simulation. This results from the assumption that vertical inertia does not play an important role
in the hydrostatic simulation. Without vertical inertia, vertical accelerations result in excessively
high vertical velocities. This disparity in the maximum vertical velocity between the hydrostatic
and nonhydrostatic simulations is a direct result of the fact that this particular flow is highly non-
hydrostatic. Thus, the hydrostatic simulation must be run with a time step 16 times smaller than the
nonhydrostatic simulation to achieve roughly the same vertical Courant number, Cw = wmax�t/�z,
where wmax is the maximum vertical velocity. For the hydrostatic simulation, wmax = 0.20 m s−1 and
Cw = 0.57, while for the nonhydrostatic simulation wmax = 0.01 m s−1 and Cw = 0.47. Therefore,
neglecting accuracy considerations, even though the nonhydrostatic simulation takes longer per
time step, the hydrostatic simulation takes 3.2 times longer overall.

4 INTERNAL WAVES IN MONTEREY BAY

4.1 Simulation setup

As a demonstration, we simulate the internal wave field in Monterey Bay by employing SUNTANS
on the 100 km × 100 km domain shown in Figure 1(a) with a total of 24 963 cells in the planform
and 100 cells in the vertical. Because SUNTANS does not store data associated with inactive cells
that lie beneath the bathymetry, this yields substantial savings because only 41% of the 2.5 million
cells are active. The total number of grid cells for this computation is then reduced to roughly 1
million. The planform cells are equilateral triangles with sides of length 840.33 m. The vertical
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(a) (b)

Figure 4. (a) Density field and (b) buoyancy period 2π/N taken from Petruncio et al. (2002). The dots in
subplot (a) indicate the vertical position of every other z-level.

grid is stretched to refine the grid near the surface, where the density gradients are larger. The
minimum vertical grid spacing at the surface where index k = 1 can be expressed as

where D = 3 367.5 m is the maximum depth, r = 1.025 is the algebraic stretching factor, and
Nk = 100 is the number of vertical levels, yielding�z1 = 7.8 m. The vertical grid spacings beneath
the surface are then given by�zk = r�zk−1, where k = 2, … , Nk , which yields a maximum vertical
grid spacing of �zNk = 89.7 m. The depth is interpolated from data with 1 km resolution obtained
from the MBARI Multibeam Survey CD-ROM (Hatcher et al., 1998).

The model is initialized with a stagnant velocity field and free-surface, and the initial density
profile is taken from the work of Petruncio et al. (2002), which gives an average density profile
obtained from 50 CTD casts in Monterey Bay. This density profile and associated buoyancy period
are shown in Figure 4. The western boundary of the domain is forced with the most dominant
semi-diurnal (M2) and diurnal (K1) components of the barotropic tide by imposing the horizontal
velocity field in the form

where uM2 = 2.445 mm s−1, uK1 = 1.82 mm s−1, ωM2 = 1.41 × 10−4 rad s−1, ωK1 = 7.27 ×
10−5 rad s−1, and the phase difference beteen the arrival of the M2 and K1 tides is φM2−K1 =
0.66 rad. These parameters are obtained from the tidal component analysis of Petruncio (1996)
using tidal gauge data near the Monterey Peninsula. The magnitudes of the barotropic velocity
field at the western boundary are set to obtain sea-surface heights of 0.489 m for the M2 tide and
0.362 m for the K1 tide at the boundary. Since the Bay essentially co-oscillates, it is assumed that
the sea-surface heights at the boundary are the same as those measured and computed by Petruncio
near the Monterey Peninsula. Boundary conditions on the northern and southern boundaries are
closed, while we employ a sponge layer at the western boundary in order to prevent reflections of
the internal tides from that boundary. The sponge layer is implemented by adding a source term to
the u-and v-momentum equations of the form

where τs = 1000 s and Ls = 1 km. We run the simulation for a total of four M2 tides with a time
step of �t = 29.808 s. This simulation time is sufficient to generate internal tidal energy at the
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Figure 5. Transects used to compare the results of SUNTANS to the numerical and field studies of Petruncio
et al. (1998; 2002) and Kunze et al. (2001) (along-canyon transect: –) and Lien and Gregg (2001) (along-ridge
transect: – –).

semidiurnal and diurnal frequencies, but is short enough such that internal wave energy reflect-
ing from the northern and southern boundaries does not drastically affect the results. We are
currently implementing the Sommerfeld radiation condition to radiate internal wave energy from
these boundaries in order to allow for longer simulation times.

When the simulation is run on a PC in nonhydrostatic mode with two processors, it takes roughly
1 minute of computation per time step. We have performed tests which show that speedup is linear
with 16 processors using this grid size, indicating that we can run 8 times faster than real time
using this time step if we use 16 processors. The vertical eddy-viscosity is constant and given by
νV = 10−4 m2 s−1, the horizontal eddy viscosity is νH = 10 m2 s−1, and there is no physical scalar
diffusion. The normalized residual of the conjugate gradient solver for the free-surface is 10−10

and that for the nonhydrostatic pressure is 10−5, and we use θ = 0.55 for the theta-method.

4.2 Internal wave generation sites

Numerous works have documented the location of internal wave generation sites in Monterey Bay.
The field and numerical studies of Petruncio et al. (1998; 2002) and the field observations of Kunze
et al. (2001) show that internal wave energy is generated beyond the shelf break in Monterey Bay
and that this energy propagates towards the shore and is focused within the Monterey Submarine
Canyon. The transect we use to compare the results of our model with their findings is shown as
the along-canyon transect in Figure 5. Lien and Gregg (2001) show that an internal wave beam that
is generated at the shelf break just north of the along-canyon transect results in elevated dissipation
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Figure 6. Baroclinic velocity contours in the (a) along-canyon and (b) along-ridge transects depicted in
Figure 5 after 3.83 M2 tides. Contours are plotted at intervals of 2 mm s−1 from −0.01 to 0.02 m s−1. Positive
contours are solid while negative contours are dashed. The numbers indicate possible generation sites for
internal waves and indicate the origins of the ray paths predicted by linear theory. The inset in (a) depicts the
horizontal velocity profile at the vertical transect depicted by the dashed line, with the numbers indicating
the likely origin of the internal wave energy at that depth, while that in (b) is a detail of the dash-dot region
surrounding generation sites 2 and 3.

and mixing. We compare the results of our model with their field results by studying the internal
wave field in the along-ridge transect shown in Figure 5.

Contours of the east-west baroclinic velocity field after 3.83 M2 tides are shown in Figure 6(a)
for the along-canyon transect. From linear theory, internal waves are generated at regions where
the internal wave ray path matches that of the local topography. Steep topographical ridges present
effective regions of generation because the bottom slope passes through criticality in a narrow
region where the vertical momentum is large. Linear theory predicts that the internal wave ray
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paths follow trajectories defined by the dispersion relation (1). Here we only consider internal
M2 tidal beams, because they dominate the internal wave field. The internal wave ray paths are
depicted by the solid lines that emit from likely generation sites at locations 1–6 in Figure 6(a).
As noted by Petruncio et al. (2002), most of the smooth ridge from which rays 1 and 2 are gen-
erated is critical, which is the likely source of the westward velocities in the upper 400 m of
the water column between 0 and 20 km. Internal wave energy emitting from location 1 propa-
gates downward into the deeper ocean where it encounters further critical topography. Generation
sites 2–6 all generate internal wave energy that propagates out to the open ocean as well as onto
the shallow shelf, and these intersect near the surface and generate large westward velocities.
Generation sites 3, 4, and 5 also generate downward propagating energy but this is omitted for
clarity. The inset plot in Figure 6(a) depicts the horizontal velocity field as a function of depth
20 km east of the start of the along-canyon transect. The profile indicates that the velocity is
negative (westward) near the surface as a result of the internal wave beams that are generated at
locations 2 and 3.

Figure 6(b) depicts the internal wave field in the along-ridge transect depicted in Figure 5.
Internal wave energy is generated at the shelf break (location 3) that propagates on-and off-shore
and generates the offshore beam (detailed in the inset plot) measured by Lien and Gregg (2001)
which contains a region of enhanced turbulent mixing and dissipation. They measured eddy dif-
fusivities in this region as large as 0.01 m2 s−1, which are likely due to turbulence generated by
a shear instability that results from the internal wave field. The present simulations show that
internal wave energy is also generated along the bottom between generation sites 1 and 2, where
the bottom slope is almost exclusively critical. This internal wave energy is also contributing to
the elevated levels of shear which generates the turbulence in the tidal beam measured by Lien
and Gregg.

5 CONCLUSIONS AND FUTURE PLANS

We have presented a parallel code, SUNTANS, which is capable of solving nonhydrostatic flows
on unstructured grids using the message passing interface for parallelization. While computation
of the nonhydrostatic pressure is expensive, for predominantly nonhydrostatic flows it can be more
expensive to employ the hydrostatic approximation, since the vertical velocity can be an order of
magnitude higher for the hydrostatic solver than it is for the nonhydrostatic solver. For field-scale
simulations, the large-scale features of the flow are well approximated with a hydrostatic code,
while smaller-scale features such as short internal waves or solitary waves can only be captured
with a nonhydrostatic model.

We have employed SUNTANS to study the internal wave field in Monterey Bay and have found
the results to agree well with the measurements obtained by two field studies. Both cases exhibit
pronounced internal wave generation at critical topography. In particular, we have found that the
turbulence generated in the beam that was measured by Lien and Gregg (2001) results from the
intersection of upward and downward propagating internal wave energy from the critical deep slope
as well as the shelf break.

Currently, we are employing SUNTANS on a highly-resolved grid to simulate the nonhydrostatic
energy cascade as internal wave energy leads to breaking along critical topography and through
highly nonlinear wave propagation on the shelf. This will yield an improved understanding of the
mechanisms that lead to dissipation and mixing on coastal margins both by analyzing the results
of the highly resolved simulations and employing SUNTANS as a tool to help design cruise tracks
to better locate regions of elevated internal wave activity.
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ABSTRACT: This paper reviews the studies on the Three Gorges Project (TGP) on the Yangtze
River and its environmental and ecological impacts. Sedimentation in the reservoir will reach an
equilibrium in 100 years with a total volume about 16 billion m3. Experimental studies have showed
that the impoundment will cause sediment deposition at the apron of the Chongqing harbor and
even change the braided channel into a single thread one. The released water from the dam will
scour 2.5 billion tons of sediment from the downstream channels in 40 years. The flood stage
will then be reduced. The reservoir will not necessarily cause earthquakes, but will induce more
landslides, which will threaten little the safety of the dam. It is reported that the impoundment of the
reservoir so far has not obviously affected the water quality. The reservoir operation will change the
hydrologic conditions, which may affect the life cycle and habitats of fishes and reduce the fishery
harvest. The regulation of the flow for power generation and flood control may change the fluvial
processes and some meandering and braided sections may become unstable, which will undermine
the habitats of some endangered species. New resettlement policy has been implemented with
overall arrangements for working and living conditions for the emigrants.

1 INTRODUCTION

The 6,300-km long Yangtze River is the largest and longest river in China, which has a watershed
area of 1.80 million km2. The Three Gorges Project (TGP) is constructed near Yichang in Hubei
province (Fig. 1), where the Yangtze River’s middle and upper reaches meet. Figure 1 also shows
the main tributaries, riparian lakes and hydrological stations. The river poses high flood risk to the
middle reaches, especially the Shashi-Wuhan reach. For instance the 1998 flood claimed 2,292
lives, caused serious flood damages and affected 8 million people. The recurrence period of the
1998 flood is only 7 years in terms of the crest flood discharge at Yichang, and is 100 year in
terms of 30 days flood volume (Ministry of Water Resources, 1999). The flood stages in the middle
reaches of the river were even higher than those in 1954 although the flood crest discharge and the
total runoff were smaller (Zhou, 1999).

The Three Gorges Dam is at Sandouping, 38 km upstream from Yichang (Fig. 1). The main
purposes of the project are flood control, power generation and navigation. The dam is 185 m high
and the storage capacity of the reservoir is 39.3 billion m3, in which 22.1 billion m3 are for flood
control. The dam controls 1 million km2 of drainage area. The project started in 1993 and will be
completed in 2009. The dam has stored water and generated electricity since 2002.

The flood defense system in the middle reaches consists of 3,570 km long grand levees along
the Yangtze River, and more than 30,000 km long levees along the tributaries, riparian lakes and
canals. Floodwater can be diverted into the Tongting Lake through three channels and flows back
to the river at Chenglingji after the flood recedes, which can reduce peak flow of the river by
about 10,000 m3/s. The Tongting Lake, however, is shrinking quickly due to sedimentation and
reclamation. The Three Gorges Reservoir, in co-ordination with the enhanced levees and utilization
of temporary flood-diversion works, can raise flood control capacity to defend against 100-years
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Figure 1. The Yangtze River and its tributaries, riparian lakes, hydrological stations and the dam site of the
Three Gorges Project.

floods. It will reduce water and sand discharge into the Tongting Lake and reduce the rate of
sedimentation of the lake.

The hydroelectric station of the TGP is the biggest in the world, with an installed capacity of
17,680 MW and an annual generation of 84 billion kwh. The project may replace several thermal
power stations, thus reduce the consumption of coal by 50 million tons per year and cut carbon
dioxide, sulphur-dioxide, carbon monoxide and nitrogen-oxide emissions by 100 million tons,
2 million tons and 10,000 tons and 370,000 tons, respectively.

The project will improve navigation conditions from Yichang to Chongqing, by eliminating
shoals, deepening and widening the shipping lanes and reducing river currents, and thus enable
10,000-ton towboats to sail right up to Chongqing. The annual shipping capacity will increase to
50 million tons from the present 10 million tons and transport costs will be cut by 35–37%.

2 SEDIMENTATION IN THE RESERVOIR

The rate of sedimentation in the reservoir depends mainly on the pool levels and operation scheme.
The normal pool level (NPL) is set at 175 m, and the flood control level (FCL), to which the pool
will be drawn down at the beginning of the flood season generally in June, is set at 145 m. The
reservoir is impounded to NPL after the flood season, usually from the mid of October and drawn
down to FCL before and during flood. FCL is the major factor affecting the sediment deposition
amount in the reservoir.

The long-term average annual runoff at Yichang Station is 450 billion m3 and annual sediment
load is 532 million tons, in which about 0.8 million tons are gravel bed load. The median diameter
of suspended load is 0.033 mm and the median diameter of bed load is 24 mm.

The main strategy for sedimentation control is “storing the clear and releasing the turbid” (Sedi-
mentation Panel, 1988). Sediment transportation in theYangtze River occurs, of 80–90% of annual
sediment load with 50–60% of annual runoff water, in 2–4 months of the flood season. The pool
level is drawn down from 175 m to 145 m from June to September when the sediment concentration
is high, allowing the turbid water through the dam. The reservoir stores water from October when
the income water becomes clear. Fig. 2 shows the typical variation process of sediment concentra-
tion atYichang and the operational pool level for sedimentation control. By employing the strategy
of “storing the clear and releasing the turbid”, much less sediment will deposit in the reservoir while
the reservoir will be still able to store enough water for power generation in the low flow seasons.

Although the pool level is drawn down to FCL, the stage in a 400 km long reach within the
reservoir is 10–70 m higher than those without the dam and the average velocity is much slower.
For a discharge of 30,000 m3/s, the average velocity would be 1.5–3.5 m/s if there were no dam,
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Figure 3. Calculated sedimentation volume in the TGP reservoir for the three scenarios: Scheme 1 = without
upstream reservoirs; Scheme 2 = with the Xiangjiaba Reservoir; Scheme 3 = with the Xiluodu Reservoir
(Sedimentation Panel of TGP, 2002).

and it is only 0.3–1.3 m/s with the dam. Therefore, sedimentation occurs and the riverbed is silted
up. Calculation with numerical models shows that after 80 years operation, the accumulative
sedimentation amount will approach equilibrium and will increase very slowly thenceforth. The
total sedimentation in 100 years will be about 16 billion m3 (Sedimentation Panel of TGP, 2002).

In order to reduce the rate of sedimentation and develop the hydropower of the river, two more
reservoirs – the Xiangjiaba and Xiluodu reservoirs – will be constructed on the river. The Xiangjiaba
dam will be located at 1,020 km upstream of theTGP dam, with a storing capacity of 5.06 billion m3.
The reservoir can be used to trap sediment for 60 years. The Xiluodu dam will be located at 1,180 km
upstream of the TGP dam, with a total capacity of 11.57 billion m3, which can be used to trap
sediment for 90 years (YVPO, 2002). Bed load and coarse suspended load from upstream reaches
can be trapped by the two reservoirs. Thus, the rate of sedimentation of the TGP reservoir will be
reduced in the first 90 years. Fig. 3 shows the calculated sedimentation volume of the TGP reservoir
for the three scenarios: Scheme 1 = without upstream reservoirs; Scheme 2 = with the Xiangjiaba
Reservoir; Scheme 3 = with the Xiluodu Reservoir (Sedimentation Panel, 2002).

The industrial hub – Chongqing City – is in the fluctuating backwater region. The Jialing River
flows into the Yangtze River at Chongqing. Chaotianmen harbor is a passenger ship terminal and
Jiulongpo Harbor, which is about 610 km from the dam, is the most important freight ship terminal
in southwest China (Fig. 4).
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Figure 4. Sedimentation in the Chongqing reach after 80 years operation of the TGP reservoir (Physical
model experimental results). The shadowed areas indicate the places where cumulative sedimentation would
occur. G2–G130 represent the measurement cross sections (Wang et al., 1986).

Scale model experiments have been performed to study the sedimentation problems in a 33 km-
long section around Chongqing. The experiments showed that impoundment of the reservoir will
cause sediment deposition at the apron of the harbors, as shown in Fig. 4. The shadowed areas in
the figure indicate the places where cumulative sedimentation would occur. There are two channels
separated by the Daliang Bar. Water flows in the west channel during low flow season and the main
stream flow shifted to the east channel during flood, but the west channel maintains around-the-
year a depth over 3 meters, which is necessary for the harbor. After 80 years impoundment of the
reservoir, however, cumulative sedimentation would occur in the west channel, which could result
in blockage of the channel eventually. The harbor facilities would not be useful if dredging or other
technical measures were not taken. The experiments showed that building spur dykes and groins
to regulate the flow could solve the problem. The dykes and groins may narrow the channel and
concentrate the flow, so that flow velocity in the west channel can be enhanced, which can prevent
sediment from depositing (Wang et al., 1986).

3 DEGRADATION OF THE DOWNSTREAM REACHES

The discharge released from the dam will be higher from January to May but lower from October to
November than that without the dam (Fig. 5a). It will remain unchanged during flood season from
July to September. Fig. 5b shows the calculated annual sediment load released to the downstream
reaches, compared with the annual sediment load atYichang under natural conditions (recycle of the
data in the period 1961–1970). The sediment load will be greatly reduced by the reservoir in the first
50 years. The load reduction must cause degradation of the downstream reaches (Tsinghua, 2002).

China Institute of Water Resources and Hydro-Power Research (IWHR, 2002) andYangtze River
Planning Office (YVPO) calculated the amount of sediment that will be scoured from the riverbed
fromYichang to Wuhan with 1-D models. Fig. 6 shows the results of the two models, in which minus
value means scoured volume. In the first 40 years the two models yield the same results, about −2.5
billion tons at the end of the 20th year and −4 billion tons at the end of the 40th year. Resiltation
will occur from the 50th year (YVPO model) or from 70th year (IWHR model). The scour and
reduction of riverbed will cause flood stage reduction, which will be 3 m at Shashi and 0.75 m at
Wuhan for a flood of discharge 30,000 m3/s. Fig. 7 shows the calculated bed profiles and stage
profiles in the 120 km long reach. The scoured depth will be different at different places because
the composition of bed materials and bedrock elevation are different (Sedimentation Panel, 2002).

The Tongting Lake regulates the flood flow. Water and sediment are diverted into the lake
during high flood stage period through three channels and water flows back to the river from the
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lake during the falling limb of the flood through a downstream channel near Chenglingji. At the
present, the lake shrinks at a rate of −14 km2/a due to sedimentation. The reservoir will reduce
the sedimentation rate of the lake and extend its useful life. According to model calculation, the
ratio of flood water diverted into the lake will decrease from 11.5% to 8% after 10 years operation
of the reservoir. Fig. 8 shows the reduction of floodwater volume and sediment volume diverted
into the lake through the channels in the period 0–60 years. The floodwater diverted into the lake
will be reduced by about 40% but sediment volume will be reduced by about 70% (Sedimentation
Panel, 2002). The shrinkage of the lake will largely slow down but the function of the lake in flood
regulation will also diminish.

Although the dam is about 1,900 km distant from the river mouth, the reservoir affects, more
or less, the river mouth. Nowadays, 48% of the coast in the estuary are suffering from erosion,
but 38% are extending toward the sea, and only 14% are stable. For instance the Nanhui beach
is extending toward the sea due to sediment deposition. It is estimated that the impoundment of
the TGP reservoir will increase the percentage of eroded coastline and cause the Nanhui beach
retreating by 1,457 m in 40 years. Sand bars in the river mouth area will shrink as well.
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three channels in the period 0–60 years of reservoir operation (Sedimentation Panel, 2002).

4 ENVIRONMENTAL AND ECOLOGICAL IMPACTS

Earthquakes: The mechanism of reservoir-induced earthquakes has not been well understood yet
so far. Since 1960 six reservoirs induced earthquakes of magnitudes over 6 on the Richter scale
but caused no destruction of any dam. The quake induced by Xinfengjiang Reservoir in China has
caused slight damage to the dam. Statistics shows that only 5% of reservoirs each with a storage
capacity of more than 100 million m3 have set off tremors in China. Although TGP reservoir has
a huge capacity its impoundment will cause no great geological stress because the reservoir will
extend over 660 km long and the increased stress is diverse. The dam is located in an area where
the earth crust is relatively stable. Historical records covering the past 2,000 years indicate that no
destructive earthquakes have ever occurred within a 300-km radius of the site of the dam. Seven
seismic monitoring stations in the dam’s vicinity have been monitoring tremors. A total of 2,910
shocks of a magnitude of 1 or higher have been recorded within a 300-km radius around the dam.
Of these, only a few are of magnitude over 4. A new digital monitoring system has been put into
use to monitor earthquakes since 2000 and 9 wells over 800 m deep have been used to sense the
stress tension (Yang, 2003).

Landslides: The Yangtze River cut its bed deeply into the gorges and causes the slopes on the
two banks unstable. For instance, the 1985 landslide at Xintan Town, Hubei Province, hurled
2.6 million m3 of earth and stone into the river, forming a 55 m-high hillock. Investigations found
that there are 263 landslides, rockfalls and deformed rock masses on the 1380 km long valley slopes
from the dam site upstream to Jiangjin. The total volume of them is about 1.6 billion m3 (Han et al.,
1988). About 6% of the landslides are precarious and 10% may buckle after the reservoir is filled
with water. Studies of the stability of the reservoir slopes have been going on for several decades
and sufficient data have been acquired of the basic conditions of the reservoir banks. Fig. 9 shows
the distribution of potential landslides in the reservoir.
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Figure 9. Distribution of potential landslides (black hemi-circles) in the TGP reservoir.

The pool level of the reservoir will vary in the range 145–175 m and the fluctuation of pool
level will certainly induce instability of slopes and cause landslides. However, after the reservoir is
filled with water, the river will broaden and the water will deepen. A landslide, which may hinder
navigation under natural condition, will not do so in the reservoir. Studies indicate that any collapse
of slopes will not clog the river nor form a blockage.

Water Quality: The annual runoff at the dam is over 400 billion m3; and the total wastewater
discharged into the reservoir is predicted to be about 1 billion tons. Now the water quality of the river,
however, remains good, except for pollution belts along the banks near cities. Generally speaking,
after impoundment the pollution in the reservoir will worsen due to lower flow velocity and lower
concentration of dissolved oxygen. To a press conference on June 5, 2003, the director of State
Environment Protection Bureau, Mr. Xie Zhenhua (2003), reported that the impoundment of the
TGP reservoir has not obviously affected the water quality. In 2002, 144-million m3 wastewater and
319-million m3 sewage water were discharged into the reservoir. In the same period, 20 incidents of
oil spills from boats occurred in the reservoir. The water quality in the reservoir is still in Grade III.
Only in some places, the content of bacilli is higher. A pollution control project has been launched
2 years ago. All wastewater and sewage water will be treated after the completion of the project
(Chinese Hydroweb, 2003). Studies indicate that the thermal stratification in the reservoir water
will begin around April and end in May. The released water from the bottom outlets will be colder
in this period, which may cause 20 days late for the temperature of downstream water to rise to the
spawning temperature of 18◦C.

Impacts on Fishery: There are 300 fishery species in the middle and lowerYangtze River, includ-
ing catfish, bleak, carp, grass carp and so on. After the impoundment, the freshwater fishes that
thrive in rapids would have to move upstream to find new habitats. The expanded water surface of
the reservoir may create better conditions for aquatic farming. The existing eight spawning grounds
located in the section between Chongqing and Zigui will be inundated in part or in whole. The breed-
ing of farm fishes has to be moved to the uppermost end of the reservoir or even farther. In addition,
the spawning and breeding period will occur later due to the changes in flow and water temperature.

Flood and stage rise are the main signals for fish to spawn (Yi and Liang, 1964). Fig. 10a
shows the stage variations at Yichang and Jianli and the time of fish spawning, in which the solid
circles represent spawning of fishes (Cao et al., 1987). Fig. 10b shows the relationship between the
discharge increment in a few to ten days and the flux of fries, in which the flux of fries was about
4–6 days lag behind the discharge increase. The figures demonstrate that the spawning of fishes is
excited by the stage and discharge increase. The higher the discharge increase is, the higher the flux
of fries will be. The reservoir will moderate the stage rise and discharge increase in May, which
will affect the spawning of fishes and reduce the flux of fries.

Impacts on EndangeredAquatic Species: There are several important species in the river, Chinese
sturgeon, white-flag dolphin, Yangtze alligator, giant salamander and black finless porpoise are
several among them. The reservoir will impact little on the living conditions of theYangtze alligator,
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Figure 10. (a) Stage variation atYichang and Jianli under natural conditions and the spawning time of fishery
species; (b) Relationship between the discharge increment and flux of fries (Cao et al., 1987).

giant salamander and black finless porpoise. Chinese sturgeon usually swims upstream to spawn
and then return to their home grounds. The Gezhouba Dam has made it impossible for the fish to
swim upper and down the river during the spawning period. But the specie has spawned naturally
in the waters below the dam. White-flag dolphin usually lives in meandering and braided sections
below the TGP dam. Studies indicate that the species finds its best habitats in meandering and
braided-meandering sections because it has been accustomed to the backwater zones created by
the convex bank of meanders or the gravel and sand bars in the braided channels (Chen and Hua,
1987). The reservoir may change the fluvial processes and some meandering and braided sections
of the river may become unstable, which will undermine the habitats of the species. More studies
are needed for protection of the species.

5 EMIGRATION AND RESETTLEMENT

A total of 19 counties and cities, 13 county towns, 140 towns and 4,500 villages would be affected
by the reservoir inundation. According to the data in 1985, the population to be dislocated will be
725,500, including urban population 285,200, towns’ population 107,800 and villagers 332,500.
New investigation in 1992 demonstrates that there are about 844,000 people in the submerged area.
By taking the population growth into account, the total number of people to be emigrated from the
reservoir will be 1.1318 million up to the year 2008 (Changjiang River Commission, 1997). The
pilot resettlement projects began from 1984. Chinese government has invested 28.7 billion Yuan
on emigration and 458,000 people have successfully resettled up to the end of 2003.

Production capita to be inundated includes 23,793 h of farmland (paddy field: 7,380 h, and dry
farmland: 16,314 h), and 4,960 h of citrus orchards, 956 km long highways and 941 factories and
mines; and over 200 million US dollars of fixed assets will be affected as well. The people in the
submerged area will be emigrated from the area in 20 years (started from 1989). The basic policy
is to resettle them in the surrounding area. The GDP per capita in the area is only 45% the national
average and the income per capita is only 53% the national average. There is a big room to develop
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local industry and tourism industry. With help of the government, the urban resettled residents find
jobs in the county towns and cities. Because the emigrants are leading a better life than before,
70% of the local people are willing to remove from their old homes.

The investment for the resettlement of the emigrants is about $2,700 for each emigrant. Moreover
the emigrants are paid back for their houses at a rate of $35/m2. The removed production facilities
are also compensated according to the estimation of the market price. The resettlement programs
are implementing at county and township level under the guidance of overall planning of local
socio-economic development. Farmers in the submerged areas will lose their land, how can they
continue farm production after resettled in the nearby areas? The number of people an area can
accommodate depends on the natural conditions, resources, and economic developmental level.
The water surface of the reservoir will be 1,084 km2. The total area of land to be inundated will
be 632 km2, which equals 1% of the total area of the surrounding area (19 counties and cities).
The total area of farmland to be inundated is 23,000 hectares but the largest proportion of it is
low-yield hillside land. Experiments indicate that 2.7 million hectares of the barren slope-land in
the surrounding area may be transformed into a terraced citrus orchard, and then it is able to turn
out an output value equal to as much as three times farmland, thus the surrounding area will be
able to support the resettled farmers (Chen and Zhou, 1987).

The emigrants are also encouraged to settle in other provinces at their willing. The State Council
has made a decision that all provincial governments should provide assistance for emigration
and resettlement. A number of economically developed provinces and municipalities have made
agreements with the counties in the reservoir area to assist the resettlement. Many people have
found their homes in lower reaches of the Yangtze River, the Chongming Island at the river mouth,
the Xingjiang Urgle autonomous region, Hainan, Heilongjiang and other provinces.

6 CONCLUSIONS

The Three Gorges Project on the Yangtze River, with purposes of flood control, power generation
and navigation, will impact the environment and ecology in both the upstream and downstream
reaches. Cumulative sedimentation in the reservoir will reach an equilibrium in 100 years with a total
volume about 16 billion m3. The Xiangjiaba and Xiluodu reservoirs can be used to trap sediment
and reduce the sedimentation rate of TGP reservoir in the first 90 years. The Jiulongpo harbor in
Chongqing will be affected or even blocked by sedimentation after the reservoir is impounded for 80
years. Building spur dykes and groins to regulate the flow can solve the problem. The released water
from the dam will scour 2.5 billion tons of sediment in 40 years and will cause the river channel
degradation; and the flood stage will be reduced by about 3 m at Shashi and 0.75 m at Wuhan for
a flood of discharge 30,000 m3/s. The reservoir will not necessarily cause tremors, but will induce
more landslides. Wastewater treatment projects are necessary to control pollution and maintain
the water quality in the reservoir unchanged. The reservoir operation will affect the life cycles and
habitats of fishes and reduce the fishery harvest. Some endangered species may be affected because
some meandering and braided sections may become unstable. About 2.7 million hectares of barren
slope-land in the 19 counties affected by the reservoir can be transformed into a terraced citrus
orchard, which is able to turn out an output value equal to as much as those by the inundated land.
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Resolving environmental hydraulics complexity, linking theory,
practice and conceptual ideas
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ABSTRACT: Environmental systems studies often have a base in water transport and mixing
focusing on the significance of preserving water quality. This presentation follows a learning pro-
cess starting with point source and near field studies to the integration of larger parts of the natural
environment and more diffuse patterns of pollution. The Stockholm archipelago is an example of
a water system that has unique invaluable assets and at the same time is extremely sensitive to
environmental disturbances. A combination of theoretical and empirical analysis provides means
for developing effective environmental management principles.

1 INTRODUCTION

Engineering research is in a broader and deeper context concerned with the societal benefits and
possible improvements of quality of life, which can be created by such efforts. This emphasizes
a need for a mode of research that is more interdisciplinary and more socially accountable than
the traditional disciplinary research. An example of the significance of developing comprehensive
knowledge in environmental hydraulics and a qualified environmental management capacity, is the
Stockholm archipelago.

The Stockholm archipelago and its Finnish counterparts Åland and Åboland archipelagoes form
the world’s largest continuous archipelago area. Thousands of islands provide a very complex
water landscape with coastal basins and interconnecting straits. The water exchange and flushing
of pollutants to the open sea is reduced and maintained by an estuarine circulation characterized by a
brackish type and weakly stratified environment. The nature in this area is beautiful but vulnerable.
There is great potential for conflicts between human activities and preservation interests in the
future. To maintain good water quality is crucial and so is the capacity to monitor and control the
environmental health status, since the water quality is threatened by a wide spectrum of point and
more distributed sources of pollution.

The environmental situation of the archipelago is linked to Lake Mälaren, which outflows directly
through Stockholm into the archipelago. For the analysis and modeling of water exchange, the
archipelago forms a system of major water basins and their interconnecting straits, around 50
discrete basins and 100 straits – a few of these straits hydraulically control the estuarine circulation
(Figure 1). Applying driving forces and environmental loadings on the system will provide the
basis for prediction of water quality conditions as a dynamic process.

2 DEALING WITH COMPLEX DIFFUSION MECHANISMS

It takes some steps to establish physical insight into environmental mixing phenomenon. Two
simple cases, i.e. a plume in a linearly stratified environment, and gravitational diffusion induced
by an air-bubble plume, can be analysed with the powerful dimensional reasoning method. The
following cases are elaborated briefly and further information is available in the references.
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Figure 1. The Stockholm archipelago, bathymetry (left) and basin-decomposition (right) (Engqvist, A., and
Andrejev, O., 2003, Stenström, P., 2003).
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Figure 2. A three dimensional buoyant jet (Cederwall, 1975).

2.1 Buoyant jet diffusion

Let us assume an idealized source characterized by initial flux of momentum and buoyancy only
having the same dynamic impact on the environment as a corresponding volume source with volume
flux. To simplify, let the initial momentum flux be horizontal and the buoyant jet three-dimensional
as illustrated in Figure 2.

The momentum, buoyancy and volume fluxes along the buoyant jet trajectory are all Eulerian
quantities. However, m and b will be included in the following Lagrangian equations:
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where t is a time variable defined by a Lagrangian velocity that moves a control volume along the jet
trajectory so that there is no net momentum flux passing through the control volume. Consequently
we have

where A(l) is the lateral area of the moving control volume, a function of the typical jet width l
only. This gives us the following equation defining the Lagrangian velocity.

The only change of momentum is then within the moving control volume and furthermore the
buoyancy flux is conserved. Applying the principle of entrainment we get the following equation
for conservation of volume flux where β is an empirical constant.

Hence, the following equations reduced to Eulerian form will characterize the diffusion process
including also the equation for the jet trajectory

Normalizing the equations and solving numerically for given starting conditions will give the
result illustrated in Figure 3. The relation between mean dilution S from the present theory and
the centerline dilution according to Abraham’s theory is found to be approximately in line with
experimental findings.

2.2 Air-bubble plumes

Air-bubble plumes have been used for a variety of purposes such as pneumatic breakwaters, for
prevention of ice formation, as barriers against salt water intrusion in rivers and locks, for stopping
the spreading of oil spills on the water surface, for reduction of underwater explosion waves and
for mixing and reaeration in density stratified reservoirs to improve water quality. The physical
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Figure 4. Velocity field close to the air-bubble plume (Cederwall, 1971).

structure of air-bubble systems is very complex making it difficult to provide a general theory.
The gross behavior of the air-bubble plume can however be analyzed sufficiently well for design
purposes. The velocity field close to the air-bubble plume is illustrated in Figure 4.

A flow model for the air-bubble plume can be based on the similarity to the basic buoyant plume
phenomenon as previously discussed. The interaction between the rising bubbles and the ambient
water is a complex function depending on several parameters.

An idealized model will be based on the following selection of significant variables:

q0 The volume rate of air flow at atmospheric pressure
ub The differential velocity of the air bubbles relative to the water
[(ρa − ρair)/ρa]g Apparent gravity where ρa and ρair are the density of the ambient water and

the air respectively and g the acceleration of gravity
H The depth above the air flow source
H0 Piezometric head equivalent to the atmospheric pressure (H0 is regarded as a

constant ≈ 10.4 m).

The terminal rise velocity of an air bubble in stagnant ambient water is assumed to be attained
near the source and then remain essentially constant throughout the depth and to be equal for all
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bubbles. This has been found experimentally to be a good approximation. The expansion of the air
bubbles as they rise through the water is neither adiabatic nor truly isothermal. The choice of gas
law does not significantly affect the theoretical result. Assuming isothermal conditions gives the
following volume rate of air flow.

Dimensional reasoning implies that we have two non-dimensional parameters, a design parameter
and a scaling ratio, to characterize the flow phenomenon. The analysis is restricted to the zone
where the horizontal flow near the surface does not affect the vertical flow, that is for x less than
H − h.

The first parameter is a “design parameter” and the second one a scaling parameter.
When the air-bubbles rise through the water the vertical flow resembles turbulent diffusion from

a buoyancy source. To solve the problem an integral technique is used. The rate of entrainment at
the edge of the plume is assumed proportional to the mean axial plume velocity. The similarity
principle is used to describe velocity and density deficiency distributions. We then have for a point
source of buoyancy only:

The volume flux and the rate of entrainment are given as follows where the coefficient of entrainment
is assumed to be constant. Similarly relations for the buoyancy flux

For

The momentum flux is given by
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The driving force of the plume is the buoyancy and the momentum flux equation is then given by

We then have the following equations for a point source to obtain the centerline values of the
velocity and the half-width b of the plume:

The differential equations may be solved by numerical integration after a normalizing procedure
as illustrated in the main reference.

2.3 Tracer simulation of dispersion

Field surveys by use of tracer technology are important measures in investigation of water circulation
and exchange processes in receiving water bodies exposed to pollutants. The dispersion properties
of the receiving water can be studied either by repeated instantaneous tracer injections or by
a continuous adding of tracer material to for instance discharged sewage. An approach will be
discussed with parallel and continuous injection of two tracers that makes possible simultaneous
registration of distribution of concentration and residence time of effluent discharged into a water
area (Cederwall, 1968, Cederwall and Hansen, 1968).

To be used for dual tracer injection, the two tracers have to fulfill the following conditions: The
decay parameters must be well defined and differ significantly and the tracer substances must differ
in at least one property, detectable in low concentration.

Consider a non-conservative tracer with decay factor k continuously injected at a constant rate
into a receiving water area starting at time t = 0. At time t = T the concentration C(T ) is recorded
at a certain point in the receiving water as a sum of contributions from tracer elements released in
succession from the injection point. Then C(T ) can be expressed by means of an age distribution
f (T − t) with reference to time of release.

A residence time for the tracer in the measuring point can also be defined.

This time parameter τ depends on the dispersive properties of the receiving water and the decay
factor of the tracer material. For practical purposes τ may be considered very close to the mean
residence time. Assume that the two tracers 1 and 2 with decay parameters k1 and k2 are simulta-
neously and continuously released and the amount of tracer injected per unit time is constant. A
time parameter τ is now defined through the following equations:
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where C1 and C2 are the tracer concentrations at the measuring site C ′
1 and C ′

2 are the corresponding
concentrations of totally conservative tracers. Hence we have

where c1 · q1 and c2 · q2 are tracer injection rates. This gives us

where R and a have constant values. Consequently a τ value may be determined for each site in
the receiving water area where tracers are found in measurable concentrations. Hence the method
may provide us with both the spatial distribution of recorded physical dilution of the tracer in the
receiving water, or discharged pollutant if the tracers have been used for tracking the pollutant, and
the corresponding distribution of residence time.

2.4 Float dispersion mechanisms

The study that is referred to here was conducted in a laboratory flume using submerged floats of
different sizes. Measured data on lateral diffusion revealed that the floats act as filters to certain
frequencies of the turbulence spectrum. A similar effect was observed when studying the response
of the floats to the vorticity field in the flume flow.

Dimensional considerations indicate a parameter of the principal form l/r and possibly also a
form factor of the dispersed object to characterize the rate of diffusion in a homogeneous turbulence
field. L is a typical geometrical dimension of the diffusing object and r is a typical length of the flow
field also characterizing the scale of the turbulence spectrum. We assume that the turbulence field
is not disturbed by the presence of the diffusing object and that only those eddies of the turbulence
spectrum that are larger than a characteristic dimension of the object contribute to diffusion of the
particle.

Laboratory experiments were carried out in a 40 m long and 110 cm wide flume. The floats used
for the experiments were made of plexiglass and balanced to be almost neutrally buoyant. They
varied in wing size from 4 to 16 cm. All the floats were submerged 6 cm below water surface and
exposed to almost homogeneous turbulence. The lateral diffusion of the floats was determined by
a simple two-scale method. The floats were released manually upstream from the first scale. In a
separate series of experiments the response to vorticity in the flume flow was observed, see Figure
5.

The lateral diffusion was determined by a simple two-scale arrangement, see Figure 5. Let z
be the reading of the position of the floats when passing the scales. A proper description of the
frequency distribution of the diffence in position at the scales was accomplished by calculating
the three characteristics of the distribution, namely the mean, the variance and the skewness. We
define the mean as
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Figure 6. Relative float diffusivity εzp/ε̄z as a function of relative float size l/r. Experimental data compared
to predicted variation.

where N is the number of repetitive runs. The second and third moments are given as

To study how the floats picked up vorticity they were released at a distance from the left wall.
The presence of eddies of both positive and negative rotation was found at all float positions in
the flume. Large floats did not rotate very much but small floats picked up more vorticity. Floats
respond more to eddies that are large relative to their own size.

The variance of the lateral diffusion of the floats can be compared with the depth-averaged lateral
diffusion of dissolved substance. It is evident that there is a large reduction of lateral float diffusion.
The lateral diffusivity of the floats are evaluated by
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in analogy with lateral channel diffusivity. The relative float diffusivity are given in Figure 6 as
a function of relative float size l/r where r is the hydraulic radius of the flume flow section. A
comparison is made with a theoretical evaluation of particle diffusion, for further information see
main reference.

3 CONCLUSIONS

Environmental hydraulics provides a part of the knowledge base for our understanding of environ-
mental problems. Sustainable management of coastal and archipelago environments benefits from
a continuous progress in our capacity to deal with point source pollution, more diffuse leaching of
contaminants as well as water exchange mechanisms of marine environments. The learning process
is often step-wise. We can identify fundamental needs for expanding knowledge in environmental
engineering considering the complexity of environmental impacts we may have to handle. Strategic
environmental impact assessments are required for controlling environmental threats for a wide
range of activities from dredging to coastal erosion due to ship induced wave attacks. There are gaps
to bridge between theory and practice, between empirical knowledge and advanced mathematical
modeling, that still does not properly simulate man-made disturbances and all the background
variability found in nature.
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ABSTRACT: This paper presents quantitative analyses of large eddies, turbulence and secondary
flow in compound channel with floodplain roughened by trees for overbank flow using simulation
results of a 2-D depth averaged Large Eddy Simulation (LES). The results are compared with the
experimental data obtained from Flood Channel Facility UK (FCF). The predicted longitudinal
velocity and bed shear stress were compared with the experimental data and were a reasonably
good agreement. The contributions of the Reynolds stress and secondary flow to flow resistance
were found to be relatively significant in the shear layer.

1 INTRODUCTION

Floodplains are an integral part of a river system and flooding is a natural consequence of periodic
increase in the hydrological flow regime. The benefits of flooding include the ability to replenish
nutrient supplies on floodplains and to provide water to seedlings and trees requiring periodic
inundation, all of which contribute to a unique environment for both flora and fauna. Overbank
flow is natural and also desirable, of course, with no risk to human life. It is therefore a need to
investigate roughness effect of floodplains due to vegetation with trees and bushes on mixing and
transport processes in compound channels. In recent years, there have been many studies on flow
structure in straight compound channels without roughened floodplains (e.g, Shiono & Knight,
1991). As a result, large horizontal eddies, secondary flow and high turbulence have been observed
in the shear layer between the main channel and the floodplain. There are also a few experimental
studies on flow structure in straight compound channels with trees on the floodplain carried out by
Pasche and Rouve, (1985) and Thornton et. al. (2000). These studies have shown more complex
flow structure in the shear layer caused by the interaction between a typical compound channel flow
and the flow around trees on the floodplain. On the other hand, numerical modelling of compound
channel flow has been undertaken using mostly Reynolds averaged Navier Stokes models with
turbulence closure models e.g. Shiono and Lin (1992), and Naot et.al. (1994), however these
models can not produce large horizontal eddies. Large Eddy Simulation (LES) can produce large
eddies and has been also used by Thomas and William, (1995), who showed flow structure in a
straight compound channel with smooth floodplain but did not show evolution of large eddies. This
paper investigates large horizontal eddies, turbulence and secondary flow in a straight compound
channel with the floodplain roughened by trees using simulation results of a 2-D depth averaged
model of Large Eddy Simulation (LES) and the results are compared with the experimental data
obtained from the Flood Channel Facility UK (FCF).
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2 MODELLING

2.1 Basic equations

The 2-D depth averaged model with Large Eddy Simulation is adopted in this study. The governing
2-D depth averaged equations of motion are as follows:

where t is the time, U and V are the depth averaged velocities in the x and y directions respectively.
g is the gravitational acceleration, η is the free surface elevation, ρ is the density of water, h̃ is
the water depth, λ is the density of vegetation, Cdx and Cdy are the drag coefficients in the x and
y directions respectively, τxx, τyx, τxy and τyy are the Reynolds stresses. KG is turbulence kinetic
energy of subgrid scale.

The Reynolds stresses can be expressed in the tensorial form:

Where υ is the kinematics viscosity. υt is the eddy viscosity of subgrid scale (SGS) given by

where Cs is a Smagorinsky constant, �= (�x�y)1/2, �x and �y are a computational mesh size
in the x and y directions respectively.

The turbulence kinetic energy of SGS is given by KG = (υt/Ce�) where Ce is a model constant.
The free surface elevation is determined by the continuity equation:

2.2 Boundary conditions

The upstream boundary condition was given by discharge. The lateral component of velocity was
set to zero. The downstream boundary condition was set to the fixed water depth as with the
experimental data and with the following conditions
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Figure 1. Experimental compound channel.

2.3 Computation

The mesh in the longitudinal direction was set to be 2.5 cm uniformly, but the mesh in the lateral
direction was set to vary in the range of 1.25∼5 cm, of which a mesh of 1.25 cm was used in near
walls and in the vicinity of the junction between the main channel and floodplain. The Smagorinsky
constants, Cs and Ce in the subgrid scale model have been normally adopted between 0.1 and 0.2
in the literature, in this study the best values for this experimental case chosen through calibration
were 0.1 and 0.094 respectively. The flow resistance due to the boundary was fixed to a Manning
coefficient of 0.012 as with experimental smoothed bed. The density of rods on the floodplain was
12 rods/m2 and the drag coefficient of the rod was assumed to be 1.0. The time step was set to
0.005 sec. The LES was solved by a second-order central difference scheme with a staggered grid.

3 EXPERIMENTAL DATA

The experimental data used in this study is from Series 07 of the UK-FCF experiments (see Fig. 1).
The experimental flume was 60 m long and 10 m wide, with a maximum discharge of 1.1 m3/s. The
experiments were performed in a straight compound channel consisting of flat floodplains with rods
(a diameter of 0.025 m). The density of rods was 12 rods/m2. The top width of the main channel was
1.8 m and the floodplain width was 2.3 m. The side slopes were 45 degrees with a bankfull depth
of 0.15 m. The longitudinal bed slope was 1.024 × 10−3. The velocity and boundary shear stress
were measured using an array of 10 miniature propeller meters and a Preston tube respectively. The
water depth of the experiment varied from Dr = 0.1 to Dr = 0.5, where Dr = relative depth defined
as floodplain water depth/main channel water depth.

4 RESULTS AND DISCUSSION

The 2-D depth averaged LES model was applied to the FCF experiment to predict turbulent flow
structure in the shear layer. The results of turbulent fluctuations of two velocity components at
197.5 sec and 200 sec after the LES execution in the reach between 35 m and 45 m for very shallow
flooding, Dr = 0.093 are shown in Fig. 2 as a horizontal eddy vector form. The vectors were
generated by subtracting the instantaneous turbulent velocities from a stream-wise velocity of
0.5 m/s around the edge of the floodplain, thus the directions of flow in the main channel and
floodplain far from the edge are opposite. It can be seen from the figure that there are three
different horizontal eddies moving downstream over the 10 m reach. The pattern of eddy formation
shows that relatively strong flow from the floodplain rapidly enters into the main channel and the
main channel flow slowly moves onto the floodplain, which is similar to that observed by Fukuoka
et al. (1989). When water depth increases, see Dr = 0.25, in Fig. 2, the start of evolution of large
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a) b)

c)

Figure 2. (a) Large horizontal eddies at t = 197.5 s, (b) Large horizontal eddies at t = 200 s, (c) Large
horizontal eddies for Dr = 0.25.

Figure 3. Vorticity for Dr = 0.093.

eddies is noticeably downstream compared with that of Dr = 0.093. Figure 3 shows the magnitude
of vorticity for Dr = 0.093. The vorticity has a maximum value of −2. Pair of vorticity peaks
are normally found in the either side of inflexion point of velocity distribution for simple shear
instability flow, like a Kelvin-Helmholtz instability, but in this case, not quite pairing up. This
may indicate that there are different perturbations of velocity due to difference levels of turbulence
across the side slope section (i.e. cause of variation of water depth).

The depth averaged stream-wise velocity distributions for Dr = 0.093 and 0.25 are shown in
Fig. 4 together with the measured data. Both cases of the LES results are a good agreement with
the experimental data except around the edge of floodplain for Dr = 0.25. The predicted boundary
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Figure 5. Boundary shear stress (Dr = 0.248).

shear stress was also compared with the experimental data and again both are a good agreement in
the main channel, but LES slightly overestimates on the floodplain (see Fig. 5).

The secondary flow and Reynolds stress were not measured in this experiment, but the contri-
bution of those to flow resistance can be estimated using the equation given by Shiono and Knight
(1991) and compared with the results of LES. The equation is as follows

(I) = secondary flow contribution, (II) = weight component, (III) = bed shear stress, (IV) = Rey-
nolds stress contribution and (V) = drag force.

Each term can be normalised by the weight component of ρgHSo to see each contribution. (II),
(III) and (V) were worked out from both experimental data and LES, knowing velocity and boundary
shear stress, which gives the combined (I) and (IV). Figure 6 shows both experimental and LES
results for Dr = 0.25 as an example. For experimental data, the combined contribution is increasing
from positive 30% to 50% towards the floodplain in the main channel, decreasing to negative 200%
near at the floodplain junction and back to 0% at some distance on the floodplain. The LES result
has a similar trend to that of experimental data in the main channel and most floodplain, but much
shaper change occur in the main channel side slope wall region, and the peak magnitude is much
larger.

LES gives U and V so that the contribution of secondary flow (I) can be worked out. (I) was
first calculated, then the contribution of the Reynolds stress was estimated. Both contributions
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normalised by ρgHSo are also shown in Fig. 6. It can be seen from the figure that both magnitudes
are significantly larger than the weight component of 1.0 and boundary shear stress in the shear
layer region. The Reynolds tress term (IV) shows first negative in the main channel, then becomes
positive with a sharp gradient where the peak Reynolds stress occurs. The peak Reynolds stress
occurs at the edge of the floodplain where is consistent with that occurs for smooth floodplain
case shown by Knight and Shiono (1990). The magnitude of the secondary flow term in the main
channel is larger than a value of 0.15 given by Shiono and Knight (1991) for the smooth floodplain
case whereas, on the floodplain, it becomes positive and negative in the vicinity of the junction
instead of a value of −0.25 given by Shiono and Knight. When the magnitude of the secondary
flow term was estimated for various water depths, it was noticed, in the main channel, there was
a certain trend in magnitude, which it increases as water depth increases. This might suggest that
an influence of turbulence anisotropy to the mean flow would become larger owing to trees on the
floodplain. This analysis indicates that the contributions of secondary flow and Reynolds stress to
flow resistance in the hear layer are significantly high.

5 CONCLUSIONS

The LES predicted two components of instantaneous turbulent velocity along the 10 m reach in
the straight compound channel, which clearly shows large horizontal eddies in the shear layer.
The flow pattern from the eddy formation was found to be very much similar to those observed
by experimental studies in the literature. The predicted velocity and boundary shear stress were
a good agreement with the experimental data. The contributions of secondary flow and Reynolds
stress to flow resistance are much higher than the weight component and boundary shear stress in
the shear layer. The contribution of secondary flow to momentum equation becomes larger when
water depth increases, which might suggest that the influence of anisotropic turbulence to the main
flow would increase. Finally, the 2-D depth averaged LES can reasonably predict turbulent flow
structure in the shear layer of compound channel with roughened floodplain.
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ABSTRACT: Field measurements using a deployable 3-D Acoustic Doppler Velocity Profiler
were made under stationary conditions, during a low water period in the Swiss lowland river
Venoge. The riverbed is hydraulically rough; it is composed of coarse gravel and has randomly
spaced protuberances as high as half the water depth. The measurements were made in one half
of the cross section of the river. The present analysis focuses on the three-dimensional character
of the mean river flow and its implication on mixing and transport. The mean velocity cross river
distribution is affected by the riverbank effect and large bottom roughness. The three-dimensionality
of the mean flow induces secondary motion due to large-scale bottom roughness. As a consequence,
the turbulence distribution across the section and along the water depth is modified. It is concluded
that 2-D concepts developed for open-channel flow are of limited value under these conditions.

1 INTRODUCTION

Field measurements of velocity including turbulence features are needed for the validation and
calibration of engineering tools in river simulations with respect to sediment transport, morphology
evolution, secondary flows and mixing and transport of heat and matter. Only a small number of
field studies have been carried out in natural or canalized rivers, mainly due to the lack of suitable
instrumentation. Some recent publications give a limited insight into turbulent flow aspects under
natural conditions (González et al. (1996); Nikora and Smart (1997); Powell et al. (1999); Smart
(1999); Nikora and Goring (2000); Babaeyan-Koopaei et al. (2002); Hurther et al. (2002); Tritico
et al. (2002) and Roy et al. (2004)).

In this paper we present the results of a field measurement campaign made on a lowland stretch
of the Swiss river Venoge, during the summer of 2003. A deployable three-dimensional Acoustic
Doppler Velocity Profiler (ADVP) developed at the LHE was used. The instrument which permits
three-dimensional, quasi-instantaneous profiling of the fluctuating velocity flow field along the
whole water depth (Rolland and Lemmin, 1997), is positioned at several points across the river
section. The flow conditions were stationary and the riverbed was extremely rough. Our results
focus on the three-dimensionality of the mean river flow and on the turbulence distribution across
the section and along the water depth.

2 FIELD STUDY

The field measurements were made during a low water period, across the Swiss lowland river
Venoge (Table 1). They were carried out on a single day and under stationary flow conditions, as
confirmed by discharge data provided by the Swiss Hydrological and Geological Services. The
chosen cross section was situated along a straight river reach, about 120 m upstream of the Moulin
de Lussery (Figure 1).

In Table 1, Re is the Reynolds number; U, the vertical mean of the longitudinal velocity; ν, the
cinematic viscosity; Fr, the Froude number; g, the gravity acceleration and D50, the bottom grain
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Table 1. Summary of the Venoge river flow characteristics.

Mean slope Discharge Av. water depth Width Re = Uδ/ν Fr = U/
√

sgδ D50 from the riverbed(1)

(%) Q (m3/s) δ (m) B (m) (×104) (-) (mm)

0.13 0.80 0.21 6.30 3.0–14.4 0.2–0.9 40

(1) D50 obtained from a sample of the bottom material using Wolman (1954) method.

Figure 1. View of the study reach and of the deployable support structure for the ADVP field measurements.

size diameter for which 50% of the grain diameters are smaller. Considering the average water
depth, one obtains B/δ= 30 which corresponds to shallow water conditions.

The riverbed is hydraulically rough, composed of coarse gravel and randomly spaced protu-
berances as high as half the water depth (0.5δ). The measurements were made in half the cross
section of the river starting from the right riverbank (y/B = 0). The deployable 3-D ADVP was
used for the measurements. ADVP spatial and time resolutions are sufficient to estimate the main
turbulent parameters related to open-channel flows within the production and inertial subranges of
the spectral space. In the present study, 25 profiles were measured for 5 min. each with horizontal
spacing of 10 to 12.5 cm. A Pulse Repetition Frequency (PRF) of 2000 Hz and a Number of Pulse
Pairs (NPP) equal to 32 was used for the estimation of the Doppler shift and subsequently the
three-dimensional velocity components, resulting in a sampling frequency of 62.5 Hz. Though a
low degree of aliasing was expected, a correcting algorithm developed by the authors was applied
to the data. This algorithm rectifies directly the instantaneous values of the Doppler frequencies
measured by the receivers through a procedure that follows the signal history and chooses the best
correction to be made. A deployable support structure was constructed for the easy displacement of
the ADVP along two directions (horizontal and vertical, see Fig. 1). The installation minimizes the
disturbance of the flow field and instrumentation vibration. This structure is leveled and aligned
and allows to carry out the measurements of the cross section over a short period of time.

3 RESULTS

3.1 Mean velocity field

Figure 2 shows the mean velocity field in the longitudinal, transversal and horizontal planes across
the section. Each vertical line corresponds to one measured profile and each vector results from
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Figure 2. Mean vector fields (U: longitudinal; V: transversal; W: vertical component) in cross section of
the river Venoge: (a) longitudinal plane (U-W); (b) transversal plane (V-W); (c) horizontal plane (U-V).
Measurements cover half the river width.

one of the ADVP bins. The local water depth is determined from the backscattering echo intensity
of the ADVP with a resolution of ±5 mm.

The high three-dimensionality of the flow is evident from Figure 2, best seen in the near bank
zone and around the higher riverbed protuberances. In fact, the large-scale bottom roughness
locally produces important secondary mean motion in the flow, as seen from the transversal (V)
and vertical (W) components of the mean velocity field (Figure 2b). This leads to a strongly 3-D
flow field over most of the cross section (Fig. 2b and c). On a cross section average, the transversal
and vertical velocities represent about 5.3% and 7.5% of the longitudinal component, whereas they
become locally more important over the large-scale roughness. No structured secondary flow cells
were detected. In agreement with observations by Studerus (1982), higher intensity cells in the
(U) field are observed across the section where large-scale bottom roughness is found (Fig. 2a).
The transversal decrease of the longitudinal velocity component (Fig. 2a) towards the riverbank is
associated with a secondary recirculation flow (Fig. 2b and c) and indicates the drag effect of the
riverbank occurring for y/B< 0.15.

The profiles of the longitudinal component of the mean velocity field measured in the river
Venoge were compared to the classical log-law approach. Despite the three dimensional character
of the flow, the mean longitudinal velocity distribution shows a logarithmic layer in the lower 40%
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Figure 3. Power spectral density of the turbulent velocity fields: (a) vertically averaged power spectral density
of the streamwise velocities for several profiles measured across the section; (b) vertically averaged power
spectral density of the streamwise, spanwise and vertical velocity components, for y/B = 0.282.

of the water column along most of the section, and classical 2-D boundary layer profiles are found
over most of the depth in sections where the bottom is relatively homogeneous (0.25> y/B< 0.35).
For all the 25 measured profiles only one did not correspond to hydraulically rough turbulent
conditions. The average dimensionless roughness is k+ = 9500; with the dimensionless roughness
defined as k+ = ksU*/ν, where U* is the friction velocity. The computed value of ks,50, defined as
the equivalent roughness for which 50% of the values are higher, is equivalent to the grain diameter
D85 taken from the grain size distribution of the riverbed.

Obviously, a 2-D approach of a rough flow is impossible especially in the inner bank zone and near
the large-scale bottom roughness. Therefore, concepts developed for open channel flow particularly
concerning bottom friction velocities are of limited value in these flows. This is important because
sediment transport is controlled by bottom friction and new concepts for the prediction of sediment
transport in these flows may be needed. The three-dimensional mean field has its maximum value
around the protuberance correspondent to y/B = 0.45. In this vertical the mean vertical velocity
component assume the highest values, representing about 14% of the maximum longitudinal one.
In the profile y/B = 0.50 the spanwise velocity acquires its maximum, representing about 10% of
the maximum longitudinal one. Taking these two latter values as reference, it is obvious that the
secondary mean velocity field introduces an additional advection of about 25% for any physical
property present in the flow in its balance equation. The spanwise and the vertical terms should
thus be included in this calculation.

The three dimensionality of the flow is confirmed by the inexistence of mass conservation within
the cross section. In this flow, mass conservation can only be verified over a river stretch. The
secondary mean motion induced by the large-scale bottom roughness is important in the spreading
of matter, heat and momentum across the river section. Due to the strong shear zones this may
locally be more efficient than background turbulence. Turbulence production is not restricted to
the shear due to the bottom roughness. Instead, the shear zones observed in the mean velocity field
provide for an additional turbulence production along the whole water column.

3.2 Fluctuating velocity field

Figure 3 presents estimates of the power spectral density of the fluctuating velocity fields. The
data was split into blocks of one minute duration and the Welch method with 50% overlapping was
used for the calculation of the power spectral density. The vertically averaged spectral density for
several measured profiles, representing the bulk average streamwise turbulent energy distribution
is shown in Fig. 3a.
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Figure 4. For the streamwise component at y/B = 0.282: (a) Power spectral density of the turbulent velocities
for several points along the water depth; (b) vertical distribution of turbulence intensity. The points corre-
sponding to the spectral density plots shown in Fig. 4a are represented by a dot surrounded by a circle in
Fig. 4b.

No particular tendency of the total bulk energy distribution between y/B = 0.262 and y/B = 0.444
is detected, despite the difference in roughness and water depth between these two flow zones. The
vertically averaged spectral density for the three velocity components for the profile y/B = 0.282 is
given in Fig. 3b. It shows a strong anisotropy of the flow, with the streamwise velocity component
dominating in the energy production, in agreement with the conclusions by Buffin-Bélanger et al.
(2000). It was also verified that in the transversal plan (y-z), the anisotropy level decreases in the
upward direction, towards nearly complete isotropy conditions.

Figure 4 shows the streamwise spectral density for several water depths and the vertical
distribution of the streamwise turbulent intensity for y/B = 0.282.

High values of the turbulent intensity are found, particularly in the near surface area (Fig. 4). The
turbulent energy distribution decreases downwards in the water column, confirmed by the spectral
density distribution (Fig. 4a) and by the turbulence intensity profile (Fig. 4b). Thus, in the present
flow the bottom production does not seem to be the main source of turbulence. In order to explain
the turbulence distribution shown, several other production sources can be envisioned and will be
investigated. The flow features here shown for the vertical y/B = 0.282 are generally valid for the
rest of the cross section.

4 DISCUSSION

Macro roughness and high protuberances present on the riverbed promote mixing in the water
mass (pollutants, heat or momentum), due to the existence of secondary mean flow and due to
an increase of the turbulence levels within the flow. The effect of the secondary mean flow on
the structure of the flow provides for a supplementary advection term in a balance equation, in
both the spanwise and vertical directions. This is not considered in exclusively two-dimensional
approaches. Furthermore, the high turbulence levels observed are of major importance for mixing.

The strong variation of the mean streamwise velocity field across the section (Fig. 2a) is respon-
sible for additional shear zones that produce horizontal eddies, thus providing for a turbulent
energy production all along the water depth. Due to the random distribution of the protuberances
and macro-roughness along the studied river reach, the high turbulence levels are equally distributed
across the river section. We concluded that in the present flow, sources other than bottom shear
contribute to the turbulent energy production.

The presence of macro-roughness elements in the riverbed induces large flow structures with
length scales of the water depth. These dominate the turbulence production and are present in
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the entire flow depth (Roy 2004). These large structures are conveyed upwards within the water
column where the higher longitudinal velocities together with the constraint imposed by the water
surface distort them in the streamwise direction. This process explains the high values of stream
wise turbulence near the surface and can be considered to be similar to the rapid distortion for
which a theory was first developed by Batchelor and Proudman (1954).

At the same time, a regular occurrence of alternating periods of faster and slower streamwise
velocity with respect to the mean velocity is observed in the whole water column in the present data,
though is not discussed here. This velocity variation induces an additional oscillating component
with extremely high amplitude which affects the longitudinal turbulent intensity. This periodic
oscillation occurs at a periodicity lower than 1 Hz and can be considered as a quasi-stationary
feature of the flow. It will therefore not contribute to the small-scale turbulence. However, the
existence of these alternating time cells, sugested by Yalin (1977) can be responsible for the strong
anisotropy in the streamwise direction observed in the turbulence intensity analysis.

The authors acknowledge the financial support of the FCT (BD 6727/2001) and the Swiss
National Science Foundation (2000-063818).
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transport characteristics in rivers
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ABSTRACT: A 2-D Lagrangian-Particle-Tracking-Method (LPTM ) has been developed to simu-
late dispersive mass transport in rivers under the influence of dead-water zones, such as groin fields.
Results from laboratory experiments are used in the LPTM to include velocity and diffusivity
distribution and the mean residence time. With the help of different LPTM simulations where the
retention effect of the groin fields varies along the travel distance, the influence of morphological
changes on the transport characteristics has been analyzed.

1 INTRODUCTION

The mass transport of dissolved pollutants in a river reach is difficult to predict, due to the limited
knowledge of the relation between morphological conditions and transport characteristics. In rivers
with strong morphological heterogeneities like dead-water-zones (see Fig. 1, i), channel meander-
ing or varying channel width, the prediction of transport velocities, maximum concentration and
skewness contains strong uncertainties. A far-field 1-D prediction tool called the River-Rhine-
Alarm-Model (Spreafico, 1993) has been developed by the “International Commission for the
Hydrology of the River Rhine” (CHR) and the “International Commission for the Protection of
the Rhine” (ICPR) for cases of accidental pollutant releases. For this kind of predictive models,
much effort and money is spent on calibration by means of extensive in-situ tracer measurements
(van Mazijk, 2002). In the case of the River Rhine Alarm Model, which uses a one-dimensional
analytical approximation for the travel time and concentration curve, a dispersion coefficient and
a lag coefficient have to be calibrated. The model works well for cases of similar hydrological
situations. However, variations in discharge, and thus, changes in water surface levels, lead to
increased errors if the same calibrated parameters are used for different hydrological situations.

Figure 1. Morphological heterogeneities due to groin fields and related flow pattern; (i) Aerial photograph
of the River Elbe taken at 490 km, with low discharge conditions, authorized by WSD Ost, Berlin; (ii) Flow
structures in the mixing layer between dead-water zone and main stream, observed in the river Rhine near
Karlsruhe.
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(i) normalized mean velocities (ii) normalized rms velocities

Figure 2. Results of velocity measurements for (i) mean velocities approximated with a tanh function and
(ii) turbulent velocity fluctuations v′ approximated with a Gaussian curve, measured in a cross section with
groins fields of an aspect ration width/length = 0.4.

Hence, predictive methods that are appropriate for variable flows and changing morphological
conditions are needed.

In the present research project, the influence of dead-water zones such as, groin fields, on the
transport characteristics has been investigated (Weitbrecht, 2004). The influence of groin fields
on the transport characteristics can be described by three different aspects that are caused by the
dynamics of the mixing layer between the dead-water zone and the main stream, which is dominated
by large coherent horizontal eddy motion due to the shallowness of the flow (see Fig. 1). Taylor
(1954) showed that the two main processes with respect to longitudinal dispersion are longitudinal
velocity shear and transverse diffusion. The mixing layer leads to enhanced transverse mixing
and therefore, reduces longitudinal dispersion. The mean horizontal velocity distribution is also
strongly affected by the mixing layer. Compared to a mixing layer along a smooth wall the velocity
distribution is much less homogeneous which enhances longitudinal stretching. The third aspect
is given by the mass exchange between the dead-water zone and the main stream, which is also
driven by the mixing layer dynamics. Mass that travels in the main stream gets retained in the dead
water zone and therefore, leads to additional stretching of a pollutant cloud.

With the help of detailed velocity and concentration measurements the flow and transport phe-
nomena in the presence of groins has investigated systematically for varying geometrical conditions.
The mean and turbulent flow properties have been measured with a Surface-Particle-Imaging-
Velocimetry system (Weitbrecht et al. 2002). In Figure 2 typical results of the velocity measurements
for the mean velocities and rms-velocities are illustrated. The measurements were performed in
a tilting flume of 20 m length and 1.8 m width. The water depth h was 4.6 cm and the mean flow
velocity U about 16 cm/s. The groins were placed on one side of the flume with a length of 50 cm
and a varying spacing from 15 cm to 145 cm. The profiles in Figure 2 represent measurements with
a spacing of 125 cm and are used later in the numerical transport simulation (LPTM ) to determine
the advective and diffusive step.

With the help of concentration measurements where dye is injected instantaneously into one
single groin and by analyzing the concentration decay the mean residence times could be determined
for the various groin field geometries (Jirka, 2004), which are used in the transport simulations
to parameterize the influence of the particle retardation as described above. The transfer of the
measured results locally at single groin fields into a system of many groin fields has been performed
using a Lagrangian-Particle-Tracking-Method (LPTM ) described in the next section.

In Jirka (2004), it was shown that the influence of groin fields on the dispersion process is
strongly related to the current Peclet Number defined as (UB)/Dy with U as the mean flow velocity
B the channel width and Dy the transverse turbulent diffusion coefficient. The Peclet Number as
it is defined here, is directly related to the time scale that describes the transverse mixing time. It
was shown that with increasing Peclet Number the influence of the groin field retardation TD as
a second time scale gets much stronger. Furthermore, it has been shown, that the dimensionless
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mass exchange coefficient k (Valentine & Wood, 1979) that describes the strength of the mass
exchange between dead-water zone and main stream, scales with a certain shape factor RD, defined
similar as a hydraulic radius of the groin field WL/(W + L)/hs, where W is the width and L length
of a groin field and hs the water depth in the main channel. k lies in the range between 0.012 and
0.035 and increases with increasing RD. Using this information in a LPTM simulation as boundary
condition it could be shown (Jirka, 2004) that with increasing RD, which corresponds to smaller
residence times, the dispersion coefficient decreases and the transport velocity increases. In the
present paper additional results of LPTM simulations are presented, where the influence of varying
morphological conditions along the main flow direction can be analyzed.

2 LAGRANGIAN PARTICLE TRACKING METHOD

A transport model based on a 2-D Lagrangian-Particle-Tracking-Method (LPTM ) has been devel-
oped to determine transport characteristics in the far-field of a pollutant transport scenario by
analyzing the statistics of such a particle cloud at any position of the simulation. The method
represents a random walk approach as has been used, for example, by Sullivan, 1971 to model
turbulent shear flow based on statistical mechanical transport theories presented by Taylor (1921).

A random walk simulation can be understood as the tracking of discrete particles, under the
influence of the governing flow processes. Typically, the particle displacement dXi is described by
a deterministic and a stochastic part, leading to the so called Langevin equation (Gardiner, 1985)

where XSi is the position x, y and z. f(X_i,t) represents the advective or drift component, which can
be interpreted as the mean flow velocity field. The expression g(x_i,t) describes the diffusive or
noise component of the particle movement that describes the strength of the turbulent diffusion in
space. The stochastic part is represented by the Langevin force Z , which is a Gaussian distributed
variate with a mean value of zero and a variance equal to one.

In the present case the governing processes are advection in longitudinal direction x and diffusion
in transverse direction y, which implies that we can neglect the drift component in y-direction and
the noise component in x-direction in eq. 1. An important part of such a model is the link between
the diffusive step size and the length of the time step. Here the approach given by Taylor, 1921 is
used, who stated that the spreading of a particle ensemble measured with the standard deviation
under the influence of turbulent diffusion can be treated as a Fickian type of diffusion, where
σ ∼ (2Dyt)0.5 with Dy as the turbulent diffusion in y-direction and the time t. The diffusive step
size for a single particle at a certain time step in y-direction is therefore given with

Using these assumptions, the position of the particles in every time step �t can be described by a
simplified 2-D version of eq. 1.

where xold , yold and xnew, ynew are the spatial locations at times t and t +�t respectively. The function
u(y) denotes the mean flow velocity in relation to the position in transverse direction. Dy(y) is the
transverse component of the turbulent diffusion coefficient related to the position in y-direction.
In order to satisfy continuity an extra advection term in y-direction has to be included, to achieve
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consistency with the governing Advection-Diffusion-Equation. This extra term in eq. 4 is called the
noise-induced drift component (Dunsbergen, 1994). Consequently, in every time step, a particle
moves convectively in x-direction depending on the velocity profile and does a positive or negative
diffusive step in transverse y-direction.

Also the boundaries of the calculation domain and their effect on the particles are important.
The inflow and outflow boundaries do not affect the particles as in our case the domain has an
infinite length. In case of horizontal shear the boundaries representing the channel bank and
channel centre line act as reflective walls. With the given equations and boundary conditions
transport in open channel flow can be simulated with a depth-averaged velocity profile (Fig. 2, i)
in transverse direction and a certain distribution of the diffusivity (Fig. 2, ii). The next step is to
include the influence of dead-water zones into the LPTM, which can be achieved by introducing the
mean residence time of tracer material in the dead-water zone. Weitbrecht, 2004 showed, that it is
possible to model the influence of the mass transport by including this parameter into the boundary
conditions as a transient-adhesion-boundary, such that this boundary simulates the behavior of
mass trapping and mass release. A particle that reaches such a boundary is fixed to that x-position
until the mean residence time TD has elapsed.

The outcome of a LPTM simulation are x and y-positions of every single particle at every
time step. By analyzing the statistics of the particle positions, information about the transport
characteristics can be determined. The 1-D longitudinal dispersion coefficient DL, as a measure of
the spatially averaged spreading rate of a tracer cloud, can be determined by calculating the time
change of the longitudinal variance σ 2 particle distribution.

A second result will be the skewness Gt of the particle cloud, which is defined as the relation
between the quotient of the third moment about and the third power of the standard deviation.

The skewness of a certain distribution describes the degree of asymmetry of a distribution. The
skewness can be used as an indicator for the length of the advective zone, in order to define when
it is acceptable to apply the Taylor solution to a pollutant transport problem. Another parameter of
interest is the transport velocity c of the tracer cloud, defined as the velocity of the center of mass of a
particle ensemble. In the case of regular channel flow with ordinary reflective boundary conditions
c is equal to the mean velocity if the particles are homogeneously distributed over the river cross-
section. In case of point sources this can be reached after the tracer has passed the advective zone.
The transport velocity is defined as the velocity of the center of mass of the particles.

3 SIMULATIONS WITH VARYING BOUNDARY CONDITIONS

In the present paper two different simulations are presented using the flow conditions from the
experiment described in the introduction. The transverse mean velocity is represented by a tanh
function (see Fig. 2, i), such that the velocity at the groin field boundary is not zero. The turbulent
diffusivity in the main channel is taken to be constant with DL = 0.15 u∗h. Close to the groin
fields the transverse diffusivity increases related to the Gaussian distribution given in Figure 2(ii).
SimulationA (Fig. 3) starts without the influence of groin fields for the first 1000 times the channel
width B. For x/B> 1000, the effect of the groin fields is turned of by setting the residence time
TD at the adhesive boundary to 92 seconds. In case B (Fig. 4) the simulation starts with a channel
reach with groin fields for 0< x/B< 1000. For x/B> 1000 the residence time is set to zero. In
both cases the number of particles is 10,000, they are homogeneously distributed over the inflow
boundary at x = 0 and the length of a time step is 5 s.

In Figure 3(i–iv) the results for simulation A are visualized where the simulation starts without
the influence of dead-water zones. In Figure 3(i) the results after the first time step is plotted
where particle distribution in the upper part shows exactly the related velocity distribution. At this
time step the particle distribution in longitudinal direction is strongly skewed because, most of the
particles sit in the homogeneous part of the velocity distribution in the main channel. In Figure 3(ii)
and (iii) the particle distribution is still strongly skewed but, the dispersion coefficient tends to a
final value of about 0.04 m2/s, long before x/B = 1000 is reached. Part (iii) shows that exactly
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(i) after first time step (ii) after 105 time steps

(iv) after 15960 time steps(iii) after 5085 time steps

Figure 3. Results of simulation A where in the initial phase x/B< 1000 no groin fields are present, visualized
at four different time steps. In the upper diagram of the four figures the particle position is plotted, in the mid
part the dispersion coefficient [m2/s] as well as the coefficient of skewness is shown, and in the lower part the
particle distribution in longitudinal direction is visualized.

at x/B = 1000, where the channel section with transient-adhesion boundary starts the dispersion
coefficient increases as expected to reach the final value of about 7 m2/s, which is the same result
as if the simulation starts from the beginning with the influence of groin fields.

Interesting in case A is the evolution of the coefficient of skewness plotted in red in the mid part
of Figure 3. According to previous studies (Schmid, 2002) strong morphological changes, as the
begin of a channel section with groin fields would lead to strong local increase of the skewness
coefficient. In the present simulation (Fig. 3, iii and iv) the influence on the skewness is almost not
visible. In contrary, at x/B = 1000 a local decrease of the skewness can be observed, which leads
to the assumption that the process of particle retention in a dead-water zone leads to increased
homogenization in longitudinal direction. In Figure 3(iv) the final stage of mixing is achieved with
almost Gaussian particle distribution in longitudinal direction.

The results of simulation B where the groin fields stop at x/B = 1000 stop, in principle lead to the
same conclusions as the results of simulation A. The initial mixing conditions do not influence the
final results. In case B the final dispersion coefficient (Fig. 4, iv) is the same than without the groin
field section in first phase. In Figure 4(ii) the influence of the transient-adhesion boundary is clearly
visible. Five different particle clouds follow the main particle cloud where the mean residence time
TD is visible as the distance between these clouds divided by mean flow velocity. In case B an
interesting phenomena occurs with respect to the dispersion coefficient at x/B = 1000. Here, the
effect of the groin fields is virtually turned off by setting the mean residence time to zero. Against our
first expectations the dispersion does not immediately decrease but increases over a travel distance
that is of the order of the standard deviation of particle distribution in longitudinal direction. The
dispersion coefficient increases about 30% in this region for this configuration. The stretching effect
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Figure 4. Results of simulation B where only in the initial phase x/B< 1000 groin fields are present, visualized
at four different time steps.

is enhanced because the front of the cloud does move from x/B = 1000 with the mean velocity U ,
whereas the other part of the cloud still travels with transport velocity given by the ratio of particles
that are sitting in the dead zone to the number of particles in the main stream. Also in case B the
skewness (Fig. 4, iv) is almost not affected by the changing morphological conditions. Figure 4(iv)
shows again, that the groin fields enhance the homogenization of the particle cloud in longitudinal
direction and the particle distribution is still more skewed at the end of the simulation in case B.

4 CONCLUSIONS

In the present paper it has been shown that LPTM is a simple to use tool to simulate dispersive
mass transport in rivers and to transfer results obtained locally at single dead-water zones in the
laboratory into the far-field transport characteristics of a system with many groin fields. With two
simulations where the effect of groin fields is virtually turned on, or turned off respectively, after
a travel distance of 1000 times the channel width, it could be shown that the initial conditions do
not affect the final result. In case B where the groin field effect is turned off after 1000 times the
channel width the stretching rate and hence, the dispersion coefficient increases locally before it
reduces to the final value. Both simulations showed that the skewness of the particle distribution in
longitudinal direction is almost not influenced by this strong change of the boundary conditions that
simulate a sudden change in the morphological conditions. The skewness of the particle distribution
tends in the presence of dead-water zones faster towards zero than without groin fields, due to the
fact that the particle retention in the groin field enhances homogenization in longitudinal direction.
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ABSTRACT: It has been found from laboratory measurements that near-surface velocity of a
turbulent current can be reduced by following-waves but increased by opposing-waves. For both
wave-following and -opposing currents, longitudinal vortices have been observed in the experi-
ments on wave-current interaction. By a depth-varying eddy viscosity, we show analytically that
the change of the mean-velocity near the surface is the result of the wave-current interaction, in
particular the second-order mean shear stress on the mean surface. Comparisons with existing
experiments are discussed about the change of the near-surface velocity of a turbulent current. By
analyzing the instability of the wave-current system to the span-wise perturbation, we show that a
second-order mean shear stress exists on the mean water surface. This mean shear stress, together
with the vortex force found by Craik and Leibovich (1976), causes the span-wise perturbation to
grow in time, and leads to instability and the formation of longitudinal vortices. The side-wall
effects which always exist in laboratory experiments will also be addressed.

1 INTRODUCTION

In a shallow lake or sea, fine sediments can be stirred up by waves and then transported by the current
in the form of suspended particles. Understanding the transport of these suspended sediments is
important to the study of the water quality as the fine sediment particles may be the carries of the
contaminants or nutrients. Notable decrease/increase of the near-surface mean velocity has been
found experimentally when long-crested waves are following/opposing a uniform turbulent shear
current in a water of finite depth (see, Kemp and Simons (1983), etc.). This decrease/increase
of the near-surface mean velocity may affect the transport processes that depend on the near-
surface shear of the mean current. Also the unstable growth of the span-wise perturbation to this
two-dimensional wave-current system can lead to the formation of longitudinal vortices similar
to Langmuir cells, which have been observed in deep ocean, large lakes (Langmuir (1938)) and
shallow lagoon (Szeri(1996)). These large-scale longitudinal vortices can affect the transport of the
suspended sediments as well. We first present a two-dimensional theory to explain the wave-induced
change of the near-surface mean velocity, and then study the instability of the two-dimensional
wave-current system to the span-wise perturbation and the formation of longitudinal vortices. The
longitudinal vortices produced by side walls will be discussed based on the linearized instability
analysis and the concept of vortex force.

2 WAVE-INDUCED CHANGE OF NEAR – SURFACE MEAN VELOCITY

We study the wave-induced change of the mean current over a bottom characterized by a dimension-
less roughness height zb, normalized by the inverse of the wave number k . The mean current velocity
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is assumed to be comparable to the wave orbital velocity, which is appropriate for swells riding on a
tidal current in a shallow water environment. The eddy viscosity near the surface will be affected by
the presence of waves. In the core region (above the bottom oscillatory boundary layer), similar to the
eddy viscosity used for wind over water waves (Townsend (1972)), we adopt the following eddy vis-
cosity νe to account for the effect of the moving surface η and the water depth h on the eddy viscosity:

where ν is the molecular viscosity, uf the friction velocity and κ = 0.4. Both z and η in equation (1)
have been normalized by the inverse of the wave number. In the core region, the friction velocity
uf is dominated by the turbulent current but slightly affected by the presence of waves, thus the
friction velocity uf will take a value different from that without waves. Inside the bottom oscillatory
boundary layer where the effect of η can be omitted, we adopt the linear eddy viscosity mode of
Grant and Madsen (1986), who showed that waves may greatly enhance the turbulence intensity in
this thin layer and leads to friction velocity uf larger than that in the core region.

The total velocity of the mean motion can be written as the sum of the unperturbed turbulent cur-
rent and the wave-induced current u′

c. After a perturbation analysis, it was found that a second-order,
non-zero mean shear stress exists on the mean surface even without wind (Huang and Mei (2003)),
who also showed that in the core region the mean shear stress experienced by u′

c can be expressed by

in which A is the dimensionless wave amplitude (normalized by the typical wave amplitude), The
dimensionless friction velocity in the core region αc is defined by

with C being the wave speed and ε the wave slope. The dimensionless friction velocity inside the
bottom wave boundary layer (αb) and the dimensionless friction velocity without waves (α0) are
defined in a similar way. β is the dissipation rate of wave energy, which has been given in Huang and
Mei (2003) for a spatially-decaying waves in a turbulent current. The shape of the unperturbed eddy
viscosity and the shape of the surface distortion of the eddy viscosity are given, respectively, by

In (2), symbol Im (·) stands for the imaginary part of its argument. K (Z), a function describing the
bottom Stokes boundary layer, is defined by

with K0(Z) being the Kelvin function of the zero-th order. Zδ is the thickness of the bottom wave
boundary layer, determined by a matching procedure (Huang and Mei(2003)). It can be seen from
(2) that the perturbed mean shear stress is controlled by the following factors: (1) the surface
distortion of eddy viscosity; (2) wave-induced change of the friction velocity; (3) wave-damping;
(4) wave-induced Reynolds stress due to the bottom Stokes layer, and (5) the curvature of the
eddy viscosity. Predicted wave attenuation and mean velocity profile agree well with available
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Figure 1. Comparison between the measured (circles) and the predicted (solid line) mean velocity for
wave-opposing current. The dashed line is the mean velocity without waves. Data points are from the run
WDR4 of Kemp and Simons (1983) for wave-opposing current, which shows the increase mean velocity near
surface by opposing wave. Symbol cross (x) is the location where velocity patching was made. The water depth
was 0.2 m, wavelength 1.23 m and the wave amplitude 2.5 cm.

experiments. Figure 1 shows the comparison of the measured and predicted mean velocity profiles
for wave-opposing current. To certain extent, the change of the mean current profile due to waves
will contribute to the generation of the longitudinal vorticity discussed in the next section.

3 LONGITUDINAL VORTICES DUE TO INSTABILITY

Longitudinal vortices in shallow water can produce large-scale cellular motions similar to Langmuir
circulations in deep sea. These cellular motions can extend down to the bottom in a water of finite
depth, thus are crucial to the mixing processes and the transport of suspended sediment in shallow
water environments. We present a linear instability analysis to study the unstable growth of a span-
wise perturbation to the two-dimensional wave-current system. Similar problems for wind-driven
current comparable to the wave orbital velocity in deep seas have been studied by Craik (1982) and
Phillips (1997). We study here the problem for tidal current in a shallow water environment. Follow-
ing a standard perturbation analysis (Huang (2003)) , the linearized equations governing the longi-
tudinal velocity u0 and the longitudinal vorticity ξ0 of the span-wise periodic motion are obtained

which are supplemented by, respectively, the definition of the longitudinal vorticity and continuity
equation for the span-wise perturbation.

In equation (7), Us is the Stokes drift computed by the linear waves. The second term on the left-
hand side of equation (6) is due to the shear in the unperturbed current which is logarithmic with
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Figure 2. Illustration of the physical mechanism of instability caused by mean surface stress (equation (9)).
The undisturbed current, absence from the mean stress on the surface, is not shown in the figure.

respect to the distance from the bottom; the third term on the left-hand side of (6) is due to the
shear in the wave-induced current (u′

c), whose shear rate in the core is comparable with that of the
unperturbed current (see Huang and Mei (2003)). The nonlinear interaction between the primary
waves and the secondary waves (due to the interaction between primary waves and the span-wise
perturbation) produces a non-zero mean shear stress on the mean surface which is the one of the
surface boundary conditions of the spane-wise motion (Huang (2003), Huang and Mei (2004))

where u0 the longitudinal mean velocity, w0 vertical mean velocity, and ζ0 = −∂u0/∂y the vertical
vorticity. s is a known numerical parameter depending on the wave and current conditions (Huang
(2003)). The other surface boundary conditions are ∂v0/∂z = 0 and w0 = 0 on the mean surface.
No-slip and no-flux are required on the bottom.

The non-zero mean shear stress (9) couples the transverse motion (v0, w0) with the longitudinal
motion (u0) and causes a further growth of the span-wise perturbation, as illustrated in the Figure 2.
Suppose that surface has the initial surface divergence/convergence due to small perturbation (see
Leibovich (1983)), there must be upwelling and down-welling motion as sketched in Figure 2.
Consider a half y-period where ∂w0/∂y > 0 in the core but ∂w0/∂y = 0 on the mean surface. It
then follows that near the water surface the vertical gradient of ∂w0/∂y is negative. Because of
(9), there will be a downward influx of the vertical vorticity. This influx is diffused downward
by eddy viscosity to increase the vertical vorticity in the core. In view of (7), the increment of
vertical vorticity ζ0 forces further increase of the longitudinal vorticity ξ0 by the shear in the Stokes
drift, which in turn forces further increase of the vertical vorticity on account of (6). Thus surface
boundary condition (9) contributes to the unstable growth of span-wise perturbation. Within the
half-y period where ∂w0/∂y< 0 in the core region, all signs reversed.

It is found by numerical examples that this non-zero mean shear stress is as important as the
vortex force in the formation of the longitudinal vortices by an instability mechanism. There are
two vertical modes which may grow in time. The first mode is due mainly to the surface stress
(cf. (9)); while the second mode is driven by both the vortex force in the core and the mean shear
stress on the surface. Effects of wave steepness (ε), wave number of span-wise perturbation (K),
water depth (kh) and relative current strength uf /C on the growth rate of the span-wise perturbation
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Figure 3. Left figure: Computed cell pattern of longitudinal vortex motion for ε= 0.18 in which the arrows
indicate the flow direction and the numbers indicate the values of stream function; Right figure: Growth rates
of the second mode as a function of the lateral wave-number K and wave slope ε in which the numbers indicate
the growth rate σr . Conditions: uf /C = 0.003, kh = 1.0 and zb = 2 × 10−6.

Figure 4. Longitudinal vortices due to sidewalls in current following waves. U0 is the unperturbed
open-channel flow which has boundary layer structures near the two sidewalls.

σr were studied by Huang (2003), who found that the second mode is more important to the transport
processes. Figure 3 shows a typical cell pattern and contour of the growth rate σr in (σr , K) space
for the second mode. The minimum wave slope needed for the instability is ε= 0.06 below which
the wave-current system is stable to all span-wise perturbations. The maximum growth rate occurs
at ε= 0.1 and K = 3.8. Further increasing wave slope will reduce the growth rate due to the wave-
induced reduction of the mean velocity near the surface (i.e. negative shear rate ∂u′

c/∂z in (6)).
Longitudinal vortices can also be formed in a wave-opposing current, but they are much weaker
than those in a wave-following current and are of less practical importance.

4 LONGITUDINAL VORTICES DUE TO SIDEWALLS

In laboratory experiments on the formation of longitudinal vortices, effects of side walls cannot
be neglected. As strong shears (due to sidewall current boundary layers) exist near the sidewalls,
a pair of longitudinal vortices can be formed in both the wave-following and opposing currents.

Consider waves following a turbulent current in a tank as shown in Figure 4. The vertical vortices
exist due to current boundary layers next to sidewalls and are finite in magnitude. The presence of
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the finite vertical vorticity will produce longitudinal vorticity because of the vortex force (cf. (7)).
As a result, traces placed on water surface will eventually collect themselves in the centerline of
the wave tank. For wave-opposing current, all signs of vertical and longitudinal vortices reversed,
and tracers placed on the water surface will collect themselves next to the two sidewalls. In view
of the analysis given above, the longitudinal vortices measured by Klopman (1997) were not the
results of the instability of the wave-current system. Therefore it is not appropriate to use them to
test the theory on the instability of the wave-current system to the span-wise perturbations.

5 DISCUSSION

Two important aspects of the wave-current interaction in shallow water have been discussed here: the
change of the turbulent mean current by waves and the instability of the wave-current system to
the span-wise perturbations which leads to the generation of longitudinal vortices. It is found that
the surface distortion of the eddy viscosity contribute most to the change of the velocity profile
of the turbulent current. The nonlinear interaction between waves and current gives rise to a mean
shear stress at the mean surface, which has a span-wise variation and contributes a great deal
to the growth of the span-wise perturbation in both wave-following and wave-opposing currents.
The theory presented here can find its application in the study of the transport of fine sediment
grains or nutrients in the coastal environment where the swells and tidal currents dominate. Even
though Craik and leibovich instability theory provides us a mechanism to explain the presence of
longitudinal vorticity in a wave-current system, but it is still subject to observational verification
both in field and in laboratory conditions. It seems so far that this verification is not an easy task
on account of the complex field conditions and the sidewall effects in the laboratory conditions.

The work was supported by US Office of Naval Research (Grant N00014-89J-3128,
Dr. Thomas Swean) and US National Science Foundation (Grant CTS-0075713, Dr. C.F. Chen
and Dr. M. Plesniak).
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Field tests on transverse mixing in natural streams
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ABSTRACT: Tracer tests were conducted in natural streams to investigate the characteristics
of the transverse mixing of pollutants. These field tests were carried out at six different sites in
Han River system in Korea, three in Sum River, two in Hongcheon River, and one in Cheongmi
Stream. At each field test, six transections were selected to obtain hydraulic and concentration data.
Using the acquired concentration data and hydraulic data, the transverse dispersion coefficients
were evaluated via three methods such as moment method, modified moment method, and routing
procedure which is newly proposed in this study. Those results calculated by three methods are in
good agreement with each other. It is also found that the transverse dispersion coefficient (TDC)
is inversely proportional to the dimensionless radius of curvature of the meander (Rc/W ), whereas
TDC is increasing as the aspect ratio (W /H ) increases. TDC also tends to increase with increasing
ratio of average velocity to the shear velocity (U/U∗).

1 INTRODUCTION

There is lack of studies on the two-dimensional tracer test in natural streams compared with those
in laboratory channels. The transverse dispersion coefficients have been observed in the laboratory
channel and can be well predicted at such situations. However, predictions were not credible when
trying to extend this information to natural stream flows. Thus, it is necessary to perform field
tests in order to determine the transverse dispersion coefficient of a particular river at given stages.
In this study, field tracer tests were conducted in three streams at six reaches which had various
meandering patterns. And transverse mixing characteristics in natural streams were analyzed and
determining method of the transverse dispersion coefficient was newly developed.

2 THEORETICAL BACKGROUND

The simple moment method was derived by several researchers (Sayre and Chang, 1968; Holley,
1971 and Holley et al., 1972). When both the velocity and depth are constant, and the transverse
velocity are negligible small, the simple moment equation can be written as

where DT is the transverse dispersion coefficient; U is mean velocity; and σ 2
y is the variance about

the transverse distribution of depth-averaged concentration.
Beltaos (1980) proposed another moment method which was derived through the stream-tube

concept. The governing equation is
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where q is the flow discharge between the left bank and any location at y. Also, the diffusion factor,
ET , can be written as

where � is a dimensionless shape-velocity factor found to lie in the range � = 1.0∼3.6 (Sayre,
1979; Beltaos, 1980) and defined by

where Q is total flow discharge. Normalizing C and q through the definitions, Equation (2) can be
transformed as

where η≡ q/Q; C ′ ≡ C/C∞; and C∞ = ∫ 1
0 Cdη. Through Equation (5), the moment method

combined with the stream-tube concept can be derived as (Baek, 2004)

where σ 2
η , η0 are the variance and centroid of the C ′ − η distribution respectively; and C ′

0, C ′
1

are normalized concentration at left bank and right bank, respectively. Plotting σ 2
η versus corre-

sponding values should result in a straight line of slope 2ET /Q2, which can be used to compute the
corresponding value of DT .

The preceding analysis, Equation (1) and Equation (6), apply only when concentration is inde-
pendent of time, i.e., for steady-state concentration condition. However, Beltaos (1975) showed
that moment methods also be applied to the results of transient tests without complex calculation,
if C is replaced by the dosage which is defined by

where θ is dosage of the solute mass.
The stream-tube routing procedure is developed in this study. The concept of the stream-tube

routing procedure is to combine the stream-tube model and the routing procedure. Using the
routing procedure (Fischer, 1968) one can obtain dispersion coefficient by matching a downstream
observation of passage of a tracer cloud to the prediction based on an upstream observation. The
conceptual diagram of an application of the stream-tube routing procedure at a stream is shown in
Figure 1. The derivation of the stream-tube routing procedure can start with Equation (5). Recalling
the suggestion of Beltaos (1975) under the transient concentration condition, the dimensionless
dosage is defined as

where S is dimensionless dosage and � is total dosage. In Equation (5), C ′ is substituted into S,
then Equation (5) becomes
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where BC is a bulk dispersion coefficient defined as

The analytical solution to Equation (9) for a vertical line source being instantaneously injected at
x = 0, η=ω can be obtained (Carslaw and Jaeger, 1959) as:

Based on Fischer (1968), the stream-tube routing equation can be expressed as (Baek, 2004)

where S(x1,ω) is the observed dosage as a function of dimensionless discharge at an upstream
site, S(x2, η) is the predicted dosage as a function of dimensionless discharge at a downstream site,
and ω is a normalized dummy transverse distance variable of integration. Through Equation (12),
the dosage profile at a downstream can be calculated, and then by fitting between the calculated
dosage and the observed dosage, the bulk coefficient can be evaluated. Using the acquired bulk
coefficient, the transverse dispersion coefficient can be calculated as

3 FIELD TESTS

In order to conduct field tests, three mid-sized streams were selected considering the degree of a
meander, hydraulic characteristics, and so on. The Sum River and the Cheongmi Stream which are

Figure 1. Sum River test reaches.
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Figure 2. Cheongmi Stream test reach.

Figure 3. Hongcheon River test reaches.

Figure 4. Installation of measuring equipments.
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tributaries of the South Han River, and the Hongcheon River which is tributary of the North Han
River were selected as the test sites. The layout of the test reaches are shown in Figures 1∼3. The
measuring systems of the tracer are depicted in Figure 4. Lateral lines which were fixed by piles
located at both banks were set up perpendicular to a flow direction. The interval of each lateral line
ranged 200∼400 m, and six lateral lines were set up at each test reach (Figures 1∼3). Using lateral
lines, measurements of the hydraulic and concentration data were performed.

Before the tracer tests, both velocity and depth were measured at each transection using the
Acoustic Doppler Current Profiler (ADCP) of which the principle of operation is based on the
Doppler effects. After finishing measurement of velocity and depth, tracer tests were performed
in the same locations. Among the radioisotopes, I-131 was used as a tracer. In order to conduct
two-dimensional analysis, the tracer was injected instantaneously into the stream as a full-depth
vertical line source at the centerline of the stream width. The concentration of a tracer was detected
at ten points transversely at the mid-depth.

4 EXPERIMENTAL RESULTS

4.1 Hydraulic data

Through field experiments of six cases, the mean hydraulic data could be obtained. Natural streams
at which experiments were conducted are about 30∼100 m wide and 0.3∼2 m deep. Distributions
of the depth-averaged primary velocity and depth at each transection for the case of S-Expt 2 are
plotted in Figure 5. The reach of S-Expt 2 consisted of alternative bends so that the thalweg was
biased toward the left bank in the first bend, and skewed toward the right bank in the second bend.
Also, the transverse distribution of the velocity arose according to the trace of thalweg.

4.2 Concentration data

After finishing measurement of velocity and depth, tracer tests were performed in the same tran-
sections. In general, high concentration was detected transversely according to the high flow
discharge through the whole experiments. In order to visualize the behavior of the tracer cloud, the
concentration spatial distributions which could be obtained through the concentration-time curve
by the interpolation technique are plotted in Figure 6 for the case of H-Expt 1. As shown in Figure 6,
it is obviously observed that the core of the tracer cloud is biased toward the outer bank by the

Figure 5. Distributions of velocity and depth on S-Expt 2.
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Figure 6. Behavior of tracer cloud for H-Expt 1.

effect of meander. It is observed that the tracer cloud is transporting downstream following the
maximum velocity line.

5 EVALUATION OF TRANSVERSE DISPERSION COEFFICIENTS

The simple moment method and the stream-tube moment method were used to evaluate the trans-
verse dispersion coefficient. When the simple moment method and the stream-tube moment method
are applied to test sites, the dispersion coefficients can be obtained through the gradient of the vari-
ances according to longitudinal distance. The results of applying the stream-tube routing procedure
are tabulated in Table 1. As shown in Table 1, the results of the stream-tube routing procedure agree
well with those of other methods. The observed transverse dispersion coefficients in the cases of
the S-curved reach and the sharp curved reach were higher than those in other cases. This means
that the additional transverse mixing occurs due to the effect of the sharp or alternative meander.
On the other hand, the transverse dispersion coefficients in the mild curved reaches were not higher
than those in the straight reach. This implies that a mild curvature may little affect the increase of
the transverse mixing.
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Table 1. Comparison of observed transverse dispersion coefficients.

DT /HU∗

Simple MM Stream-tube MM Stream-tube RP
Case Eq. (1) Eq. (6) Eq. (12)

S-Expt 1 0.45 0.43 0.46 Sec. 3 – 6
S-Expt 2 0.76 0.85 1.21 Sec. 2 – 4
S-Expt 3 0.27 0.32 0.30 Sec. 1 – 5
C-Expt 1 0.24 0.34 0.27 Sec. 2 – 5
H-Expt 1 0.47 0.85 0.64 Sec. 2 – 6
H-Expt 2 0.24 0.24 0.23 Sec. 2 – 6
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Figure 7. Transverse dispersion coefficients according to hydraulic ratios.

In order to investigate the effect of the geometric and hydraulic properties on the transverse
dispersion coefficients more quantatively, plots of the dimensionless dispersion coefficients versus
the hydraulic ratios are depicted in Figure 7. As the ratio of width to depth becomes larger, the
transverse dispersion coefficients tend to increase irrespective of evaluation methods (Figure 7a).
On the other side, the transverse dispersion coefficients are in inverse proportion to the ratio of
curvature to width (Figure 7b). This result is reasonable because large radius of curvature decreases
the meandering effect on the transverse mixing. And the transverse dispersion coefficients have a
tendency to increase, as the ratio of mean velocity to shear velocity becomes larger (Figure 7c).

6 CONCLUSIONS

The transverse mixing characteristics in meandering streams were analyzed two-dimensionally, and
calculation methods of the transverse dispersion coefficient were developed. As the result of field
experiments, it was observed that the transverse distributions of the velocity and depth were biased
by the effects of the meander. Through the tracer tests, it was observed that the tracer cloud spread
following the peak velocity line. Using the stream-tube routing procedure proposed in this study,
the transverse dispersion coefficients were determined in each field site. The evaluated transverse
dispersion coefficients by the routing procedure were in good agreement with those by the moment
method and the stream-tube moment method. Those results calculated by three methods are in good
agreement with each other. It is also found that the transverse dispersion coefficient is inversely
proportional to the dimensionless radius of curvature of the meander (Rc/W ), whereas TDC is
increasing as the aspect ratio (W/H ) increases. TDC also tends to increase with increasing ratio of
average velocity to the shear velocity (U/U∗).
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ABSTRACT: Most analyses of turbulent mixing in rivers assume constant hydraulic geometry
(width, depth, and velocity), despite the fact that in natural rivers these variables typically increase
downstream. A comprehensive set of data for the rivers and streams in the United States is used to
derive generalized equations for variations in hydraulic geometry. As a preliminary investigation
of the importance of these variations, an approximate analytical solution to the one-dimensional
advective-dispersion equation is derived for rivers with variable velocity, cross-sectional area, and
dispersion coefficient. The solution compares well with previous analyses of field data, and is used
to show that the downstream concentrations of a tracer are considerably lower than those calculated
assuming constant hydraulic geometry.

1 INTRODUCTION

Prediction of the impacts of contaminant discharges into rivers on downstream water quality is one
of the classic problems in Environmental Engineering, see Fischer et al. (1979) and Rutherford
(1994). In these books, and most other references on the subject, the hydraulic geometry (average
width, depth and velocity) of the river and the dispersion coefficients are generally assumed to
remain constant. However, the impact of a release may extend to a point where both the cross-
sectional area of the river and the discharge have increased considerably. The effects of variable
river properties are most likely to be important in the far-field where cross-sectional mixing is
complete and one-dimensional longitudinal dispersion dominates.

In its most general form the one-dimensional (longitudinal) advective-diffusion equation
(conservation of solute mass) can be written as:

where C is concentration, t is time, x is downstream distance, A is the cross-sectional area of the river,
u is the cross-sectionally averaged velocity, and K is the longitudinal dispersion coefficient. The
adequacy of the constant river model has been called into question for some time. Nordin and Sabol
(1974) reported that the constant Fickian type equation can not adequately describe longitudinal
dispersion in rivers. Day (1977a,b) found significant disagreement between his experimental results
and the solution of the constant longitudinal dispersion equation for an instantaneous point source.
His data showed that that the longitudinal dispersion coefficient increased indefinitely with distance
downstream.

Hunt (1999) used a similarity technique to find an analytical solution to the one-dimensional
equation in which the dispersion coefficient was linearly proportional to the distance downstream of
an instantaneous point source. He compared his solution and the results obtained with the constant
coefficient model with the field data of Day and Wood (1976) and Day (1977a,b) and concluded that
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in all cases the variable dispersion coefficient model provided a much more accurate description
of experimental results.

Jobson (1996, 1997) reported tracer data collected by the U.S. Geological Survey in over 60
different rivers representing a wide range of sizes, slopes, and geomorphic types. He incorporated
variations in hydraulic geometry in an empirical method to predict the rate of attenuation of the peak
concentration of a conservative contaminant, and to predict the time required for a contaminant
plume to pass a particular point.

The present paper presents an analytical solution to the one-dimensional dispersion equation
for an instantaneous point release into a river with slowly varying velocity, cross-sectional area,
and dispersion coefficient. The solution is then compared with the “standard” constant geometry
solution, the solution of Hunt (1999), and with the results of Jobson (1996, 1997). Calculations
are presented that demonstrate the potential importance of variations in hydraulic geometry on
longitudinal dispersion.

2 THEORETICAL DEVELOPMENT

The hydraulic characteristics of a river or stream are the main factors in determining the rate of
mixing and dispersion of a solute. As a river flows downstream, tributaries add to the discharge
and as a result, river width, depth, and velocity increase. Our primary objective is to solve the
advective-diffusion equation (1) for the case where A, u and K are slowly varying functions of
downstream position. Before attempting to solve (1) it is useful to examine how these properties
vary in a general sense.

2.1 Variations of river properties

Even though all rivers are different, downstream variations of river properties tend to follow certain
hydraulic equations, see Leopold (1994). To provide a framework for the assessment of the effects
of downstream variations on dispersion we use a summary of data for the rivers and streams of
the United States first presented by Leopold (1962) and later extended by Keup (1985). Linearly
regressing the width w (m), depth d (m), and velocity u (m/s) against the discharge Q (m3/s) in the
data set yields:

The purpose of (2) is not to accurately describe any particular river system, but to provide a
framework for our analysis of the effects of variations in hydraulic geometry on dispersion. Jamali
et al. (2004) extended Keup’s data set and found the following equation for variation of Q (m3/s)
with x̂(m), where x̂ denote the distance from the river source.

Combining (2) and (3), and noting that x̂ = x + L, where x is the distance downstream of the
spill, and L is the distance between the spill location and the river source, gives

where the subscript o refers to conditions at the spill location. The distance L can be also interpreted
as a representative length-scale for variation of the properties of the river. From (4), the equation
for the downstream variation in cross-sectional area is
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Therefore, the variation of cross-sectional area with downstream distance cannot be ignored
unless x � L. Note that if the river discharge at the spill location Qo = 10 m3/s, then (3) yields
L = 46 km, so there are likely to be many circumstances where variation of the cross-sectional area
is important.

Another important factor in the analysis of downstream mixing is the longitudinal dispersion
coefficient, which specifies the rate of dispersion along the river once cross-sectional mixing is
complete. An approximate expression for the longitudinal dispersion coefficient is given by:

(Fischer et al., 1979), where u∗ is shear velocity. Taking the shear velocity to be proportional to u,
from (4) we can write:

The above equations will be used in the application of our solution of longitudinal dispersion in
rivers with varying characteristics.

2.2 Solution to the variable coefficient advective-diffusion equation

Jamali et al. (2004) found the following approximate solution to the variable coefficient advective-
diffusion equation (1) for an instantaneous release of a point mass M into an infinitely long river
at x = 0 and t = 0, when u, K , and A all vary downstream.

where x̄(t) is the distance traveled by the center of the tracer cloud in time t and is calculated from

The key assumption in derivation of (8) is that in natural rivers the length-scale L is much greater
than the diffusion length-scale Ld ≈ √

2Kt, which is generally valid (Jamali et al., 2004). When
u, A and K are constant, (8) reduces to the solution for a uniform river. Note that Equation (8) is
also the fundamental solution to the variable-geometry river problem when L � Ld regardless of
the form of variation of A, u, and K with x. With (8) the solution to a wide range of problems
including continuous releases, or problems with different initial and boundary conditions can be
constructed using the techniques discussed in Fisher et al. (1979).

3 COMPARISON WITH PREVIOUS SOLUTIONS AND FIELD DATA

Hunt (1999) considered the problem of one-dimensional dispersion in a uniform river (constant
u and A) in which the longitudinal dispersion coefficient increases linearly with the downstream
distance from the release location of an instantaneous point source, i.e. K = εux, where ε is a
constant and x = 0 is the release point. A comparison of (8) and Hunt’ solution for ε= 0.01 is given
in Figure 1, which indicates a good agreement between the solutions.

139



0

1

2

3

4

5

0 0.5 1 1.5 2

x/ut

A
u

t 
C

(x
,t

)/
M

Hunt (1999) Equation 8

Figure 1. Comparison of our solution with that of Hunt (1999) for ε= 0.01. A and u are assumed constant
for the purpose of comparison.

Jobson (1997) showed that the quantity:

known as unit-peak concentration, has strong correlation with travel time t of tracer according to the
field measurements for 422 cross sections obtained from more than 60 different rivers in the U.S.
These data represent mixing conditions in rivers with a wide range of size, slope, and geomorphic
type. All the measured rivers had varying hydraulic geometry in the downstream direction. From
a regression analysis of the field data, Jobson (1996, 1997) found that:

with β = 0.89. This value of β is close to the value of 0.7 reported by Nordin and Sabol (1974).
Fickian dispersion in a uniform river yields β = 0.5 (Fischer et al., 1979). Using (10), we obtain
β = 0.91 at large times (Jamali et al., 2004). Therefore, an explanation for the deviation of β
from the Fickian value of 0.5 is that the river geometry variations facilitate attenuation of the peak
concentration.

4 APPLICATION OF SOLUTION

The analytical solution provides a tool for calculating downstream concentrations in a river with
varying hydraulic geometry. The solution is used here to assess the impact of an accidental release
of 90 tonnes of a miscible liquid, corresponding to the approximate size of a rail car, into a small
river with w0 = 23 m, d0 = 0.64 m, u0 = 0.68 m/s, and k0 = 62 m2/s.

In Figure 2, the peak concentration curves from the uniform- and variable-river models are com-
pared. It is seen that the uniform river model greatly overestimates the downstream concentrations.
It takes more than 1200 km for the concentration to drop below 100 mg/L in the uniform river
model, but less than 100 km in the variable river model. In reality a river vary considerably over a
few hundreds kilometer, so the uniform river model is not appropriate for an accurate prediction
of dispersion in a small river.

140



10

100

1000

10000

0 200 400 600 800 1000 1200

x (km)

C
p

ea
k 

(m
g

/L
)

Uniform-river Model Variable-river model

Figure 2. Comparison of the peak concentration curves obtained from the variable-coefficient and
uniform-river model for the release scenario of 90 tonnes of miscible liquid into a small river (Q0 = 10 m3/s).

5 SUMMARY AND CONCLUSIONS

We have presented the fundamental solution to the one-dimensional advective-diffusion equation
for a river with variable velocity, cross-sectional area, and longitudinal dispersion coefficient. The
results are consistent with the field data of Jobson (1996, 1997) and the theoretical results of Hunt
(1999), and provide support for the contention that downstream variations in river properties are
important. When the variable coefficients are allowed to vary in accordance with the results of
Keup (1985), the rate of attenuation of peak concentration is much higher than predicted using the
standard constant coefficient solution and is consistent with Jobson’s (1996, 1997) analysis of data
from 60 different rivers. The solution was used to provide an assessment of the possible behavior
of an accidental instantaneous release of a miscible liquid into a typical small river. The resulting
concentrations were very much less than those predicted using the standard solution.

The primary limitation to the discussed model is that the exact one-dimensional dispersion
equation (1) is not always appropriate. It should not be applied immediately downstream of the
discharge before cross-sectional mixing is complete. This limitation can be very important in the
case of a non-buoyant discharge, although it is of less concern in the case of a highly buoyant
substance, like methanol, where transverse mixing is accelerated.
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ABSTRACT: The vertical turbulent mixing of the isodensity oscillation current in tide estuary
has been studied in this paper. On the basis of the governing equation and character analysis of
the tidal flow, the expression of time-space distribution of shear stress, which is influenced by
gravity and inertia, has been derived. Considering the terms of gravity and inertia, the theoretical
equation of turbulent exchange coefficient of the tide estuary flow has been developed. Then the
vertical average and the time average equations have also been obtained. To verify those equations,
the time-space distribution of vertical turbulent exchange coefficient in Yangtze Estuary has been
calculated according to measure data. Its variation character with the flood and ebb tide has been
analyzed.

1 INTRODUCTION

Usually the turbulent exchange coefficient Ez of channel is calculated by the equation of
Ez = 0.067HU ∗ (Lane E.W. & KalinskeA.A), which only considers the influence of gravity. In tidal
estuary, Ez becomes more complex when the current moves to and fro, and Ez should vary with the
tide flow. It is difficult to obtain the value of bottom shear stress, which causes vertical mixing, nei-
ther on theory nor on really measure. Therefore usually the experienced equation has been applied
into practical case, such as the one developed by Bowdernis used to calculated the time-averaged
Ez , Ēz = 0.0025 ūaH . Evidently, the variation of Ez in the whole tide period can’t be obtained by
that one. Tamai Nobuyuki used electromagnetism velocity meter and hotwire velocity meter to
measure the tideway of Tama River in Japan and got much data of turbulence, used the Taylor’s
equation, Ez has been calculated, and the equation has been obtained as Ez = 0.0005(1 + sin 2ωt)
by analysis. It can be seen easily that Ez varies periodically with time, and the period is half of the
tidal. Ez equals 0 when slack tide. In that equation, Ez has no relationship with the hydrodynamic
characteristic, and that sounds unreasonable. In this paper further research and analysis on the
vertical turbulent exchange coefficient of the tidal estuary have been carried out on the former
achievements of scholars.

2 HYDRODYNAMIC ANALYSIS OF TIDAL ESTUARY

2.1 Basic equation

Considering of density gradient, the basic equation of tidal flow is:
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where u = longitudinal velocity component; v = lateral velocity component; x = longitudinal direc-
tion; t = time; z = vertical direction; H = averaged depth of flow; g = gravitational acceleration;
I = surface slope; τ = shear stress; D = density gradient, D = H/2ρ · ∂ρ/∂x.

2.2 Determination of hydraulic factors

H.B. Fisher mentioned that longitudinal velocity of tidal flow could be calculated by u = uasin ωt
in estuary. Yuliang Li and Zhengju Bian ect. Used u(z, t) = [Us + u∗/κln(1 − η)]sin(ωt −φ) when
study on longitudinal dispersion of tide flow. In which u(z, t) is logarithm profile in vertical. It was
also supposed that both velocity direction of the surface flow and bottom flow change simultane-
ously. Miu Jin used u = Usη

m sin(ωt −φ) for Huangpu River in China. On the research of to and
fro oscillation current, Anthony Kay used equation as u(t) = U1 + U2sin ωt, where η= relatively
depth; η= z/H ; m = velocity exponent; κ = Karman constant; ω= angular frequency; ϕ= phase
difference, and subscript a = average value; s = values at water surface.

In this paper, considered the difference period of the tide flow and synthesizing Jin and Kay’s
equations, the velocity, slope and depth of tide flow are divided into two parts: the U1s, I1s, H1 are
of time-averaged flow and the U2s, I2s, H2 are caused by tidal flow, respectively, and the u has the
exponent distribution in vertical, it is expressed as:

It is supposed that there is no phase difference of velocity in whole depth. The process of the
surface slope and flow depth are I = I1s + I2s sin ωt and H = H1 + H2 sin(ωt −φh).

2.3 Hydrodynamic analysis

Some data of the Yangtze River in Nantong section was used to analyze the quantity grade of each
term in equation (1). The quantity grade of D is 10−7, and the others are all 10−5. Hence the density
slope can be neglected, and equation (1) can be simplified as:

Used equation (2) to calculate u, each term in equation (3) may be written as

Used the continual equation, other terms can be obtained, then integrated it over η and input the
boundary condition as η= 0, v = 0, the following equation can be get.

Equation (3) can be transformed to

Substituting the equations (4) and (5) into (6), integrate over η, then τ = τ (I , H , g, ρ, U , η, . . .) + C.
Input the boundary condition η= 1, τ = 0, and obtain C, then the shear stress distribution of tide
flow in equation (6) can be rewritten as:
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It may be seen from equation (7) that the shear stress is divided into three parts: (1) part one is
caused by the gravity force; (2) the second term is caused by the spatial inertia; (3) the third one is
cause by the time inertia.

3 VERTICAL TURBULENT EXCHANGE COEFFICIENT

3.1 Theoretic equations

On the basis of the theory of Prandtl mixing length, the turbulent exchange coefficient or momentum
exchange coefficient νt can be written as

From equation (4), that is

Substituting equation (7) into (8), the turbulent exchange coefficient νt can also be written as three
parts. According to the Prandtl’s assume, the momentum of liquid particle hold the constant after
move the distance L, so that assume is based on steady uniform flow. It is unreasonable when that
assume is used into the time inertia term. For the gravity term and the spatial inertia term, it can be
supposed that the flow is approximate steady uniform flow in the minute �t. Compared with the
gravity term, the time inertia term is less, and can be ignored. So νt can be written as two parts:
νt = νt1 + νt2. Calculate each term of the equation respectively, both us and ū vary with the time.
According to 3.2, the phase difference between velocity and surface slope can be ignored. Since
ū = Cc

√
HI , νt1 can be rewritten as:

where Cc = Chezy coefficient. Then, the second part νt2 can be written as:

The sum of νt1 and νt2 is the theoretical vertical exchange coefficient, and the dimension is [L2/T].
It varies with the varieties of depth and time. For the tideway, the processes of flood tide and ebb tide
can be regarded as two independent half period tidal processes, then ω, Us, Is have different value
in flood and ebb time respectively. Therefore it can be regarded as U1s = 0, I1s = 0 approximately,
hence νt can be derived as:

where m and H are also different in different time. θ1 = 1 and θ2 = 0, when it is ebb tide; and θ1 = 0
and θ2 = 1, when it is flood tide.

3.2 Calculation of vertical turbulent exchange coefficient in tideway

The observation data in Yangtze River are used to analyze and calculate the correlated terms for
the verification of equation (12).
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3.2.1 Definitions of hydraulic factors
The observation data in this paper are from the spring and neap tides of Nantong section ofYangtze
estuary in Jan. 1999.

(1) Phase difference between velocity and surface slope
The process of velocity is lag than the surface slope, and the lagged phase is ϕ. Compared with
the whole tide period, ϕ is minute. According to the observations data of process of velocity and
surface slope in Fig. 1, ϕ can be ignored.

Therefore, the surface slope can be also written as I ≈ I0s sin(ωt −φ).

(2) Velocity exponent m
Lots of research works on velocity exponent m of nature river has been done, usually m = 1/6∼1/7.
m also be influenced by the flood tide and ebb tide, and become more complex. The values of m
are determined by observation data during relative stable flow of race ebb and flood tide. It may
be deduced that m = 1/6 for ebb tidal flow, m = 1/5 for ebb tidal flow. The comparison of velocity
calculated with observed in ebb and flood tide is shown in Fig. 2.

It can be seen from Fig. 2 that the velocity calculated and observed are in good agreement. It
shows that vertical velocity distribution during flow relative stable of race ebb tidal and race flood
tidal is coincident with that of channel flow.

(3) Variety of velocity amplitude with the distance
According to the spring tide data of Yangtze River in Jan. 1999, using the depth averaged 2D
numerical model, the vertical averaged velocity processes of two points located at upstream and
down stream respectively is obtained and showed in Fig. 3.

The distance of those calculated two points in Fig. 3 is 3119.4 m. It can be seen that the ebb tidal
period of upstream is longer than that of downstream, and it is reversed in flood tide. The difference
of velocity amplitude is about 0.09 m/s in ebb tide, while it is 0.05 m/s in flood tide. Let m = 1/6
in ebb tide and m = 1/5 in flood tide when those are transformed into the surface velocity, then the
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following can be obtained:

(4) Value of angular frequency ω
The current is influenced by river flow and the tide flow, the averaged period is about 12 hours and
25 minutes, the period of ebb tide is 8.25 hours, and that of flood tide is about 4.15 hours, so we
obtain ω as

(5) Phase difference ϕh between level and surface slope
According to the observation, we may obtain the phase difference ϕh = 1.115 between level and
surface slope, the water level amplitude H2e = 1.94 m of ebb tide and H2f = 0.77 m of flood tide.
The process of level and surface slope in Yangtze estuary is shown in Fig. 4.

So the process of the water depth is written as H = H1 + H2 sin(ωt + 0.355π ).

3.2.2 Vertical distribution of turbulent exchange coefficient
Substituting equations above, we have carried out analysis and calculation on turbulent exchange
coefficient νt as follows.

The time of slack tide, ωt − ϕ= kπ , k = 0, ±1, ±2, . . . , and sin(ωt − ϕ) = 0, so νt = 0.
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The time of race ebb tide, ωt − ϕ= 2kπ +π /2, k = 0, ±1, ±2, . . . , and sin(ωt − ϕ) = 1, so

The time of race flood tide, ωt−φ= 2kπ + 3π /2, k = 0, ±1, ±2, . . . , then sin(ωt +φ) = −1, so

where the subscript e = values in ebb tide; f = values in flood tide. According to the observation
of Yangtze estuary, the vertical distribution of turbulent exchange coefficient in race ebb tide and
flood tide can be calculated, and be showed in Fig. 5.

3.2.3 Variation of vertical maximum and averaged νt with the time
The maximum exchange coefficient νtmax in vertical locals at η= 0.45 from Fig. 5, so it can also
be calculated by (12).

Integrate equation (12) of η, the averaged coefficient in vertical can be get.

Assumed ϕ= 0, inputted the ebb tide and flood tide value respectively, νt in the whole period can
be obtained and be showed in Fig. 6. From Fig. 6, νtmax varies with time, and reaches the maximum
in the ebb tide or flood tide.

3.3 Analysis of the result

A.A. Kalinske had ever observed the displacement of dyed sediment grain, its specific gravity is
larger than water, and deduced the turbulent intension and turbulent diffusivity, then obtained the
vertical distribution of diffusion coefficient and momentum exchange coefficient in channel flow.
Those values are about 0 at both bottom and surface. The maximum turbulent diffusion in vertical is
at y = 0.4H , while for momentum exchange coefficient, it is at y = 0.45H . In several decades after
A.A. Kalinske, many scholars researched this problem through experiments, such as Jobson, Ueda,
and get the same conclusion of uniformed flow, and only gravity term has been considered. In this
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paper, the studied material is dissolvable solute and has the same specific gravity as water, and
moves of solute with water particle are synchronous, so the values of turbulent diffusion coefficient
are same as turbulent momentum exchange coefficient.

Some conclusion can be followed from Fig. 5 and Fig. 6. (1) The vertical turbulent exchange
coefficient of estuary flow is composed with two parts: gravity term and inertial term. Usually
gravity term is larger than the later. (2)The vertical distribution of the coefficient closes to parabola.
The value is 0 at bottom and surface, and the maximum local at 0.45H . That is similar to the result
of A.A. Kalinske. (3) The exchange coefficient varies with tide, it is zero in slack tide, and reach
maximum at race ebb tide and flood tide. The maximum of flood tide is a little bigger than that
of ebb tide. (4) At the time of race ebb tide, the flow is similar to the channel flow, used Equation
(17) to calculate Ez = 0.037 m2/s of the same section, and while Ez = 0.0389 m2/s calculated by
Ez = 0.067HU ∗. Those two values are approached.

4 CONCLUSIONS

In this paper, on the basis of the governing equation in estuary, the character of the tide flow has
been analyzed. The expression of time-space distribution of shear stress, which is influenced by
gravity and inertia, has been derived. Considering the terms of gravity and inertia, the theoretical
equation of turbulent exchange coefficient of the estuary flow has been developed. To verify those
equations, the time-space distribution of vertical turbulent exchange coefficient of Yangtze River’s
estuary has been calculated according to measure data. Its variation character following the flood
and ebb tide has been analyzed.
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ABSTRACT: Scale effect of pollutant diffusion/dispersion in laboratory experiment was inves-
tigated. Based on the flow governing equations, the diffusion/dispersion equations, and the
fundamental similarity law in hydraulic experiment, the similarity laws about diffusion/dispersion
between the laboratory experiment and the prototype flow were introduced. The derived formulas
were validated by the published data. It shows that the diffusion/dispersion coefficient ratio of
the prototype over the laboratory experiment is the 2/3 power of the scale. The pollutant release
amount ratios of river over laboratory experiment are the 3rd power for the instant point source,
the 5/2 power for the continuous point-source and the 3/2 power for the continuous line source, of
the scale, respectively.

1 INTRODUCTION

Pollutant diffusion/dispersion in rivers is a very important issue in the environmental hydraulics
field. Even the numerical simulation approach advances to a very effective way to investigate the
pollutant movement phenomenon in a river, it is still necessary to deploy laboratory experiment to
get the first-hand data and to validate the numerical models. Before a field monitoring implemen-
tation, the laboratory experiment can be carefully processed to propose the convenient approach
for a better result. Only be understood good enough the scale effect of diffusion/dispersion, the
experimental results in the laboratory can be truly used to explain the pollutant behavior in the real
world. In this paper, authors addressed the similarity law for the laboratory experiment of pollutant
movement in rivers from the fundamental theory of hydraulic similarity law, the flow governing
Equations, and the pollutant diffusion/dispersion equations. The derived formulas are validated by
published experimental and field monitoring data.

2 BASIC SIMILARITY CONDITION FROM FLOW FEATURES (XIE, 1990)

According to the pollutant diffusion manner in rivers, the fixed bed model of the river can be
adopted. Considering two systems, one is laboratory physical model, and another is prototype
river. From the similarity law, the scale ratios for different variables in the same mathematical
equation to describe the above two systems must be the same. But for a typical physical model
system, it is almost impossible to maintain all of the scale ratios be equal simultaneously. For the
diffusion/dispersion problems, the most important factors are the inertial force and the turbulent
shear stress.

In the continuity Equation:
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and the 3D incompressible Reynolds Averaged N-S (RANS) Equations:

the inertial force and the turbulent shear stress should be similar. The undistorted model is chosen,
or λx = λy = λz = λl , in which λx is the length scale in the x direction, λy in the y direction, λz in
the z direction, and λl is the universal length scale. The experimental fluid, water, is considered as
incompressible; its density will be a constant. Hence the scale ratio relationship which meets the
basic geometric similarity:

continuity similarity

or

the inertia force/gravity similarity

and the inertia/friction force similarity

or

in which λu is the velocity scale, λt the time scale, λQ the flow rate scale, λf the friction force
coefficient scale, and λn the roughness scale of the prototype over the model values. Due to the
Reynolds similarity condition is difficult to meet in a model experiment, it is necessary to maintain
the turbulence condition in the model, or the Reynolds number Re must be greater than 1000–2000.
Another requirement for the model is that its depth should be greater than 1.5 cm to avoid the
surface tension interference.

3 SIMILARITY CONDITION FROM THE POLLUTANT
DIFFUSION EQUATION

It is an efficient way to obtain the similarity condition by means of the physical equations. The
similarity conditions based on different pollutant diffusion/dispersion equations are analyzed as
follows:

3.1 Turbulent diffusion

In the environmental hydraulic engineering field, the turbulent diffusion is usually much greater
than the molecular one, so only the turbulent diffusion case is analyzed here. By following the
turbulent diffusion equation (Fisher, 1979)

152



in which x, y, z are the coordinates in three directions, C is the averaged pollutant concentration,
Ex, Ey, Ez are the turbulent diffusion coefficients in corresponding directions. In the prototype and
the model, there are

in which the subscript p indicates the prototype, and the subscript m the model. Substituting the
following relationship

into Equation 9, and both sides are divided by the λC/λt , one obtained

In order to make Equation 12 match Equation 10, which describes the same model activity, the
similarity index can be derived

in which λC is the concentration scale, λE the turbulent diffusion coefficient scale, of the prototype
over the model values. Equation 13 can be rewritten as

The above equation can be described as that the scale relationship of the turbulent diffusion coef-
ficient between the prototype and the model should be decided by Equation 14 when the flow
similarity condition is provided by Equations 3 and 5.

If the isotropic diffusion condition is assumed, Ex = Ey = Ey = E, the solution of Equation 8
under instant release point source is

If the same concentration values are expected at the corresponding scale points, orλC = 1, it requires
that

in which λm is the pollutant release amount ratio of the prototype over the model.

153



3.2 Turbulent convection and diffusion

From the turbulent convection and diffusion equation (assuming that Ex = Ey = Ey = E)

The similarity index, which is similar with the derivation of Equation 13, can be written as

The solution of Equation 17, in which the main stream flow direction, x, is assumed, and the uy

and uz are negligible, is as follows

Substituting with the scales into the above equation, and expecting λC = 1 at the corresponding
scale points, Equation 16 is required to be met. Again, the release amount ratio of the prototype
over the model should equal λ3

l .

3.3 Convection and diffusion under continuous point source

For the continuous point source, there is no time scale. The solution under the 3D continuous point
source is (Zhang, 1987)

The 2D solution under the continuous line source is

In Equation 20, there are λE = λ3/2
l and λm = λ5/2

l , when λC = 1 is expected at the corresponding
scale points.

In Equation 21, there are λE = λ3/2
l and λm = λ3/2

l , when λC = 1 is expected at the corresponding
scale points.

3.4 Dispersion in turbulent flows

The dispersion in turbulent flows is the supplement diffusion effect resulted from the non-uniform
velocity distribution in a cross-section. It is obvious that the friction is the main reason of non-
uniform distribution of the velocities. Then Equation 6 or 7, which means the inertia/friction force
similarity, must be satisfied in laboratory model experiment. The 2D turbulent dispersion equation
is as follows

Adopting the Taylor methodology to the 2D open channel flow dispersion problem (Zhao, 1986),
ignoring the longitudinal turbulent diffusion items, and letting uy = 0, the similarity index can be
obtained
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The similarity index can be derived from Elder’s result on Taylor’s method for 2D open channel
dispersion problem, too

Considering the above relationship, Equation 23 is obtained, then.
For the continuous source, like Equation 20 and 21, the λm can be chosen from λEL = λuλl = λ3/2

l ,
so as to make λC = 1.

4 VALIDATION OF THE SIMILARITY LAW OF POLLUTANT
DIFFUSION/DISPERSION

4.1 Validation with experimental data of different scale models in laboratory

The experimental data (Zhao, 1986) was collected by Okoye in a laboratory open channel experi-
ment (see Table 1). The Ez denotes the lateral diffusion coefficient in the channel. The data in
Table 1 shows that the two models maintain roughly geometrical similarity, and the velocities in
two cases meet the requirement of Equation 5. From the above analysis about the similarity law,
we have

in addition

In a river or an open channel flow, u∗ = √
ghi, so the above equation can be written as

Then it can be drawn from Equation 25

Equation 28 claims that the dimensionless value of Ez/hu∗ should be equal in the prototype (model 1)
and the model (model 2). For the actual distorted models listed here, the result shown in Table 1
could be considered as meeting the claim.

Table 1. Experiment data by Okoye and the scale calculation result.

River Averaged Averaged Friction Lateral diffusion
Data Rough- width depth velocity velocity coefficient
time ness B (cm) h (cm) u (cm/s) u∗ (cm/s) Ez (cm2/s) Ez /hu∗

1968 Smooth 85 1.5–17.3 27.1–42.8 1.6–2.2 0.64–2.9 0.09–0.20
1970 Smooth 110 1.7–22.0 30.0–50.4 1.4–2.6 0.79–3.3 0.11–0.24

Calculated scale 1.29 1.13–1.27 1.10–1.18 0.88–1.18 1.14–1.23 1.20–1.22
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Table 2. Data collected by Holley Abraham on I Jssel river and its model (Zhao, 1986).

Data river width Depth Averaged velocity Friction velocity
type B (m) h (m) u (m/s) u∗ (m/s) Ez/hu∗

I Jssel river 69.5 4.0 0.96 0.075 0.51
I Jssel model 1.22 0.9 0.13 0.0078 0.45–0.77

Calculated scale 56.97 4.44 7.38 9.62 0.66–1.13

4.2 Validation with I. Jssel river model and its prototype data

The data was collected by Holley Abraham in 1973, including the I Jssel River and its laboratory
model (see Table 2). It is shown that the Ez/hu∗ values in the River and the model are almost the
same. According to the analysis in chapter 4.1, the data collected in the prototype and the model
are satisfied with the similarity law in this paper.

5 CONCLUSIONS

In the laboratory model experiment of pollutant diffusion/dispersion in water, the similarity law
between the different scales should be counted to obtain the correct data that will be applied into
the prototype water body later. In this paper, the similarity law for pollutant diffusion/dispersion is
derived from the hydrodynamic features and the diffusion/dispersion formulas:

1. Either turbulent diffusion or dispersion, and instant or continuous source, the following similarity
law should be followed for the diffusion/dispersion coefficient between the prototype and the
model:

2. In order to make the expected concentration at the corresponding scale points between the
prototype and the model equal, the release amount of pollutant, or tracer, should be counted as
follows, according to the different cases:

Instant point source

Continuous point source

Continuous line source

The results in this paper can provide design guidelines for laboratory experiment about diffu-
sion/dispersion in water. Further detailed study should be conducted to get the more solid evidence
of the similarity of diffusion/dispersion in a laboratory experiment. And the similarity law under
the bio-degradation effect will be studied in the future.
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ABSTRACT: To determine the diffusion coefficients, a field trace experiment was made at
Mengjin reach of the Yellow River. The sodium dichromate was selected as the tracer. The
tracer was continuously thrown in a constant rate during the finite time along the bank. The
mixing and transporting law of the tracer in mixing area is quantitatively described by using
a steady-state two-dimensional Taylor’s equation. The diffusion coefficients in the equation are
calculated using a finite difference method. Based on the observed data, the calculated val-
ues of transverse mixing and longitudinal dispersion coefficients are 0.32 m2/s and 40 m2/s,
respectively. The equation E =αHu∗ was selected as the empirical formula that can be used
to deduce directly diffusion coefficients from hydraulic parameters. By using the empirical
formula and the experimental data, the calculated values of dimensionless transverse mix-
ing and longitudinal dispersion coefficients in the experimental reach is 3.61 and 451.25,
respectively.

1 INTRODUCTION

The Yellow River is a famous heavy sediment-carrying river in the world. The heavy sediment-
carrying reach of the Yellow River channel is much wide than deep. Pollutants travel in an
inhomogeneous concentration for a long distance at this reach. The transverse mixing and longitu-
dinal dispersion coefficients (hereafter called diffusion coefficient) are two important parameters
that describe the mixing and transporting process of the pollutants in mixing region. The deter-
mination of diffusion coefficient is an important content of simulation and predication for the
river water quality. Though many empirical and half-empirical formulas have been used to cal-
culate the diffusion coefficients in natural rivers (Elder, 1959; Fischer, 1967; Yotsukura and
Sayre, 1976; Zhou et al., 1986; Zhou, 1988), the determination of the empirical constants in
the formulas is dependent on the hydrological and hydraulic characteristics of the given river.
The empirical constants are difficult to be revise by relate theory. If the constants yielded from
other rivers or laboratory were used to calculate the diffusion coefficients in the Yellow River, a
significant difference between the calculated values and the real values might be caused. There-
fore, the integrated method of empirical formulas with field diffusion trace experiment is still the
most reliable method to gain the diffusion coefficients of pollutants in the river. In order to deter-
mine the transverse mixing and longitudinal dispersion coefficients at heavy sediment-carrying
reach of the Yellow River, a field diffusion trace experiment was made at Mengjin reach of the
Yellow River.
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2 RATIONALE OF DISPERSION TRACE EXPERIMENT

2.1 Diffusion and transport equation of pollutant

When a pollutants material is discharged from bank to river in a form of continuous point source, its
transport processes can be divided into vertical mixing, transverse mixing and longitudinal transport
process. Based on the principle of continuity of incompressible fluid and law of conservation of
mass, the three-dimensional diffusion equation under turbulent condition in rectangular coordinates
system can be elicited using the method on the analogy of molecular one under the considering
that turbulent diffusion effect is much bigger than molecular one.

where c = the concentration of pollutant, mg/L; ux, uy and uz = longitudinal, vertical, and transverse
velocities of water body in river, m/s, respectively; x, y and z = longitudinal, vertical, and trans-
verse coordinates of water body in river, m, respectively; Ex, Ey and Ez = longitudinal dispersion,
vertical mixing, and transverse mixing coefficients, m2/s, respectively; t = time, s; k = attenuation
coefficient of pollutant, s−1.

For the wide and shallow river channel, transverse mixing process, in comparison with vertical
mixing process, lasts more time, so the vertical mixing processes can be neglected, that is, the
distribution of a pollutant in vertical direction can be considered as uniform. As transverse mixing
and longitudinal transporting process go on, pollutant and river water mix homogeneously gradually,
pollutant concentration in some transverse section is uniform. The reach during this section is called
mixing area. If the pollutant quantity discharged into river were steady and continuous, the mean
river water velocity did not vary with time, that is called steady-state condition, the dilution and
dispersion rule of pollutant in mixing area can be quantitatively described using the steady-state
two-dimensional Taylor’s equation (Taylor, 1921):

For the relatively straight river channel, the declination of river flow is small, and the transverse
velocity is bound to be very small, so the second term of equation (2) may be neglected. Moreover,
the tracer is usually relatively steady and scarcely decays in the reach; consequently the item kc
may be neglected too. Therefore, equation (2) can be simplified as:

The partial differential equation (3) can be quickly solved by a finite difference method.

2.2 Identification of diffusion coefficient

In the view of mathematics, the identification of diffusion coefficients in partial differential equa-
tion, which describes the diffusion and transportation of pollutant, falls into a inverse problem of
partial differential equation, that is inversely to find coefficients of partial differential equation
after the solution of partial differential equation is given. As regards identifying the uniqueness
and existence of dispersion coefficients in diffusion equation, theoretic proofs have been given in
mathematics.

Field trace experiment method is to inject the tracer into the river and trail the variation of its
concentration, and then calculate diffusion coefficients by mathematical approaches. A group of
observed concentration values of tracer in river are obtained via throwing tracer into river, simulating
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pollutant discharged into river from receiving outlet, and determining tracer concentration value
injected into river. If the deviation between the observed concentration values of tracer (c) and the
simulated concentration values (c∗) of tracer computed using diffusion equation is minimum, the
diffusion coefficients in the diffusion equation are the optimal identified parameters (Ex, Ez). To
identify the parameters, given:

Based on experience we learn that: within the ranges of 20 ≤ Ex ≤ 300 and 0.01 ≤ Ez ≤ 1.0,
f (Ex, Ez) has a minimum point, that is min f (Ex, Ez). The Ex and Ez is optimal identified values.

3 DIFFUSION TRACE EXPERIMENT METHODOLOGY

3.1 Selection of tracer

When selecting the tracer for diffusion trace experiment in river, following characteristics are
usually required: 1© dissolvable in water, and flowing with water, not divorced from the study
system for sedimentation, absorption et al. and not affected by biological and chemical changes;
2© low natural existent value in river and distinct differences with natural background; 3© easy

to determine and possible to measure its low concentration value; 4© cheap and easy to buy, low
injection quantity and simple injection method; 5© healthy to human being and creature in river,
no harm to the use of water and no danger to the beauty of water or leave unhealthy influence.

Now, tracer in common use including: 1© inorganic salt, such as NaCl, CaCl2, NH4Cl, LiCl,
NaI, NaF and NaCr2O7; 2© dyes, for instance luciferin, rhodanmine B, eosline, malachite green,
methylene blue; 3© radioactive isotope, such as Br82, Na24, I131, T; 4© pollutant of outlet, that is
selecting pollutant discharged from the outlet of traced river as tracer.

For the heavy sediment-carrying reach of the Yellow River, if radioactive isotope is chosen as
tracer, special analytical equipments will be required, moreover, the use of radioactive isotope
tracer will be strictly controlled, ordinary dyes are easily to be absorbed by sediment in water, for
example, sediment has a strong absorption to rhodanmine B (Shao and Zhang, 1994), so inorganic
salt was selected as tracer in this study. As the background concentration of sodium dichromate in
Yellow River is nearly zero, and its analysis and measurement method are mature, moreover it is
easily bought and has a low price, sodium dichromate was selected as the tracer in this experiment.
Besides, indoor absorption test shows (Table 1): NaCr2O7 is hardly absorbed by the suspended
sediment in Yellow River.

3.2 Summary of trace experiment

The reach for tracer experiment is in the Mengjin reach of the Yellow River. Being restrained by a
control and training project, the river channel of the reach is relatively straight, the surface water is
wide, and main current is steady. It belongs to typical wide-shallow and heavy sediment-carrying
channel.

Table 1. Absorption test of Cr2O2−
7 in the Yellow River water.

Sediment Amount of added Amount of recovery Cr2O2−
7 Amount of Cr2O2−

7 adsorbed
concentration (g/L) Cr2O2−

7 (µg) from clean water (µg) on suspended sediment (µg)

5 100.0 100.0 0.0
5 50.0 49.9 0.1
5 25.0 25.0 0.0

10 100.0 100.0 0.0
10 50.0 49.9 0.1
10 25.0 24.9 0.1
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Table 2. Distances of sampling sections from injection point.

Section I Section II Section III Section IV Section V Section VI

−20 m 300 m 600 m 1000 m 1500 m 2000 m

Table 3. Measured values of water depth and flow velocity at each sampling point.

Sampling point
Hydrological

Section parameter 1 2 3 4 5 6 7 8 9 10 11 12

III Water depth, m 1.50 1.36 1.28 1.30 1.32 1.30
Velocity, m/s 1.31 1.30 1.28 1.20 1.17 1.18

IV Water depth, m 1.42 1.43 1.38 1.36 1.28 1.29 1.34 1.30
Velocity, m/s 1.38 1.47 1.35 1.24 1.13 1.15 1.20 1.23

V Water depth, m 1.40 1.55 1.43 1.28 1.32 1.28 1.30 1.34 1.34
Velocity, m/s 1.30 1.42 1.31 1.22 1.10 1.14 1.17 1.20 1.30 1.27

VI Water depth, m 1.44 1.50 1.38 1.35 1.35 1.37 1.35 1.33 1.26 1.28 1.26 1.30
Velocity, m/s 1.28 1.36 1.27 1.24 1.14 1.15 1.18 1.25 1.26 1.25 1.30 1.29

Figure 1. The distribution of measured tracer concentration at each section.

The tracer injection point was 7 m from the left bank. In the reach, 5 tracer-sampling sections
and one control section were selected (Table 2). According to the dispersion capacity estimated
from float method, 4–12 sampling points which interval is 10 m were selected on each section.

At the injection point, the given concentration sodium dichromate was continuously injected at a
constant rate until the sampling was finished. When the tracer concentrations at each section were
steady, samples were simultaneously collected at each section every 20 minutes. Four batches of
samples were collected altogether and the flow velocity and water depth at each sampling point were
measured at the same period (Table 3). Within the valid time of the preservation, the water samples
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were sent to the laboratory for determination. The distribution of measured tracer concentration at
each section is showed in Figure 1.

4 DETERMINATION AND VERIFICATION OF DIFFUSION COEFFICIENT

4.1 Determination of diffusion coefficient

The reach for the tracer experiment, which is 300 × 2000 m, were divided into 30 × 100 subareas
with the two groups of parallels (whose unit distances are hx = 20 m, hz = 10 m, respectively). At
each grid point, a difference equation can be formed which has an unknown number ci, j , so there
is a equation set which consists of 30 × 100 equations. Using the initial and boundary conditions,
the equation set can be solved using a line over-relaxation method.

In a given interval for finding the optimal diffusion coefficients, a “computer scanning and
calculation – gradient search method” may be used to determine the parameters (diffusion coeffi-
cients) of the steady-state two dimensional Taylor’s model. The computer scans the given interval
and calculates all the target values (ci, j), which is corresponding to the given diffusion coefficients,
according to a given step and an order. Comparing the calculated value and the measured value of
a tracer, the minimum target and its corresponding diffusion coefficients in the given interval may
be found by the computer. The range of one step around the diffusion coefficients corresponding
to the minimum target value is regarded as a new given interval for finding the optimal diffusion
coefficients. Correspondingly, the step is reduced. The computer scans the new given interval in the
reduced step and calculates. Repeat like that until the minimum target value and the correspond-
ing diffusion coefficients trend to steady and reach an established precision and yield a global
approximate optimal solution.

According to the longitudinal and transverse diffusion coefficients at the Tuoketuo and Hejin
reach of the Yellow River (Shao and Zhang, 1994), we suppose the interval for finding the optimal
longitudinal diffusion coefficient is 20 ≤ Ex ≤ 300, the interval for finding the optimal transverse
mixing coefficient is 0.01 ≤ Ez ≤ 1.00. To avoid a sudden error in the calculation process, the
search step at the first time must be in the range of an allowable error of diffusion coefficient
variables. To ensure the calculation precision, the global optimal solution is regarded as initial
diffusion coefficients. An optimal search of the gradient method is made again to the global optimal
solution. Calculating by a computer, the yielded optimal solution is Ex = 40 m2/s, Ez = 0.32 m2/s,
respectively.

4.2 Verification of diffusion coefficient

To verify the two diffusion coefficients, substituting the coefficients into equation (3), using the
initial and boundary conditions to simulate the tracer experiment transport and to yield the calculated
value of the tracer concentration at each sampling point, comparing the calculated value with the
measured value of tracer concentration from another batch of the tracer experiment, the results are
listed in Table 4.

From table 4, the relative error is less than 27.2%, the precision is relatively high, which shows
the diffusion coefficients yielded from this tracer experiment are reliable, and can be used to modify
the empirical constants of the empirical equation for calculating diffusion coefficients, thereby to
determine the diffusion coefficients of a traced river channel under different hydrological conditions
and to quantitatively describe the diffusion transport of a pollutant.

5 MODIFICATION OF DIMENSIONLESS DIFFUSION COEFFICIENT

Although the diffusion coefficients gained from field trace experiment were relatively reliable,
they can only stand for the diffusion capacity of the reach under the hydrological and hydraulic
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Table 4. Comparison of calculated value and measured value of tracer diffusion transport.

Sampling point 1 2 3 4 5 6

Section I Calculated value, mg/L 0.57 0.31 0.12
Measured value, mg/L 0.52 0.36 0.13
Relative error, % 9.6 −13.9 −7.7

Section II Calculated value, mg/L 0.51 0.35 0.20 0.10
Measured value, mg/L 0.50 0.47 0.25 0.10
Relative error, % 2.0 −25.5 −20.0 0

Section III Calculated value, mg/L 0.44 0.34 0.24 0.14 0.08
Measured value, mg/L 0.48 0.40 0.22 0.11 0.07
Relative error, % 8.3 −15.0 9.1 27.2 14.3

Section IV Calculated value, mg/L 0.39 0.32 0.24 0.17 0.11 0.06
Measured value, mg/L 0.33 0.28 0.20 0.16 0.10 0.05
Relative error, % 18.2 14.3 20.0 6.3 10.0 20.0

condition when the trace experiment was carrying out. In actual application, the diffusion situation
of a reach in different hydrological and hydraulic conditions still must be learned. Therefore,
the empirical formula in which the diffusion coefficients can be deduced from hydrological and
hydraulic parameters usually should be formed.

According to Taylor’s theory, the diffusion coefficient of pollutant in river is product of Lagrange
linear measure and turbulence intensity. Based on this conception, the general expression formula
of diffusion coefficient can be given:

where E = diffusion coefficient, m2/s; α= dimensionless diffusion coefficient; H = water depth,
m; u∗ = friction velocity, m/s; g = acceleration of gravity, m/s2; I = hydraulic gradient.

Formula (5) is a universal one, which can be applied to vertical, transverse and longitudinal
dispersions. The only difference among them is the value of dimensionless diffusion coefficient
assumed. From formula (5) we know that: water depth, friction velocity and dimensionless diffusion
coefficient will influence diffusion coefficients. For a certain reach, both of water depth and friction
velocity can be obtained from observing or riverbed data. Thus the problem of evaluating diffusion
coefficient is converted to estimate the value of α.

If we define transverse coordinate as Z and longitudinal coordinate as X , the corresponding
transverse mixing coefficient Ez and longitudinal dispersion coefficient Zx can be denoted as:

whereαz ,αx = dimensionless transverse mixing coefficient and longitudinal dispersion coefficient,
respectively, which are usually a constant.

As to the calculation of αz and αx, a lot of experiment have been studied. Based on analysis
and calculation of results observed from diffusion trace experiments, the values of αz and αx in
the experimental river are yielded in this paper, which are 3.61 and 451.25, respectively. Analysis
shows that the dimensionless diffusion coefficients determined are matched with the fact of trace
experiment reach. From formula (7) and (8), the longitudinal dispersion coefficients and transverse
mixing coefficients of the reach under different hydrological and hydraulic conditions can be
calculated.
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6 CONCLUSIONS

It is important to select the tracer in the diffusion experiment for the heavy sediment-carrying reach
of Yellow River. We selected sodium dichromate as the tracer for the trace experiment at Mengjin
reach of the Yellow River.

The mixing and transporting law of the tracer in mixing region of the river, which surface water is
relative wide and water depth is relative shallow, can be described by a steady-state two-dimensional
Taylor’s diffusion equation. The diffusion coefficients in the equation can be calculated using the
finite difference and optimization method.

The integrated method of empirical formulas with the field diffusion trace experiment is the most
reliable method to determine the empirical formula used to deduce directly diffusion coefficients
from hydraulic parameters and the dimensionless diffusion coefficients of the empirical formula.
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ABSTRACT: Suppose that an intermittent point source discharge cycle T , a discharge duration
time t0(t0< T ), and the discharge strength in the discharge duration W are kept constant. According
to the one-dimensional advection and dispersion equation, the spatially varied concentration of
contaminants is obtained which discharged by the intermittent point source at the downstream
dispersal period. Reasonableness of the solution is deserved. The consistency of the analytical
solution and the simplified equation at given condition are discussed.

1 INTRODUCTION

As a stream of effluent is discharged into a river, what happens can be divided into three stages:
the initial dilution, the mixture across the cross section and the longitudinal dispersion after the
cross-sectional mixing. If the effluent discharge is not instantaneous, and not at a constant rate, but
a continuous discharge during one period and a non-discharge during the next period, and so on, this
pollution source is termed an intermittent discharge source. In most practical cases, the intermittent
discharge point source can be seen frequently. The plants periodically produce polluted water. If the
polluted water discharges directly, water quality downstream will vibrate cyclically. In this case, the
instantaneous discharge concentration of the contaminants far exceeds the average concentration
of the same amount at the constant discharge rate. In order to heighten the level of analyzing the
monitoring datum of the water quality and the level of water management, we must analogy the
advection and dispersion of contaminants discharged by the intermittent point source precisely. In
this paper, suppose that an intermittent point source discharge cycle T , a discharge duration time
t0(t0< T ), and discharge strength in the discharge duration W are kept constant. According to the
one-dimensional advection and dispersion equation, the spatially varied concentration distribution
law of contaminants is obtained which discharged by the intermittent point source at the downstream
dispersal period.

2 BASIC EQUATION AND ITS CONDITIONS OF DEFINITE SOLUTION

Suppose that a point discharge source at the origin of x-coordinate system in a one-dimensional
flow, let the downstream be the positive direction at initial time t = 0 the concentration is zero
everywhere along the axis. During the period nT < t ≤ nT + t0(n = 0, 1, 2, 3, . . .. . .), the effluent
discharge concentration at the rate C0 at the point x = 0 and is held at that value. During the period
nT + t0< t ≤ (n + 1)T , the concentration is zero at the point x = 0. Then the one-dimensional
advection and dispersion equation will be:
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in which, U is the flow velocity in the x direction, the D is the longitudinal dispersion, and K is
the mass degradation coefficient.

The conditions for solution are: C|t=0,all x = 0, C|nT<t≤nT+t0,x=0 = C0, C|nT+t0<t≤(n+1)T ,x=0 = 0,
C|t>0,x=L = 0, L is large.

3 ANALYTIC SOLUTION

For variable replacement, let C(t, x) = e Ux
2D Q(t, x), eq. (1) becomes:

in which K′ = K + (U 2/4D). Corresponding conditions of solution become: Q|t=0, = 0,
Q|nT<t≤nT+t0,x=0 = C0, Q|nT+t0<t≤(n+1)T ,x=0 = 0, Q|t>0,x=L = 0. Taking second variable transform-
ation, let Q(t, x) = e−K ′ t

V (t, x), eq. (2) becomes:

Corresponding conditions of solution become: V |t=0,all x = 0, V |nT<t≤nT+t0,x=0 = C0eK ′ t
,

V |nT+t0<t≤(n+1)T ,x=0 = 0, V |t>0,x=L = 0.
For eq. (3), taking Laplace transform about t (t = nT and nT + t0 are first kind discontinuous

point, meet the condition of Laplace).
U (p, x) = ∫ ∞

0 V (t, x)e−ptdt, eq.(3) becomes:

Substituting V |t=0,all x = 0 into above equation, we have:

Corresponding conditions of solution become: when nT < t ≤ nT + t0, U (p, 0) = L[C0eK ′t
] = C0/

p − K ′; when nT + t0< t ≤ (n + 1)T , U (p, 0) = 0; U (p, L) = 0.
The general solution of eq. (4) is:

According to the conditions of solution, when L is big enough and U (p, L) = 0 it can be obtained
C2 = 0.Therefore when nT < t ≤ nT + t0, C1 = C0/p − K ′; when nT + t0< t ≤ (n + 1)T C1 = 0,
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we have:

For eq. (6), taking Laplace transform, it can be obtained:

In which g1(t) * g2(t) is called convolution of g1(t) and g2(t).

Substituting g1(t) * g2(t) into eq. (7) and using the convolution there in, When nT < t ≤ nT + t0:

when nT + t0< t ≤ (n + 1)T :

let v = x/(2
√

D(t − τ)), we have τ= t −x2/4Dv2, τ and v’s corresponding relationship is illustrated
in Table 1, then the second integration becomes:

in which, f(t, x) = eUx/2D[e−(
√

K ′/D)x erfc(x/(2
√

Dt) − √
K ′t) + e(

√
K ′/D)x erfc(x/(2

√
Dt) + √

K ′t)].
It’s last item is neglected except that the value of x is low.
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Table 1. The corresponding relationship of τ and v.

In the same reason, for eq. (8), taking integral transform and simplifying, we have:

Eq. (9) becomes:

so:

Equation (13) and eq. (14) are the analytic solution for one dimensional advection and dispersion
model of intermittent discharge point source.

4 DISCUSSION

To illustrate the method, suppose that the velocity of river flow U = 1.0 m/s, dispersion coefficient
D = 30 m2/s, discharge cycle of intermittent point source T = 2 h, discharge duration time t0 = 1 h
are taken. The solution of concentration distribution according to eq. (13) and eq. (14) is depicted
graphically in Fig. 1 and Fig. 2. In Fig. 1 and Fig. 2, the full line represents the conservative sub-
stance when the degradation coefficient K = 0. The broken line represents the non-conversation
substance when K = 0.26 d−1. It can be seen from the Fig. 1, the concentration is zero at the origin
of the one-dimensional system at the middle of discharge duration of the intermittent point source
t = nT + t0/2. Because of the advection the contaminants discharged previously diffuses to down-
stream gradually according to discharge cycle (X = UT ), which becomes the cyclical concentration
vibration law along the flow. Because of dispersion the peak spreads out in a decaying distribution.
The concentration of the flow zone at the discharge duration decreases along the flow. The con-
centration of the flow zone at the non-discharge duration increases along the flow. The difference
between the maximum concentration and the minimum concentration decreases gradually. When x
is quiet big the maximum and the minimum concentration tend to accord with the concentration dis-
tribution of the one-dimensional advection and dispersion model of the constant continuous point
source in the direction of flow. That is, when K = 0, the maximum and the minimum concentration
will both take the horizontal line C/C0 = t0/T as asymptotic line .When K �= 0 the maximum and the
minimum concentration will take the decline curve C/C0 = t0/T exp [Ux/2D(1 − √

1 + 4DK/U 2)]
as the asymptotic line. Certainly, if the discharge cycle of an intermittent point source T is quiet long,
and the non-discharge duration (T − t0) is also long, the cyclical vibration law of the concentration
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Figure 1. The concentration distribution of the intermittent discharge point source at t = nT + t0/2 (T = 2 h,
t0 = 1 h, n ≥ 7).
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Figure 2. The concentration distribution of the intermittent discharge point source at t = nT + (T + t0)/2
(T = 2 h, t0 = 1 h, n ≥ 7).

distribution along the flow will remain very long distance or overall length. It can be seen from Fig.
2, at the middle of non-discharge duration of the intermittent point source t = nT + (T + t0)/2, the
concentration of point source is zero. The cyclically vibrated concentration distribution curve dis-
perses to downstream with half cycle in the direction of flow compared to Fig. 1. The concentration
distribution law along the flow is the same with the analysis of Fig. 1.

Suppose that the discharge period of intermittent point source T = 3 h. discharge duration
t0 = 1 h. In the middle of the discharge duration t = nT + t0/2 the concentration distribution along
the flow is shown in Fig. 3. Suppose that the discharge period of intermittent point source T = 3 h,
discharge duration t0 = 2 h. In the middle of the discharge duration t = nT + t0/2, the concentration
distribution along the flow is shown in Fig. 4. It can be seen from Fig. 3 and Fig. 4, that there is a
concentration distribution law along the flow which is the same with the law of the Fig. 1, memrly
it has a longer cycle. In Fig. 3, the non-discharge duration is longer than the discharge duration. The
low concentration zone is longer. In Fig. 4, the non-discharge duration is shorter than the discharge
duration. High concentration zone is longer. When x is comparatively large, the maximum and the
minimum concentrations in Fig. 3 and Fig. 4 both take:

C/C0 = t0/T exp [Ux/2D(1 − √
1 + 4DK/U 2)] as the asymptotic line accordingly.

When x = 0, the concentration C0 is derived from the assumption, the contaminants consumption
in the whole river reach is equal to the discharge strength W . That is:
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Figure 3. The concentration distribution of the intermittent discharge point source at t = nT + t0/2(T = 3 h,
t0 = 1 h, n ≥ 5).
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Figure 4. The concentration distribution of the intermittent discharge point source at t = nT + t0/2(T = 3 h,
t0 = 2 h, n ≥ 5).

in which, when x ≥ 0 substituting C = C0(t0/T ) exp [Ux/2D(1 − √
1 + 4DK/U 2)] into eq. (15) and

taking integral transform. When the contaminants disperse toward upstream its influence span is
very short. In this paper we don’t analyze it in detail. But it has an influence on the computing
result of C0. Therefore when x< 0 substituting C = C0(t0/T ) exp [Ux/2D(1 + √

1 + 4DK/U 2)]
into eq. (15) and taking integral transform. This is the same with the integral result of substituting
periodical concentration distribution along the flow. That is:

Therefore, C0 = W
Q /

√
1 + 4DK/U 2], in which Q = AU is the river flow quantity, A is the cross

section area.
There is a discussion between the simplified equation at corresponding conditions of eq. (13)

and eq. (14) and comparably analytic solution, as follows:

(1) when t0 =T, the eq. (13) and eq. (14) become:

172



It is the same with the analytic solution of one-dimensional advection and dispersion model of
continuous discharge point source in the reference 1.

(2) when U = 0, K = 0, n = 0, eq. (13) and eq. (14) become:

It is the same with analytic solution of parallel problem in reference 2.
Through the above derivation and demonstration, analyzing and discussing the solution shows

that the simplified equation at corresponding conditions is consistent with the comparably analytic
solution. The distribution law of concentration is reasonable. It is sure that eq. (13) and eq. (14) are
the analytic solution of one-dimensional advection and dispersion model for intermittent discharge
point source.
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ABSTRACT: Several predictive equations have been proposed to estimate wind-driven gas-
transfer rate in a lake. They have different structure and numerical constants and were mostly
obtained from correlations with experimental data. The present paper proposes a turbulence-based
model developed to estimate wind-driven gas transfer rate through the air–water interface of a
lake. The model compares the laminar boundary layer at the air–water interface with the bottom
classic laminar sublayer. Comparison with field data demonstrates that the proposed model can
capture field data at low wind speed, whereas for higher values of W10, the model tends to under-
estimate gas-transfer process. This result should be expected because the model do not consider
the contribution of waves to the gas-transfer process. Also, the model exhibits an exponent −2/3
for the Schmidt number Sc (Sc = ν/Dm) which is consistent with gas-transfer theory and literature
experimental data for smooth surfaces.

1 FOREWORD

Gas transfer of chemicals, such as oxygen, nitrogen and toxins, across the air–water interface of
lakes and streams is an effective process for the environmental quality of the aquatic ecosystem
(Chapra, 1997). In standing waters, such as lakes, impoundments and wide estuaries, wind is
the predominant factor in causing gas-transfer. Also, gas exchange between the atmosphere and
the ocean is believed to be affected by turbulence associated with wind waves at the air–water
interface (Jähne & Haußecker, 1998). Several predictive equations have been proposed to estimate
wind-driven gas-transfer rate in a lake. They have different structure and numerical constants and
were mostly obtained from correlations with experimental data. Moreover, some equations directly
compute gas-transfer rate for a chemical, whereas other ones follow the so-called approach of
reference substance, which relates the gas-transfer rate for a chemical to that of a reference substance
(Rathbun, 1998). However, research efforts are needed to better describe and quantify wind-driven
gas-transfer. The present paper proposes a turbulence-based model developed to estimate wind-
driven gas-transfer rate through the air–water interface of a lake at low wind speed. The model
provides a linear relationship between gas-transfer rate and wind speed. Finally, the model was
compared with literature data.

2 WIND-INDUCED GAS-TRANSFER: THEORY

The gas-transfer is an interphase mass-transfer process that occurs at the air–water interface if a
non-equilibrium condition between the air phase and the water phase exists for a chemical. This
condition is related to the gradient in concentration across the interface, which is the driving force
of the process. The flux of chemical Φ across the air–water interface [ML−1T−2] is:

where KL is the gas-transfer rate [LT−1] and Csat and Cw are the equilibrium, or saturation, and bulk
water concentration of the chemical [ML−3], respectively. For gas of low solubility, KL depends
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on the molecular and turbulent transport processes in the waterside of the air–water interface.
Molecular transport depends mainly on the molecular diffusion coefficient of the dissolved gas into
water Dm [L2/T], which is a gas characteristic. On the other hand, the turbulent transport is governed
by the forcing that is active in the natural environment. As turbulent eddies approach the air–water
interface, this interface tends to damp them as they approach closer than their length scale (Moog &
Jirka, 1999). Thus, away from the interface turbulent transport is predominant, whereas it gradually
decreases toward the interface, where molecular transport takes control. This process gives rise to
a diffusive or concentration boundary layer (CBL) on both sides of the interface. Its thickness δc
depends on Dm and turbulence intensity near the surface. Outside these layers, turbulent motions
provide full vertical mixing and the gas profile is uniform at the bulk concentration. Within the
CBLs, the fluid is intermittently mixed by surface renewal process, which periodically occurs with
a frequency that is a function of the turbulent characteristics of the flow. Thus, the relation between
the turbulence structure near the free-surface and the gas-transfer process should be investigated
(Jähne & Haußecker, 1998; Nakayama, 2000). Generally, three conditions hold. In open-channel
flow, the surface turbulence is mainly due to the interaction of the water flow with the bottom
shear (bottom-shear generated turbulence). Also, free surface fluctuations affect the turbulent
redistributions near the air–water interface, which are greatly dependent on Froude number Fr and
the bed slope Jb. At the contrary, the surface of lakes and reservoirs is not affected by bottom
features, and the shear stress exerted at the air–water interface by the wind blowing above the
water surface is the main physical factor of turbulence (wind-shear generated turbulence). Finally,
in estuaries, bottom shear and interfacial shear are both present (combined wind/stream turbulent
conditions). Thus, gas-transfer modeling approaches are different according to the nature of the
forcing mechanism. For wind-shear condition, the gas-transfer mechanism is someway complicated
by the presence of waves. Three distinct wave formation regions have been identified depending
on wind speed W10, which is usually used to quantify the turbulence intensity at the air–water
interface (Jean-Baptiste & Poisson, 2000). In the first region, for W10< 2–4 m/s, KL increases only
slightly with the wind speed. As the wind speed is low, the wind stress is supported by viscous drag
and the height of the roughness elements of the surface is completely encompassed by the viscous
boundary layer (VBL) on the water side of the air–water interface. Thus, this interface could be
characterized as a smooth surface. The second region, for 2–4<W10< 10–13 m/s, corresponds
to the presence of capillary waves, with an increasing dependence of KL on W10. The turbulent
wind field transfers energy not only into the mean shear current but also into the waves and the
air–water interface could be considered as a rough surface. Notably, for laboratory measurements
a W10 of about 4 m/s is the breakpoint from smooth to rough surfaces (Thibodeaux, 1996), while
for field studies smooth surface holds up to 6–7 m/s (O’Connor, 1983). Finally, the third region,
for W10> 10–13 m/s, where KL increases greatly with W10, is characterized by the occurrence of
breaking waves. However, wind is just an indirect factor affecting near-surface turbulence and it
can describe only approximately the real physical and dynamic conditions at the interface. This fact
could explain the large scatter among the different literature data. Nevertheless it is traditionally
used due its global availability. Sometimes, gas-transfer rate KL was related with the shear velocity
on the air side of the interface u∗

a[L ·T−1] (Nakayama, 2000; Chu & Jirka, 2003). Finally, as
laboratory and field studies have demonstrated that gas-transfer is enhanced by the formation of
bubbles due to wave breaking, KL was recently associated both with wind speed and development
degree of wind waves using a breaking-wave parameter RB = u∗

a
2/(ωp · ν), which can be regarded

as a kind of Reynolds number formed by u∗
a and by the spectral peak angular frequency of wind

waves ωp. Thus RB describes the intensity of turbulence induced in water when wind waves are
produced (Zhao et al., 2004). However, KL is classically:

where a, b and c are numerical constant, W10 is the wind speed measured at 10 m above the
water surface [L ·T−1], and Sc = ν/Dm is the Schmidt number, ratio of water kinematic viscosity
ν to molecular diffusivity Dm · Sc is in the order of 103 and it could be seen as the ratio between

178



diffusion of momentum and diffusion of mass through molecular transport. Notably, ν decreases
with temperature, while Dm increase with temperature. The value of the exponent b has been
the focus of both theoretical and experimental studies. The differences in that value correspond to
various assumption regarding the boundary layer processes and boundary conditions, corresponding
to different dynamic states of the air–water interface, going from purely diffusive to turbulent
(Jean-Baptiste & Poisson, 2000). Literature agrees that b value tends to increase when the transfer
regime becomes more energetic. Both theoretical models and experimental values show that b is
rising from −2/3 at low regime, where the water surface is smooth, to −1/2 at higher regimes, for
water surface with waves (Crusius & Wanninkhof, 2003). Finally, the exponent c is ranging from
1 to 2 (Crusius & Wanninkhof, 2003).

3 THE PROPOSED MODEL

The proposed model provides the estimation of the thickness δc of the CBL on the water side. The
model compares the VBL at the air–water interface with the bottom VBL. The bottom layer lies
on a solid boundary, which has an infinite surface tension, whereas the VBL below the air–water
interface, due to its surface tension, could be considered as a semi-solid boundary.

To follow this analogy, first of all, the velocity distribution in the VBL near the water surface
can be defined starting from the velocity distribution in the VBL near the bottom, which is known.
Notably a similar analysis was applied to characterize reaeration rate in a river (Gualtieri & Gualtieri,
2004). The shear stress distribution in the water column is:

where τb and τw are the shear stress on the bottom and on the water-side of the free surface due to
the wind, respectively, [N · L−2], y is the vertical distance downward from the air–water interface
[L] and h is water depth [L] (Fig. 1). Eq. (3) could be equated to the Newton’s expression for the
shear stress τ = −ρ ·v ·(du/dy), where u is water velocity [L ·T−1] and ρ is water density [M · L−3].
Integrating eq. (3) near the water surface, a velocity distribution is defined as:

Gas-transfer

y

δv
δc

τb

Ts= ∞

zδb

Wind
τw

Figure 1. The proposed model.
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where u0 is the water velocity for y = 0. Notably, the shear stress on the bed τb is related to the shear
stress τw. In fact, a wind acting on the water surface causes a drift current near the free surface in
the direction it blows and a bottom return flow in the opposite direction (Wu & Tsanis, 1995). The
value of the bed shear stress τb is usually presented in literature as τb = ητw where η is a coefficient
that depends on Rew = uwh/v, which is the Reynolds number related to the wind-induced flow
velocity at the interface uw. The ratio η= τb/τw has in laminar flow the constant value of −0.50
(Tsanis & Leutheusser, 1988) and it decreases with increasing Rew (Gualtieri, in press). Introducing
this relation between τb and τw, eq. (4) yields:

Assuming the continuity of the stress at the air–water interface, the shear stress τw is equal to
τa, which is the shear stress on the air-side of the interface (O’Connor, 1983; Thibodeaux, 1997):

where CD is the drag coefficient and ρa is air density [M · L−3]. Introducing eq. (6) into eq. (5):

Also, in the VBL near the bottom, equating the Newtonian expression for bottom shear stress
and from the friction velocity expression τb = ρ · u∗2, a linear velocity distribution holds:

where u∗ is the friction velocity [L ·T−1] and z is the distance upward from the bottom (Fig. 1).
Also, from the expression of the Reynolds number Re, it yields:

From eqs. (8) and (9), it yields:

The thickness of the viscous boundary layer near the bottom δb (Fig. 1) is:

From eqs. (10) and (11), if ub is the velocity at z = δb, its Reynolds number is given by:

Now, the outlined analogy between the laminar layers at the air–water interface and at the bottom
could be used to estimate the thickness of the VBL δv at the air–water interface (Fig. 1). In fact,
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if uδv is the velocity at the lower bound of the VBL near the interface, it is possible to write an
expression analogous to eq. (12), where (u0 − uδv) has the same meaning as ub:

Notably, δv · (uo − uδv)/ν must be lower than 52 because the air–water interface has a finite surface
tension. In fact, the value of 52 holds for a boundary with infinite surface tension. Eq. (13) allows
to define a particular Reynolds number for gas-transfer, namely Reg−t :

and, thus, the gas-transfer Reynolds number Reg−t < 25. Equating (u0 − uδv) in eqs. (7) and (14):

The term in the square bracket could be approximated to the unity. In fact, η ranges from −0.26
to −0.07 (Gualtieri, in press), δν is in the order of 1 × 10−4 m and h typically ranges from 1 × 101

to 1 × 102 m. Thus, for y = δν , we have:

Since the CBL thickness δc is related with the VBL thickness δν as δc = δν/Sc1/3, eq. (16) yields:

The gas-transfer rate KL could be related with CBL thickness δν as:

and, finally, the gas-transfer rate KL is:

Equation (19) provides a linear relationship between KL and W10. This is consistent with other
equation derived for low wind speed (W10< 4 m/s), when air–water interface is a smooth surface
(O’ Connor, 1983). Also, the model exhibits an exponent −2/3 for the Schmidt number Sc which
is consistent with gas-transfer theory and literature experimental data for smooth surfaces.

4 ANALYSIS OF DATA MODEL RESULTS

The proposed model has been verified using literature experimental data, that are taken from studies
carried out in lakes and rivers using as tracer SF6 (Wanninkhof et al., 1991; Tucker et al., 1996;
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Figure 2. KL predictions from eq. (19) against field data.

Crusius & Wanninkhof, 2003) or 3He (Clark et al., 1996). Some data collected in laboratory flume
using oxygen as exchanged gas were also considered (Chu-Jirka, 2003).

Wanninkhof and Crusius-Wanninkhof data sets were collected in lakes, whereas Clark andTucker
data sets refer to rivers and estuaries measurements. The temperature of the considered data is in
the range from 5.0 to 23.0◦C and Sc values of SF6 are accordingly from 2257 to 812. The available
data shows generally a significant scatter as expected (Fig. 2). Notably, the data collected in rivers,
i.e. Hudson River and Parker River data sets, exhibit generally at the same W10 value gas-transfer
rate higher than the data collected in lakes (Fig. 2). This is due to the fact that in rivers and estuaries
bottom shear and interfacial shear are both present. In these conditions, KL measured data include
also the contribution of stream turbulence.

In eq. (19) the drag coefficient CD was calculated using the equation proposed by Wu.
(Thibodeaux, 1996), which assumes that CD is constant for W10< 5 m/s and increases linearly
with W10 for W10> 5 m/s. Water temperature was assumed to be T = 20◦C where the Schmidt
number of SF6 is 946 and the ratio between air and water density is ρa/ρ= 0.001206. Finally,
Reg−t was Reg−t = 20. The comparison between results from eq. (20) and field data is presented in
Fig. 2, where the proposed model can capture field data at low wind speed (W10< 5 m/s), whereas
for higher values of W10 (W10> 5 m/s) the model tends to underestimate gas-transfer process. How-
ever this result should be expected because the model do not consider the contribution of waves to
the gas-transfer process that it is significant at the higher wind speeds.

5 CONCLUDING REMARKS

The paper proposed a model to predict gas-transfer rate KL due to the wind blowing above the
air–water interface of a lake, where the shear stress produced by the wind is the main physical
factor of turbulence. The model was developed comparing the viscous boundary layer (VBL) at the
air–water interface with the bottom VBL and assuming that the interface could be characterized as
a smooth surface with no-waves condition. The model provides a linear relationship between gas-
transfer rate KL and wind speed W10 that is consistent with previous literature empirical equations for
low wind speed conditions. Comparison with field data demonstrated that the proposed model can
capture field data at low wind speed (W10< 5 m/s), whereas for higher values of W10(W10> 5 m/s)
the model tends to underestimate gas-transfer process because it cannot consider the contribution
of wind waves to the gas-transfer process.
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ABSTRACT: This study focuses on the fundamental relationship between air-water turbulent
motions and the associated gas transfer phenomena in wind-induced open channel flows by some
unique measurements. The purpose of the present study is mainly to clarify the gas transfer phe-
nomena across the wavy deformed air-water interface on the basis of the wall-sheared bursting
phenomena of turbulence, and also to evaluate the effects of the coherent vortex motions on gas
exchanges across the interface. In the experiments, the turbulent motions caused by both the bottom
wall-shear and the air-shear force were intensively measured with the conditional sampling methods
using laser Doppler anemometers (LDA), and the basic characteristics of coherent dynamics were
investigated by a wavelet analysis and 4th quadrant threshold method. Furthermore, the dissolved
oxygen in the bulk water layer was measured in order to investigate the gas transfer coefficients. As
the results, it was found that the coherent motions have a great influence on gas transfer phenomena.
Especially, it can be pointed out that the gas transfer phenomena between air-water interfaces are
governed by the specific coherent motions in each flow pattern.

1 INTRODUCTION

Recently, gas transfer phenomena across the largely deformed air-water interfaces, such as CO2,
O2, NOx and SOx have greatly attracted the vigorous researchers all over the world, because of
the serious global environmental problems. In addition, it is so important to clarify the reaeration
mechanism, by which the stream usually recovers the biochemical oxygen from air. In previous
studies, it has been pointed out that the gas transfer phenomena are greatly affected by the turbulent
motions near the interface, e.g., see Rashidi et al. (1991) and Komori et al. (1993). However, few
studies to make clear the gas exchange mechanism across air-water interface have been carried
out because of lack of measurement accuracy and experimental difficulties. Thus, it is necessary
to investigate the air-water interfacial turbulent hydrodynamics and the associated gas transfer in
wind-induced open channel flows, which are often observed in natural rivers, lakes and oceans.

It has been previously recognized that the transfer of low-solubility gases between air and water
like CO2, and O2 is governed in the very thin water layer beneath the interface in which the
turbulent motions control and have influence on the gas transfer. This is because the transfer of
the low-solubility gases undertakes the high degree of resistance in the water side of the interface
in spite of the great turbulent mixing. Therefore, the gas transfer coefficient is then called KL. In
the gas transfer theory in the early time, the effects of the turbulent eddies was not taken account
of, for example, Danckwerts (1951) proposed the renewal theory which described the random
replacement of fluid particles near the air-water interface. Later, the renewal theory has been
successfully developed with the effects of the turbulent eddies and suggested as the ‘large eddy
model (LEM)’ by Fortescue and Pearson (1967) and ‘small eddy model (SEM)’ by Lamont and
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Scott (1970). In the models, the gas transfer coefficient is formulated as follows,

where Sc ≡ ν/Dl is Schmidt number, ν and Dl are the kinetic viscosity and the molecular diffusion
of water, respectively. u′ is the turbulence intensity. Many researchers have intensively investi-
gated the relationship between the gas transfer and the Reynolds number, however the gas transfer
mechanism remains unknown. Especially, there are few findings by Eloubaidly & Plate (1972) and
Chu & Jirka (1995) on the gas transfer across the air-water interface in wind-induced open channel
flows.

In this study, the relationship between gas transfer phenomena and the associated turbulent
motions in wind-induced open channel flows was intensively investigated by the experimental
method. In the experiments, the turbulent motions in the water side were measured by LDA and the
basic characteristics of coherent dynamics were investigated by a wavelet analysis and 4th quadrant
threshold method.

2 EXPERIMENTAL PROCEDURE

In this study, the experiments were conducted in a 16 m long, 40 cm wide and 50 cm deep wind-water
tunnel, in which the channel slope was possible to be accurately adjusted (see Fig. 1, a schematic
description of the present air-water tunnel). Fig. 2 shows a LDA system with an ultrasonic wave
gauge and coordinate system. The coordinate system is as follows:x is the horizontal coordinate
and z is the upward vertical one from the bottom wall. In addition, the corresponding velocity
fluctuations are u and v. Air blew over open channel surfaces in a wide range, and water went
through the channel and passed the pipe under the channel for recirculation. Table 1 shows the
hydraulic conditions of these experiments. The water depth is fixed at 7.0 cm. Ua,max is the maximum
air velocity, U∗a is the friction velocity on the airside by evaluating mean velocity profiles near
the interface using log-law and U∗w is the friction velocity on the bottom wall. Um is the mean
velocity of water stream and Fr ≡ Umh/νw means the Froude number of water flow. A laser Doppler
anemometer (LDA, Dantec) was used to measure the instantaneous velocity and an ultrasonic wave
gauge was simultaneously used with LDA in order to investigate a correlation between the velocity
fluctuation and an air-water interface fluctuation η from mean water depth. Moreover, the dissolved
oxygen instrument (called as the DO meter, hereafter) was used to measure the bulk concentration
of oxygen in the water flume, see Moog et al. (1999).
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Table 1. Hydraulic condition.

ua,max u∗a um u∗w
RUN (m/s) (cm/s) (cm/s) Fr (cm/s)

OPEN1 0.0 0.0 8.3 0.10 0.39
OPEN2 0.0 0.0 16.6 0.20 1.15
OPEN3 0.0 0.0 24.8 0.30 1.30
OPEN4 0.0 0.0 33.1 0.40 1.58
OPEN5 0.0 0.0 41.4 0.50 1.97
OPEN6 0.0 0.0 49.7 0.60 2.37
OPEN8 0.0 0.0 66.3 0.80 2.78
COM21 1.58 5.80 16.6 0.20 1.12
COM22 2.23 6.91 16.6 0.20 1.10
COM23 3.58 12.5 16.6 0.20 1.09
COM24 4.31 17.0 16.6 0.20 1.15
COM25 5.06 17.6 16.6 0.20 1.31
COM26 5.83 23.8 17.4 1.21 1.46
COM27 6.56 26.9 17.4 0.21 1.41
COM28 7.24 29.1 18.2 0.22 1.48
COM51 1.11 4.3 41.4 0.50 1.35
COM52 1.11 9.1 42.2 0.51 1.31
COM53 1.11 15.6 43.1 0.52 1.29
COM81 3.93 3.94 66.3 0.80 2.78
COM82 3.93 9.23 66.3 0.80 2.76
COM83 3.93 13.6 67.1 0.81 2.70

3 RESULTS AND DISCUSSIONS

3.1 Fundamental turbulent properties

The fundamental statistics of coherent motions in the water layer were investigated by the one-
point measurements by LDA using a linear filtering technique (LFT) by Benilov et al. (1974) and
a wavelet analysis of Daubechies (1988). A LFT has been frequently used to clarify the semi-
periodic flows like wind-induced waves flows (see, Cheung and Street, 1988). Fig. 3 shows the

vertical profiles of the flatness value Fv ≡ v4/v2
2

calculated by the data of the vertical velocity
fluctuation v (open circle) and decomposed velocity fluctuation v∗ (open triangle) in the case of
OPEN, COM22 and COM26. Here, v∗ means the data in which the wind-induced semi-periodic
component is removed with a LFT. It is clearly observed that there’s the large value of Fv not only
near the bed due to the wall turbulence, but also near the interface due to the air-sheared flow.
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Figure 3. Flatness value Fv ≡ v4/v′4 (Case: OPEN, COM22 and COM26).

This is because that the coherent motions are generated by the air-sheared flows and these motions
correspond to the result which was observed in the visualization of the flow with the hydrogen
bubbles method, mentioned before. In addition, it is interestingly notified that the turbulence,
which is not associated with the interface fluctuation, is generated, when the high-speed wind
blows over the water surface.

Fig. 4 (a) shows the relationship between the non-dimensional bursting period T+
B ≡ TBU 2∗w/νw

and the friction Reynolds number R∗ ≡ U∗wh/νw in no air-sheared open channel flows. The cur-
rent data was analyzed by the 4th quadrant half-threshold value method by Nakagawa & Nezu
(1978). In the figure, the data of Nakagawa & Nezu (1978) was added. Fig. 4 (b) shows the rela-
tionship between the non-dimensional bursting period T+

B ≡ TBU 2∗s/νw and the friction Reynolds

number R∗η ≡ U∗sη
′/νwin wind-induced open channel flows. Here, η′ ≡

√
η2 is the root mean

square (rms) value of η. It is recognized that for the relatively high Reynolds number, T+
B is likely

to be proportional to R1/2
∗ or R1/2

∗η in both open channel flows and wind-induced open channel flows.

In addition, from the renewal theory, when these bursting motions contribute the renewal motions
beneath the air-water interface and the representative velocity of renewal motions can be replaced
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Figure 4. Relationship between the bursting period and the Reynolds number (a) open channel flows,
(b) wind-induced open channel flows).

by the friction velocity U∗w or U∗s, then the following equation can be obtained,

3.2 Gas transfer and turbulent motion

The reaeration coefficient K2 has been effectively used to monitor the environmental quality of
water in rivers and lakes. K2 is defined as follows,

where Cs is the equilibrium concentration of the gas in water in contact with air, and Cb is the bulk
concentration of the gas. t denotes time. Also, KL is defined as follows,

J means the gas flux across the air-water interface. From Eqs.(5) and (6), the following equation
to evaluate KL is derived,

where V denotes the water volume and A shows the air-water interface area where the gas flux
occurs. Eq.(7) is roughly derived by the assumption that the fluctuation of air-water interface is
approximately neglected in comparison with the water depth. In this study, K2 was calculated by
the two-station method suggested by Rathbun (1988) . Fig. 5 shows a sketch of typical length scales
and the concentration profile of oxygen gas beneath the air-water surface, accompanied with the
DO meter in this experiment. In this study, it is assumed that the bulk concentration of oxygen
gas is nearly constant along the water depth. In the two-station method, K2 is calculated as follows
(see Fig. 6),
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where D ≡ Cs − Cb denotes the deficit of the dissolved oxygen in water flow, �t means the travel
time of fluid between two station (A and B), �x is the distance between them. In this method, KL

can be obtained by the Eq.(7) and (8). In addition, it is well known that KL varies dependently
on the temperature, therefore, KL in the following figures means the gas transfer coefficient at
20 degree C (Elmore & West, 1961).

Fig. 7 shows the relationship between the non-dimensional gas transfer coefficient K+
L

√
Sc and

the friction Reynolds number R∗ in no air-sheared open channel flows. In the figure, the dataset
of Moog (1995) is added. It is recognized that the dependency of K+

L

√
Sc to R∗ is from −1/4

to −1/2. This tendency corresponds to the small eddy model and the large eddy model. It can
be suggested that as R∗ becomes larger, the gas transfer is governed by the small eddy model,
as suggested by Theofanous et al. (1976). Fig. 9 shows KL against the friction velocity U∗a in
wind-induced open channel flows. In the figure, the data of Chu (1993) is included. It is observed
that the data of Fr = 0.2 (open circle) is greatly affected by the air shear. This may be because the
coherent motions beneath the air-water interface are generated by the air-sheared flows. Fig. 10
shows the non-dimensional gas transfer coefficient K+

L

√
Sc and the friction Reynolds number R∗η

in wind-induced open channel flows at Fr = 0.2. It is observed that the dependency of K+
L

√
Sc to

R∗η is about −1/4, which corresponds to the small eddy model.
After all, the above experimental results of the dependency of K+

L

√
Sc to R∗ are explained by

the Eq.(4) which means that bursting motions contribute the surface renewal motions beneath the
air-water interface.
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4 CONCLUDING REMARKS

This study focuses on fundamental relationship between air-water turbulent motions and gas transfer
phenomena in wind-induced open channel flows by unique measurements. As the results, it was
shown that the coherent motions have a great influence on gas transfer phenomena and it was
clarified that the dependency of non-dimensional gas transfer coefficient to the Reynolds number
is about −1/4 by the experimental method.
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ABSTRACT: An experimental study for estimating accurately the transfer velocity of CO2 at the
surface of wind waves is presented. Vertical profiles of the mean wind speed and the concentration
of CO2 in the air were measured in a wind-wave tank. The local flux of CO2 was estimated at several
fetches by using the profile method. The concentration of CO2 dissolved in the water was measured
by using a gas-liquid equilibrator made of hydrophobic porous tube. The local CO2 transfer velocity
on the water side was obtained from the local flux and the concentration difference across the air-
water interface. The transfer velocity increases monotonously with the friction velocity, and also
increases remarkably with the fetch under the condition of the same friction velocity.

1 INTRODUCTION

The gas transfer velocity of CO2 at the air-sea interface has frequently been investigated through
laboratory wind-wave experiments and field observations. Various empirical expressions for the
transfer velocity have been proposed and most of them have been represented in terms of functions
of the mean wind speed referred to the 10 m height. The developments of wind waves and turbulent
boundary layer depend strongly on the fetch of the sea surface, so that the transfer velocity under
the condition of the same wind speed seems to vary owing to the degree of their developments.
Thus, it is very important to reveal quantitatively the fetch dependence of the gas transfer velocity.
However, in most previous experiments, the overall transfer velocity averaged over the whole
interface in a wind-wave tank has been measured. There are few laboratory studies concerning the
fetch dependence of the transfer velocity.

Komori et al. (1993) measured the local CO2 transfer velocity in a laboratory wind-wave tank.
They set a control volume on the air side over the region of fetch = 3 to 5 m, and obtained the local
flux across the air-water interface from the budget of CO2 within the volume. As an alternative
method to quantify the local gas transfer rates, we may think of the eddy correlation method
and the profile method. Especially, the latter allows us to estimate the local flux from laboratory
measurements of vertical profiles of the wind speed and the concentration of CO2 in the air.

The purpose of this study is to estimate experimentally the transfer velocity of CO2 at the surface
of wind waves. Vertical profiles of the mean wind speed and the mean concentration of CO2 in
the air were measured in a wind-wave tank. In order to estimate the local CO2 flux at a certain
fetch, we employed the profile method in laboratory experiments. The concentration of CO2 in
the water was measured by using a gas-liquid equilibrator made of hydrophobic porous tube. The
local CO2 transfer velocity was obtained from the local flux and the concentration difference of
CO2 across the air-water interface. The dependence of the transfer velocity on the fetch was also
examined.
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2 ESTIMATION OF CO2 TRANSFER VELOCITY

In order to estimate the local CO2 flux at a certain fetch F (mol/m2s), the profile method was used.
For the turbulent transfer of passive scalar, the turbulent Schmidt number νt /Kt , where νt (m2/s)
is the eddy viscosity and Kt (m2/s) the eddy diffusivity of CO2, is close to the unity. By using the
mixing-length model, we obtain

where Ca (mol/m3) is the mean concentration of CO2 in the air, z the vertical coordinate axis taken
upward from the still water surface, u∗a (m/s) the friction velocity on the air side and κ the von
Kármán constant (=0.4). After the integration for both sides of (1), we obtain a logarithmic law
for the mean concentration of CO2 in the air:

where C∗ (mol/m3) is a representative concentration defined as F /u∗a and Ca(z0) the concentration
at the height of the roughness length z0. We can estimate the local fluxes at several fetches from the
product of C∗ and u∗a, which are obtained according to logarithmic laws. Consequently, the local
gas transfer velocity on the water side kL (m/s) can be obtained from the following relation:

where Cw (mol/m3) is the concentration of CO2 in the bulk of water and Cs (mol/m3) is the
equilibrium concentration on the water side balanced with the concentration of CO2 on the air side
at the air-water interface.

3 EXPERIMENTAL PROCEDURES

Experiments were made by using a wind-wave tank as illustrated schematically in Figure 1. The
tank was 17 m long, 0.60 m wide and 0.80 m deep, and the water depth was kept at 0.39 m. The
horizontal coordinate axis x was taken leeward from the upwind edge in the tank, and x indicates
the fetch. In order to estimate the CO2 flux from the water side to the air side, the concentration
of CO2 in the water was increased in advance to about 40,000 ppm by injecting the 100% CO2 gas
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Air pump
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Figure 1. Schematic diagram of experimental apparatus.
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into the circulating water. After the aeration, wind waves were generated by blowing the air above
the water surface. The reference wind speed at the entrance of the wind tunnel Ur was varied from
4.0 to 12.0 m/s. Vertical profiles of the wind speed and the concentration of CO2 in the air were
measured at the fetch x = 2.0, 6.0, 9.0 and 12.0 m along the centerline of the tank. The vertical
profile of the wind speed was measured by using a Pitot tube in the range of 0.30 m above the
still water surface. u∗a was calculated by fitting the logarithmic law to the vertical profile. The
10 m-wind speed U10 was calculated by extrapolating the wind speed to 10 m height according to
the logarithmic law.

Figure 2a shows a schematic diagram of the measuring system for the concentration of CO2 in the
air. The air in the wind tunnel was sampled by two inlet tubes, which were traversed vertically in the
range of z ≤ 20 cm. The sampling flow rate was about 1 l/min. The control of the sampling flow rate
and the dehumidification of the air were made by a flow controller instrument. The concentration
in the air was measured by using a non-dispersive infrared gas analyzer (NDIR, LI-COR LI-6252).
The NDIR was calibrated with 198 and 498 ppm standard CO2 gases. The data were recorded on a
personal computer at 1 Hz. Though the air was sampled for 90 s at each level, only the data for the
latter 60 s were used to evaluate the mean concentration.

Figure 2b shows a schematic diagram of the measuring system for the concentration of CO2

dissolved in the water. The partial pressure of CO2 in the water was quantified by using a gas–liquid
equilibrator made of hydrophobic porous tube. There were a large number of small holes on the
surface of the tube, and the diameter of the holes was about 1 µm. The CO2 gas can be exchanged
between the equilibrator and the water through such holes. An air-circulating circuit through the
gas–liquid equilibrator and NDIR was set as shown in the figure. The position of the gas-liquid
equilibrator was changed depending on experimental conditions. The equilibrator was located at
0.20 m below the still water surface and 0.50 m backward from the measuring position on the
air side. The air CO2 flowing in the hydrophobic porous tube was rapidly equilibrated with the
dissolved CO2 in the water. The equilibrated gas was dehumidified by both the peltier dryer and
the magnesium perchlorate (Mg(ClO4)2). The partial pressure of CO2 in the equilibrated gas pCO2

was measured by a NDIR (RMT DX-6100) which can measure up to 50,000 ppm. The concentration
of CO2 in the water Cw was evaluated on the basis of Henry’s law. The solubility of CO2 in the
water was calculated by using a function of Weiss (1974).

The mean concentration of CO2 in the water during the flux measurement was used as Cw in
(3) because the concentration decreases temporally. According to Henry’s law, Cs was calculated
from the partial pressure on the air side at the interface obtained by extrapolating the concentration
profile to z = 0. The gas transfer velocity of CO2 was normalized to kL600 for the fresh water at the
standard reference temperature of 20◦C by means of the Schmidt number dependence proposed by
Jähne et al. (1987). The Schmidt number Sc is defined as νw/D, where νw is the kinematic viscosity
of the water and D the molecular diffusivity of CO2 in the water. We computed Sc by using a
function of Wanninkhof (1992).
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Figure 2. Schematic diagram of measuring system for CO2: (a) on the air side and (b) on the water side.
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4 RESULTS AND DISCUSSION

Figure 3 shows the vertical profiles of the mean concentration of CO2 in the air in the case of
Ur = 6.0 m/s. The solid lines indicate the fitting curves for the logarithmic law obtained by the
least square method. Though the concentration on the water side is unequal for each case in the
strict sense, it is clear that the vertical gradient of the concentration increases with the fetch. It
is also apparent that logarithmic layers are formed near the water surface. The values of C∗ were
evaluated by fitting (2) to these logarithmic layers.

The corresponding profiles normalized by using u∗a and z0 are shown in Figure 4, where the solid
line indicates (2) and all the data in the present study are plotted. A large scattering of the data are
seen around the solid line in the region of z/z0> 3.0 × 102 because the logarithmic law is applicable
only to the profile at small z. It is observed that the data agree accurately with (2) in the vicinity of
the water surface. This implies that C∗ estimated from the experimental results has a good accuracy.

Figure 5 shows the time variation of the partial pressure in the water pCO2, from the start of the
aeration to the end of the measurement in the case of x = 9.0 m and Ur = 8.0 m/s. pCO2 increases
gradually from the start of the aeration, and reaches about 40,000 µ atm after about 4,000 s. A rapid
change of pCO2 is found as soon as the wind begins to blow, and the partial pressure decreases
monotonously due to the transfer of CO2 from the water side to the air side.

In Figure 6, the time variations of pCO2 during the flux measurement are shown for the
cases of x = 9.0 m and Ur = 4.0, 8.0 and 12.0 m/s. We should note that the partial pressures are
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non-dimensionalized by the value at the start of the measurement pCO2start . The figure shows that
the reduction rate of pCO2 increases with the wind speed and the transfer velocity should increase
with the wind speed. By averaging the partial pressure during the flux measurement, we calculated
the values of Cw, which are necessary when estimating the transfer velocity.

Figure 7 shows the relations between the CO2 transfer velocity on the water side kL and the
friction velocity on the air side u∗a. The results of experiments and field observations obtained by
other researchers are also plotted in the figure. All the data in the figure have been normalized to
kL600. The experimental data of Komori et al. (1993) and Komori & Shimada (1995), and the field
data of McGillis et al. (2001) correspond to the results of local flux measurements. On the other
hand, the data of Broecker et al. (1978) (quoted from Jähne et al., 1979) and Ocampo-Torres et al.
(1994) correspond to the transfer velocities averaged over the whole interface in a wind-wave tank.
The results in this study show that the transfer velocity increases monotonously with the friction
velocity, and also increases remarkably with the fetch under the condition of the same friction
velocity. Komori et al. (1993) pointed out that the airflow separated at the wave crest reattaches
in front of the leeward wave, where a high-shear region is formed and surface renewal eddies are
generated. For a longer fetch, the airflow is separated more frequently, so that surface renewals may
be more active. Therefore, the transfer velocity increases with the fetch if the mechanism of Komori
et al. (1993) controls the mass transfer across the air-water interface. Though the dependence of
wind waves and water-side turbulence on the fetch cannot be shown in the present study, the
growth of them may be closely connected with the fetch dependence of the transfer velocity. It is
also observed that the present results are relatively larger than the fetch-averaged transfer velocity
obtained by other researchers. The difference between the present results and McGillis et al. (2001)
becomes large in the region of low wind speed, whereas in the region of u∗a> 0.5 m/s, their data
are close to the present results in the case of long fetch.

In the case of x = 2.0 m, the increasing rate of the transfer velocity begins to decrease around
u∗a = 0.3 m/s, and it tends to increase again in the range of high friction velocity. This behavior has
been already reported by Komori et al. (1993) and Komori & Shimada (1995). In their experiments,
the measurements were carried out in the region of x = 3 to 5 m. Therefore, their results correspond
to the transfer velocity in the case of short fetch. On the basis of the comparison of the present
results with their ones, it is deduced that the transfer velocity in the case of short fetch indicates such
a behavior against the friction velocity. As a reason why the transfer velocity tends to saturate in the
region of intermediate friction velocity, Komori et al. (1993) concluded that the energy transferred
from the airflow to water-side turbulence tends to saturate because of the energy consumption by
wave growth.

In order to compare the experimental data in the present study with previous empirical expres-
sions, the relations between the gas transfer velocity kL and the 10 m-wind speed U10 are shown in
Figure 8, where all the data have been normalized to kL600. The results in the present study become
larger than those of Liss & Merlivat (1986) and Nightingale et al. (2000) within the wind range
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Figure 7. Relation between kL and u∗a.
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Figure 8. Relation between kL and U10.

197



shown in the figure. In the region of U10< 10 m/s, the present results except the case of x = 2.0 m
agree approximately with the expression of Jacobs et al. (2002), while in the region of U10> 15 m/s,
the results for x = 9.0 and 12.0 m are comparatively close to the expression of Wanninkhof (1992).
The difference between the present results and the expressions of Jacobs et al. (2002) and McGillis
et al. (2001), which provide the local transfer velocities based on the eddy correlation method, is
found to be large in the region of high wind speed. However, their field observations were made in
the region of U10< 15 m/s, in which the present data almost exist between their expressions.

5 CONCLUSIONS

This paper presents laboratory wind-wave experiments to estimate the CO2 transfer velocity at the
surface of wind waves. In the experiments, the vertical profiles of the wind speed and the concentra-
tion of CO2 in the air were measured at several fetches, and the local CO2 flux was estimated by using
the profile method. The concentration of CO2 dissolved in the water was quantified by using the
gas-liquid equilibrator. The local transfer velocity on the water side was obtained from these exper-
imental results. The transfer velocity increases monotonously with the friction velocity and also
increases remarkably with the fetch under the condition of the same friction velocity. In addition, the
transfer velocity in the present study becomes relatively large compared with that averaged over the
whole interface obtained by other researchers. With regard to the dependence on U10, in the region
of U10<10 m/s, the present results agree approximately with the empirical expression of Jacobs
et al. (2002) except the case of x = 2.0 m, while in the region of U10>15 m/s, the results in the cases
of x = 9.0 and 12.0 m are comparatively close to the expression of Wanninkhof (1992). The fetch
dependence of the transfer velocity seems to be closely connected with the growth of wind waves
and turbulent boundary layer, so that it is reasonable to suppose that an empirical expression for the
transfer velocity should be described in terms of local characteristics of wind waves and turbulence.
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ABSTRACT: Characteristics of surface-renewal eddies are investigated experimentally to exam-
ine the mechanism of gas transfer at the air-water interface. The experiments are performed in
oscillating-grid turbulent flows with various water depth. The horizontal velocity fields on the
interface are measured using a particle image velocimetry. The gas transfer velocities on the water
side are also obtained through aeration experiments of O2. Statistical quantities such as the dissi-
pation rate and the free-surface divergence are obtained from the results of velocity measurements.
The experimental data support that the root-mean-square of the free-surface divergence increases
in proportion to (εs/ν)1/2, where εs is the dissipation rate and ν the kinematic viscosity of the water.
The gas transfer velocity is found to depend on −1/4 power of a turbulent Reynolds number. This
implies that the interfacial gas transfer due to oscillating-grid turbulence should be described by a
certain kind of small-eddy model.

1 INTRODUCTION

For sparingly soluble gases such as O2 and CO2, the gas transport across the air-water interface is
usually controlled by the resistance in the water phase, so that interfacial gas transport rates are
determined by the gas transfer velocity on the water side. The formulation of the transfer velocity has
frequently been made in terms of turbulent characteristic quantities concerning surface-renewal
eddies. Thus, detailed observations of such eddies are an important subject from viewpoints of
environmental hydraulics and chemical engineering.

One of the simple laboratory flow systems is turbulence in the absence of mean flow, which is
often generated using an oscillating grid. Chu & Jirka (1992) examined the concentration boundary
layer of O2 on the water side close to the air-water interface in grid-generated turbulent flows. They
pointed out on the basis of cospectra from velocity and concentration fluctuations that large eddies
in a lower frequency range dominate the interfacial gas transfer, so concluded that a dimensionless
gas transfer velocity is in proportion to −1/2 power of a turbulent Reynolds number. On the other
hand, using a similar experimental apparatus, Asher & Pankow (1986) and Dickey et al. (1984)
found out the relation kL ∝ D1/2(εs/ν)1/4 with D being the molecular diffusivity of O2 in the water.
This finding supports that the gas transfer should be represented in terms of a small-eddy model (e.g.
Jähne & Monahan, 1995). These earlier experiments thus become inconsistent though turbulent
fields are simple enough.

The purpose of this study is to present some laboratory results of relevance to surface-renewal
eddies at the air-water interface in oscillating-grid turbulent flows. The horizontal velocity fields
on the air-water interface are measured using a particle image velocimetry (PIV), and turbu-
lent characteristic quantities of such eddies are obtained from the results of the measurements.
The relations between the quantities and the gas transfer velocity on the water side are also
examined.
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2 EXPERIMENTAL PROCEDURE

Figure 1 shows a schematic diagram of experimental apparatus. The size of a rectangular water
tank was 25 cm long, 25 cm wide and 60 cm deep. A horizontal square grid was oscillated in the
vertical direction to generate turbulence. The mesh size of the grid M was 5.0 cm, and the width
of crossing square bars was 1.0 cm. Tap water across a filter system for purification was used as
the working fluid. Experimental parameters are summarized in Table 1, where fg and Sg denote the
frequency and the stroke of the grid oscillation, respectively and zs is the distance from the center
of the grid oscillation to the water surface. Re indicates a grid Reynolds number defined as fgS2

g /ν.
A particle image velocimetry (PIV) was used for velocity measurements on the air-water inter-

face; the setup is shown in Figure 1a. A horizontal plane very close to the interface was illuminated
with a 1 kW slide projector, and flow pattern images in this plane were taken with a digital video
camera. The PIV analyses with two digital images taken at an interval of 30 s were conducted for
the region of 20 × 20 cm2 far from walls of the water tank. The number of pixels in the image is
listed in the table. The spatial resolution in the present analyses�l becomes 0.58 mm or 0.63 mm.
Statistical quantities, i.e. the turbulent kinetic energy ks, the dissipation rate of the energy εs, the
vertical vorticity ω, Taylor’s micro length scale λ and the integral length scale l defined as k3/2

s /εs,
were obtained from the results of velocity measurements. The free-surface divergence β, i.e.

Motor

Oscillating grid

Digital video
camera

PIV region
20 × 20 cm2

Projector

(a) (b)

x
Digital
recorder

zs PC

DO meter

N2

Bubbler

y water surface
25 × 25 cm2

Figure 1. Schematic diagram of experimental apparatus: (a) for PIV and (b) for aeration experiments.

Table 1. Experimental parameters.

Run No. fg (Hz) Sg (cm) M (cm) zs (cm) Re Pixels �l (mm) kL (cm/s)

1 2.0 4.0 5.0 15 3.73 × 103 344 × 344 0.58 8.18 × 10−4

2 2.0 4.0 5.0 10 3.73 × 103 316 × 316 0.63 9.74 × 10−4

3 2.0 4.0 5.0 7.5 3.73 × 103 316 × 316 0.63 1.20 × 10−3

4 4.0 4.0 5.0 15 7.47 × 103 344 × 344 0.58 9.69 × 10−4

5 4.0 4.0 5.0 10 7.47 × 103 316 × 316 0.63 1.31 × 10−3

6 4.0 4.0 5.0 7.5 7.47 × 103 316 × 316 0.63 1.76 × 10−3

7 2.0 6.0 5.0 15 8.40 × 103 344 × 344 0.58 1.46 × 10−3

8 4.0 6.0 5.0 15 1.68 × 104 344 × 344 0.58 2.61 × 10−3
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with u and v being fluctuating velocities in x and y directions, respectively, was also deduced
because it has been thought to be directly associated with surface renewal eddies. McKenna &
McGillis (2004) conducted laboratory experiments concerning the gas transfer due to oscillating-
grid turbulence, and they concluded that bulk turbulence estimates are unable to provide a strong
relationship for the gas transfer velocity, whereas the free-surface divergence becomes important in
the interfacial gas transport. Under assumptions that horizontal velocity fluctuations are isotropic
in a horizontal plane and both the vertical velocity and the vertical gradient of horizontal velocity
are set to zero at the air-water interface, these statistical quantities were calculated by averaging
arithmetically the mean values for five instantaneous velocity fields. Longitudinal wavenumber
spectra for velocity fluctuations along pixel lines in x and y directions were also calculated, and
the statistical mean values F(k) with k being the wavenumber were obtained from the ensemble
averages over all the spectra for five velocity fields.

The gas transfer velocities on the water side kL were obtained through aeration experiments of O2;
the setup is shown in Figure 1b. The concentration of O2 in the water was decreased in advance by
injecting N2 into the water in the tank. After the injection, turbulence was generated by oscillating
the grid. The transfer velocities were determined from the increasing rate of O2 transferred from
the air side to the water side. The values of kL are given in Table 1.

3 RESULTS AND DISCUSSION

Figure 2 shows a snapshot of the instantaneous horizontal velocity field on the air-water interface,
which has been obtained from PIV measurements in the case of Run1. It is observed from the
figure that the turbulent structure is almost isotropic and homogeneous in the horizontal plane.
Also, relatively large horizontal eddies are found to form in the turbulence.

Contour maps of the vertical vorticity and the free-surface divergence calculated from the velocity
field shown in Figure 2 are drawn in Figures 3 and 4, respectively. Here, the solid and dotted lines
indicate the positive values and negative ones, respectively. The values of the integral length scale
and the Taylor micro length scale are given in these figures, and they are 2.73 cm and 0.61 cm,
respectively. In the regions for large vorticity exist the horizontal eddies appearing in Figure 2, and
the spatial scale of these regions corresponds approximately to the integral length scale. On the other
hand, the spatial scale of the free-surface divergence is significantly smaller than that of the vorticity,
and it seems to be characterized by the micro length scale rather than the integral length scale.

Figure 5 shows longitudinal wavenumber spectra for velocity fluctuations under the conditions
of Runs 1 to 3, for which the grid conditions were remained fixed and the water depth was varied
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from 7.5 to 15 cm. The slope of the spectra is found to be independent of the water depth, though
the magnitude is decreased with increasing the water depth. The spectra decay approximately
in proportion to −5/2 power of k , and the spectral slope becomes steep compared with −5/3
power for isotropic turbulence. The power exponent is comparatively close to that for oscillating-
grid turbulence obtained experimentally by Brumley & Jirka (1987). These spectra have been
nondimensionalized by using the turbulent kinetic energy and the Taylor micro length scale, and
the dimensionless profiles are shown in Figure 6. The figure shows that the dependence of the
spectra on the water depth has vanished, and they have been normalized to a universal relation.
It should be noted that in the case where the water depth or the integral length scale is used for
the normalization, the dimensionless profiles cannot be expressed universally. These facts suggest
that the micro length scale is significant to quantify statistical properties of surface-renewal eddies
very close to the air-water interface.

Considering the units of the free-surface divergence, we examine the dependence of the root-
mean-square (RMS) of the surface divergence βrms on the ratio of the turbulent velocity k1/2

s to the
integral length scale l or the micro length scale λ. Figure 7 shows the relationship between βrms and
k1/2

s /l. It is difficult to find a certain relation between both, so that l is not suitable for characterizing
the free-surface divergence. Figure 8 also demonstrates the dependence of βrms on k1/2

s /λ. The RMS
of the surface divergence βrms increases linearly with k1/2

s /λ, and the proportionality constant is
independent of the water surface. Thus, the free-surface divergence is closely connected with
the micro length scale. Here, let us check the relationship between the dissipation rate εs and
νks/λ2, which is represented in Figure 9. A strong proportional correlation is observed between
both, the proportionality constant appears to be somewhat smaller than 15 for isotropic turbulence.
According to Figures 8 and 9, βrms should be proportional to the inverse of Kolmogorov’s time scale
(εs/ν)1/2. Figure 10 shows the dependence of βrms on (εs/ν)1/2, and the experimental data support
the following relation:

The relation between the gas transfer velocity kL and the RMS of the free-surface divergence
βrms is shown in Figure 11. It is seen from the figure that kL is proportional to 1/2 power of βrms.
From the experimental results, we obtain
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