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Start by doing what’s necessary; then do what’s possible; and suddenly you are doing the impossible.

Francis of Assisi (1181-1226)

The whole is more than the sum of its parts.

Aristotle, Greek philosopher (ca. 384-322 BC)
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Preface

Magnetic resonance imaging (MRI) is a medical imag-
ing technique used in radiology to visualize internal
structures of the body in detail. The introduction of MRI
resulted in a fundamental and far-reaching improve-
ment of the diagnostic process because this technique
provides an excellent contrast between the different soft
tissues of the body, which makes it especially useful
in imaging the brain, muscles, heart, and cancers com-
pared with other medical imaging techniques such as
computed tomography or X-rays.

In the past 20 years, MRI technology has further
improved with the introduction of systems up to 7 T
and with the development of numerous postprocess-
ing algorithms such as diffusion tensor imaging (DTI),
functional MRI (fMRI), and spectroscopic imaging.

From these developments, the diagnostic potentialities
of MRI have impressively improved with exceptional
spatial resolution and the possibility of analyzing the
morphology and function of several kinds of pathology.

The purpose of this book is to cover engineering and
clinical benefits in the diagnosis of human pathologies
using MRL It will cover the protocols and potentialities
of advanced MRI scanners with very high-quality MR
images. Given these exciting developments in the MRI
field, I hope that this book will be a timely and complete
addition to the growing body of literature on this topic.

Luca Saba
University of Cagliari, Italy

xi



This page intentionally left blank



Acknowledgments

It is not possible to overstate my gratitude to the many project. Your help was wonderful and made producing
individuals who helped to produce this book; their this book an enjoyable and worthwhile experience.
enthusiasm and dedication were unbelievable. Finally, I acknowledge Tiziana.

I express my appreciation to CRC Press/Taylor &
Francis Group for their professionalism in handling this

xiii



This page intentionally left blank



Editor

Professor Luca Saba earned his MD from the
University of Cagliari, Italy, in 2002. Currently, he
works at the Azienda Ospedaliero Universitaria of
Cagliari. His research is focused on multidetector-row
computed tomography, magnetic resonance, ultra-
sound, neuroradiology, and diagnostics in vascular
sciences.

Professor Saba has published more than 180 papers
in high-impact factor journals such as the American
Journal of Neuroradiology, Atherosclerosis, European Radio-
logy, European Journal of Radiology, Acta Radiologica,
Cardiovascular and  Interventional Radiology, Journal
of Computer Assisted Tomography, American Journal of
Roentgenology, Neuroradiology, Clinical Radiology, Journal
of Cardiovascular Surgery, Cerebrovascular Diseases, Brain
Pathology, Medical Physics, and Atherosclerosis. He is a

well-known speaker and has spoken over 45 times at
national and international conferences.

Dr. Saba has won 15 scientific and extracurricular
awards during his career, and has presented more than
500 papers and posters at national and international
congress events (Radiological Society of North America
[RSNA], ESGAR, ECR, ISR, AOCR, AINR, JRS, Italian
Society of Radiology [SIRM], and AINR). He has written
21 book chapters and is the editor of 10 books in the
fields of computed tomography, cardiovascular surgery,
plastic surgery, gynecological imaging, and neurode-
generative imaging.

He is a member of the SIRM, European Society of
Radiology, RSNA, American Roentgen Ray Society, and
European Society of Neuroradiology, and serves as the
reviewer of more than 40 scientific journals.

XU



This page intentionally left blank



Contributors

Fatih Alper

Department of Radiology
Ataturk University
Erzurum, Turkey

Jalal B. Andre

Harborview Medical Center

University of Washington School
of Medicine

Seattle, Washington

Luigi Barberini

Department of Public Health
Clinical and Molecular Medicine

University of Cagliari

Cagliari, Italy

and

Department of Radiology

Cittadella Universitaria di
Monserrato

Monserrato, Italy

Roland Beisteiner

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

and

Department of Neurology

Study Group Clinical fMRI

Medical University of Vienna

Vienna, Austria

Bavrina Bigjahan

Division of Neuroradiology
Department of Radiology

Keck School of Medicine
University of Southern California
Los Angeles, California

Wolfgang Bogner

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

Medical University of Vienna

Vienna, Austria

Klaus Bohndorf

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

Medical University of Vienna

Vienna, Austria

John Carr

Department of Radiological
Sciences

University of California

Los Angeles, California

Antonia Ceccarelli

Department of Neurology

Icahn School of Medicine at
Mount Sinai

New York, New York

Joan Cheng

Department of Radiology

Boston Medical Center

Boston University School of
Medicine

Boston, Massachusetts

Marek Chmelik

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

Medical University of Vienna

Vienna, Austria

Chris J. Conklin

Magnetic Resonance Imaging
Physics Lab

Thomas Jefferson University

Philadelphia, Pennsylvania

Francesco D’Amore

Division of Neuroradiology
Department of Radiology

Keck School of Medicine
University of Southern California
Los Angeles, California

Ivana Delalle

Department of Pathology and
Laboratory Medicine

Boston Medical Center

Boston University School of
Medicine

Boston, Massachusetts

Irmak Durur-Subasi
Department of Radiology
Ataturk University
Erzurum, Turkey

Barbara Dymerska

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

Medical University of Vienna

Vienna, Austria

Scott H. Faro

Departments of Radiology,
Computer Engineering, and
Bioengineering

Temple University

Philadelphia, Pennsylvania

Florian Fischmeister

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

and

Department of Neurology

Study Group Clinical fMRI

Medical University of Vienna

Vienna, Austria

Samuel Frank

Department of Neurology

Boston Medical Center

Boston University School of
Medicine

Boston, Massachusetts

xXvii



xviii

Hiroyuki Fujii
Department of Radiology
Jichi Medical University
Tochigi, Japan

Akifumi Fujita

Department of Radiology

Boston Medical Center

Boston University School of
Medicine

Boston, Massachusetts

and

Department of Radiology

Jichi Medical University School
of Medicine

Shimotsuke, Japan

Giinther Grabner

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

Medical University of Vienna

Vienna, Austria

Stephan Gruber

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

Medical University of Vienna

Vienna, Austria

Rehana Hafeez

Department of Surgery

Princess Royal University Hospital
Kent, United Kingdom

Sven Haller

Division of Interventional and
Diagnostic Neuroradiology

Geneva University Hospitals

Geneva, Switzerland

Pradipta C. Hande
Department of Imaging
Breach Candy Hospital Trust
Mumbai, India

Gilbert Hangel

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

Medical University of Vienna

Vienna, Austria

Valentina Hartwig

Italian National Research Council
(CNR)

Institute of Clinical Physiology
(IFC)

San Cataldo (Pisa), Italy

Michael E. Hayden

Physics Department

Simon Fraser University

Burnaby, British Columbia, Canada

Hongjian He

Center for Brain Imaging Science
and Technology

Zhejiang University

Hangzhou, China

Ellen Hoeffner

Department of Radiology

University of Michigan Medical
School

Ann Arbor, Michigan

Michael N. Hoff

Department of Radiology

University of Washington School
of Medicine

Seattle, Washington

Matilde Inglese

Department of Neurology,
Radiology and Neuroscience

Neurology Imaging Laboratory

Icahn School of Medicine at Mount
Sinai

New York, New York

Willa Jin

Division of Neuroradiology
Department of Radiology

Keck School of Medicine
University of Southern California
Los Angeles, California

Contributors

Vladimir Juras

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

Medical University of Vienna

Vienna, Austria

Elzbieta Jurkiewicz

Department of Diagnostic Imaging

The Children’s Memorial Health
Institute

Warsaw, Poland

Shahmir Kamalian

Division of Neuroradiology

Department of Radiology

University of Massachusetts School
of Medicine

Worcester, Massachusetts

Adem Karaman
Department of Radiology
Ataturk University
Erzurum, Turkey

Yukio Kimura
Department of Radiology
Jichi Medical University
Tochigi, Japan

Sara E. Kingston

Division of Neuroradiology
Department of Radiology

Keck School of Medicine
University of Southern California
Los Angeles, California

Gabriele A. Krombach
Department of Diagnostic and

Interventional Radiology
University Hospital Giessen
Justus Liebig University Giessen
Giessen, Germany

Claudia Kronnerwetter

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

Medical University of Vienna

Vienna, Austria



Contributors

Martin Krssak

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

Medical University of Vienna

Vienna, Austria

Alexander Lerner

Division of Neuroradiology
Department of Radiology

Keck School of Medicine
University of Southern California
Los Angeles, California

Ravi Kumar Lingam

Department of Radiology

Northwick Park and Central
Middlesex Hospitals

London North West Hospitals NHS
Trust

London, United Kingdom

Chia-Shang J. Liu

Division of Neuroradiology
Department of Radiology

Keck School of Medicine
University of Southern California
Los Angeles, California

Karl-Olof Lovblad

Division of Interventional and
Diagnostic Neuroradiology

Geneva University Hospitals

Geneva, Switzerland

Jesica Makanyanga

Centre for Medical Imaging
University College London
London, United Kingdom

Eva Matt

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

and

Department of Neurology

Study Group Clinical fMRI

Medical University of Vienna

Vienna, Austria

Devon M. Middleton
Department of Radiology

and

Department of Bioengineering
Temple University
Philadelphia, Pennsylvania

Lenka Minarikova

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

Medical University of Vienna

Vienna, Austria

Feroze B. Mohamed

Magnetic Resonance Imaging
Physics Lab

Thomas Jefferson University

Philadelphia, Pennsylvania

Pierre-Jean Nacher

Laboratoire Kastler Brossel

ENS-PSL Research University

CNRS, UPMC-Sorbonne
Universités

College de France

Paris, France

Takashi Nakamura

Department of Radiology and
Cancer Biology

Nagasaki University School of
Dentistry

Nagasaki, Japan

Megha Nayyar

Division of Neuroradiology
Department of Radiology

Keck School of Medicine
University of Southern California
Los Angeles, California

Katarzyna Nowak

Department of Diagnostic Imaging

The Children’s Memorial Health
Institute

Warsaw, Poland

xix

Douglas Pendse

Centre for Medical Imaging
University College London
London, United Kingdom

Vitor Mendes Pereira
Division of Interventional and

Diagnostic Neuroradiology
Geneva University Hospitals
Geneva, Switzerland

Supada Prakkamakul

Department of Radiology

King Chulalongkorn Memorial
Hospital

The Thai Red Cross Society

Bangkok, Thailand

Eytan Raz

Department of Radiology
NYU Langone Medical Center
New York, New York

Ahmed Abdel Khalek Abdel Razek

Department of Diagnostic
Radiology

Mansoura University

Mansoura, Egypt

John H. Rees
Department of Radiology
Partners Imaging Center
Sarasota, Florida

and

Department of Radiology
Georgetown University
Washington, DC

Simon Robinson

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

Medical University of Vienna

Vienna, Austria



XX

Naoko Saito

Department of Radiology

Saitama International Medical
Center

Saitama Medical University

Saitama, Japan

Osamu Sakai

Departments of Radiology,
Otolaryngology, Head and Neck
Surgery, and Radiation Oncology

Boston Medical Center

Boston University School of
Medicine

Boston, Massachusetts

Benjamin Schmitt
Healthcare Sector

Siemens Australia

New South Wales, Australia

Mark S. Shiroishi

Division of Neuroradiology
Department of Radiology

Keck School of Medicine
University of Southern California
Los Angeles, California

James G. Smirniotopoulos
MedPix®

National Library of Medicine
National Institutes of Health
Bethesda, Maryland

Brent K. Stewart

Department of Radiology

University of Washington School
of Medicine

Seattle, Washington

Bernhard Strasser

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

Medical University of Vienna

Vienna, Austria

Misa Sumi

Department of Radiology
and Cancer Biology

Nagasaki University School
of Dentistry

Nagasaki, Japan

Kyunghyun Sung

Department of Radiological
Sciences

University of California

Los Angeles, California

Benita Tamrazi

Division of Neuroradiology
Department of Radiology

Keck School of Medicine
University of Southern California
Los Angeles, California

Stuart A. Taylor

Centre for Medical Imaging
University College London
London, United Kingdom

Bruno A. Telles

Division of Neuroradiology
Department of Radiology

Keck School of Medicine
University of Southern California
Los Angeles, California

Joshua Thatcher

Department of Radiology

Boston Medical Center

Boston University School of
Medicine

Boston, Massachusetts

Henrik S. Thomsen

Department of Diagnostic
Radiology

Copenhagen University Hospital
Herlev

Herlev, Denmark

Siegfried Trattnig

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

Medical University of Vienna

Vienna, Austria

Daniel S. Treister

Division of Neuroradiology
Department of Radiology

Keck School of Medicine
University of Southern California
Los Angeles, California

Contributors

Ioannis Tsougos
Department of Medicine
University of Thessaly
Larissa, Greece

Ram Vaidhyanath
Department of Radiology
University of Leicester
Leicester, United Kingdom

Maria Isabel Vargas

Division of Interventional and
Diagnostic Neuroradiology

Geneva University Hospitals

Geneva, Switzerland

Memi Watanabe

Department of Radiology

Boston Medical Center

Boston University School of
Medicine

Boston, Massachusetts

Albert]. Yoo

Division of Neurointervention
Texas Stroke Institute

Plano, Texas

Stefan Zbyii

Department of Biomedical Imaging
and Image-Guided Therapy

High Field MR Centre

Medical University of Vienna

Vienna, Austria

Jianhui Zhong

Center for Brain Imaging Science
and Technology

Zhejiang University

Hangzhou, China

and
Department of Imaging Sciences

University of Rochester
Rochester, New York



1

History and Physical Principles of Magnetic Resonance Imaging
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Magnetic resonance imaging (MRI) was broadly intro-
duced to the scientific community in 1973, when Paul
C. Lauterbur published images representing the nuclear
magnetic resonance (NMR) response of hydrogen
nuclei in a pair of water-filled glass capillaries [1]. One-
dimensional (1D) projections of this response were first
obtained through a procedure that involved applying
static magnetic field gradients to the sample, mapping
NMR frequency onto the source position. A series of 1D
projections, acquired along different gradient directions,
were then combined to reconstruct a two-dimensional
(2D) image, as illustrated in Figure 1.1.

A NEW WORD FOR A NEW WAY OF SEEING

Lauterbur coined the term zeugmatogram to describe
his NMR images. This word is derived from the

separation in liquid 3He—*He mixtures atlow temper-
atures [3]. However, it was Lauterbur who extended
the method to two dimensions and recognized its
potential for soft tissue imaging. Perhaps the most
well-known 1D NMR images predating Lauterbur’s
1973 paper were published just one year earlier,
in connection with a Cornell University study of
another low-temperature-phase transition, this time
in pure liquid 3He [4]. Three of the four authors of
that report were awarded the 1996 Nobel Prize in
Physics for the discovery of superfluidity in *He.
The term Zeugmatography remains obscure, but
MRI—the field that emerged—is anything but.

Lauterbur’s simple but insightful demonstration

Greek Cevyuo (“zeugma”), meaning “that which
is used for joining,” in reference to the manner in
which static magnetic field gradients were employed
to localize the sample response to oscillating mag-
netic fields. Similar 1D NMR imaging methods
had already been demonstrated as early as 1952 [2]
and were employed in the 1956 discovery of phase

launched a flurry of scientific, industrial, and clinical
activity that has since profoundly influenced the prac-
tice and delivery of medicine in industrialized countries.
Sophisticated extensions of his work are now fueling
revolutions in neuroscience and our understanding of
cognition.

This chapter starts by tracing the history of MRI from
its roots in the field of NMR through to the present.
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FIGURE 1.1

Principle underlying the first MRI experiment, performed by
P.C. Lauterbur [1]. Two objects (water-filled capillaries) aligned with
the z-axis are shown, along with their projection onto the x—y plane.
Magnetic field gradients applied along various directions cause
the NMR response to spread out in frequency, producing 1D pro-
jections reflecting the distribution of water (blue curves). Multiple
projections, acquired along different gradient directions (indicated
by red arrows), are then combined to reconstruct a 2D image. Inset:
Lauterbur’s NMR image of two 1 mm inner-diameter water-filled
capillaries. (Data from Lauterbur, P, Nature, 242, 190-191, 1973,
reprinted with permission from Nature Publishing Group.)

It is a story that is much richer and nuanced than can
be adequately described in a few pages; our narrative
certainly ignores many critical contributions to the
field. The basic physical principles of NMR are then
introduced; these form the basis for understanding the
“NMR response” referred to above. Again, the treat-
ment presented here is necessarily brief. The interested
reader is encouraged to consult some of the excellent
and extensive monographs that have been written on
this topic [5-10]. Finally, the basic principles underly-
ing magnetic resonance (MR) image generation itself
are introduced; many of these topics are covered in
greater detail in subsequent chapters, but again the
interested reader will find valuable additional informa-
tion about the underlying physics in more specialized
references [11-15].

1.1 History

The foundations of NMR—and hence MRI—were laid
during the 1940s, in experiments designed to directly
detect the precession of nuclear magnetic moments
in a magnetic field [16-18]. Those experiments, which

Image Principles, Neck, and the Brain

involved hydrogen atoms in liquids and solids, built
on work carried out during the 1930s at Columbia
University. There, a team led by Isidore I. Rabi showed
that an oscillating magnetic field could be used to
induce transitions between nuclear spin states of
lithium and chlorine atoms in a molecular beam [19].
Rabi’s pioneering experiments in turn employed spin-
state selection and detection techniques similar to
those developed in Frankfurt during the 1920s by Otto
Stern and Walther Gerlach, in connection with their
seminal discovery of spin quantization using a beam
of silver atoms [20].

The extension of Rabi’s 1938 observation of NMR in
a beam of independent molecules to solid and liquid
samples was successfully, independently, and essen-
tially simultaneously accomplished in 1945 by Edward
M. Purcell and Felix Bloch. A key feature of these experi-
ments was the fact that both employed direct electro-
magnetic detection techniques to resolve the resonances.
At the Massachusetts Institute of Technology (MIT)
Radjiation Laboratory, Purcell, Torrey, and Pound worked
with 1 L of solid paraffin in a cavity tuned to resonate at
30 MHz. They observed a 0.4% change in radiofrequency
(RF) signal amplitude across the cavity as the static mag-
netic field was swept through “an extremely sharp reso-
nance”; this reduction in quality factor was attributed to
energy dissipation associated with nuclear spin relaxation
of H atoms [16]. Meanwhile at Stanford University, Bloch,
Hansen, and Packard performed similar experiments on
a 1.5 cm® sample of water at 7.7 MHz. They used two
orthogonal RF coils; the receive coil detected RF power
when the nuclei of the water protons (H atoms) were res-
onantly excited by the transmit coil [18]. Although Rabi’s
work was crucial as the initial demonstration of NMR
(he was awarded the Nobel Prize in Physics in 1944 “for
his resonance method for recording the magnetic proper-
ties of atomic nuclei”), the conceptual and technical leap
achieved by Bloch and Purcell really set the stage for the
development of modern NMR and MRL

EARLY ATTEMPTS AND FIRST SUCCESSES

The first reported attempt to observe nuclear spin
transitions in solids was published in 1936 by
Cornelius J. Gorter [21], who was based in Leiden.
That experiment failed, as did a later attempt
described in a 1942 paper [22]. Gorter’s second
paper contains the first published reference to
nuclear magnetic resonance, a term that he attributed
to Rabi. Meanwhile in Kazan, Yevgeny Zavoisky
also failed to reliably detect NMR transitions in
solids and liquids, but went on to discover elec-
tron spin resonance (ESR) in 1944.
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LI Rabi C.J. Gorter Y.K. Zavoisky

Reprinted with permission from (I-r): The Nobel Foundation;
Eddy de Jongh; World Scientific.

The first truly successful NMR experiments on sol-
ids and liquids were reported in early 1946 [16,17], by
two independent teams. One of these teams was led
by Felix Bloch at Stanford University. Bloch obtained
a PhD from the University of Leipzig in 1928. He
left Germany in 1933 and moved to Stanford
University, where he spent most of his career.
During the latter part of World War II, he spent time
at the Harvard Radio Research Laboratory, where
he worked on counter-radar measures and became
acquainted with modern developments in electron-
ics. The other team was led by Edward M. Purcell at
the MIT. Purcell obtained a PhD from Harvard in
1938. He spent the war years at the MIT Radiation
Laboratory, where he was influenced by Rabi and
contributed to the development of radar and vari-
ous microwave techniques. He returned to Harvard
in 1945 and spent the rest of his career there. Bloch
and Purcell were awarded the 1952 Nobel Prize in
Physics “for their development of new methods for
nuclear magnetic precision measurements and dis-
coveries in connection therewith.”

E. Bloch

E.M. Purcell

Reprinted with permission from The Nobel Foundation.

A final critical component of the modern NMR tool-
box was contributed independently by Henry C. Torrey
[23] and Erwin L. Hahn [24], who demonstrated the fea-
sibility of pulsed NMR (an idea originally suggested by
Bloch [25]) and observed free Larmor precession. Hahn
further used pulsed NMR to generate and observe spin
echoes [26].

The next 20 years saw the development of NMR as a
powerful investigative tool in many areas of physics and
even more so in chemistry. The sensitivity of the nucleus
toits electronic environment in a molecule (the “chemical
shift”) and to spin-spin interactions were originally
viewed by those in the nuclear physics community as
annoying features of the technique. However, the enor-
mous potential of NMR spectroscopy for analytical stud-
ies was soon revealed through the discovery of the three
peaks of ethanol in Purcell’s group [27]. Almost none of
the early applications of NMR were medical, although a
great deal of work was published on relaxation, diffu-
sion, and exchange of water in cells and tissues, even in
living human subjects [28] and whole animals [29].

As recounted above, MRI came into being in 1973
with Lauterbur’s publication of true 2D NMR images
(Figure 1.1), reconstructed from 1D projections acquired
while magnetic field gradients were applied in vari-
ous directions [1]. Soon thereafter, and quite indepen-
dently, Peter Mansfield at the University of Nottingham
introduced critical methods for efficient image genera-
tion, including slice selection [30] and fast “snapshot”
acquisition schemes wherein entire 2D images could be
obtained in a few tens of milliseconds [31].

RECOGNITION FOR KEY CONTRIBUTIONS

Richard R. Ernst developed Fourier transform meth-
ods that paved the way for modern MRI. He was
awarded the 1991 Nobel Prize in Chemistry for
“contributions to the development of the methodol-
ogy of high-resolution nuclear magnetic resonance
(NMR) spectroscopy.” Paul C. Lauterbur and Sir
Peter Mansfield were then jointly awarded the 2003
Nobel Prize in Physiology or Medicine “for their dis-
coveries concerning magnetic resonance imaging.”

R.R. Ernst P. Mansfield

P.C. Lauterbur

Reprinted with permission from The Nobel Foundation.

Another early and essential contribution to MRI was
made by Richard Ernst at the Swiss Federal Institute of
Technology in Zurich. During the 1960s, he had intro-
duced Fourier transform NMR spectroscopy [32]. In
1975, he realized that one should be able to generate 2D



or three-dimensional (3D) NMR images by applying
switched magnetic field gradients as NMR signals were
acquired, and then employing the Fourier transform
methods that are now a mainstay of modern MR image
reconstruction [33].

During the 1970s, research in MRI was largely restricted
to academic laboratories, most of them in the United
Kingdom. This time period was marked by a series of
important demonstrations: crude first in vivo images of a
human finger (1975), hand (1976), thorax (1977), and head
(1978). In 1980, William Edelstein, a postdoctoral fellow
in John Mallard’s group at the University of Aberdeen,
implemented spin-warp (or Fourier) imaging and
obtained the first clinically useful image of a human sub-
ject [34]. By this time, intense commercial investment in
MRI had begun and clinical trials were being promoted.
In 1983, Toshiba and Siemens brought the first commer-
cial MRI scanners to market, equipped with 0.15 T (resis-
tive) and 0.35 T (superconducting) magnets, respectively.
Meanwhile, General Electric, one of the current leading
manufacturers, recruited several of the pioneers in the
field, including Edelstein. In 1985, it began to sell the first
1.5 T whole-body clinical MRI system.

Over the past three decades, MRI exams have become
routine diagnostic procedures. In 2013, estimates place the
number of operational scanners worldwide at more than
30 thousand and the number of exams performed every
year at more than 100 million (Figure 1.2a) [35,36]. The
ever-growing availability and performance of these sys-
tems has facilitated a remarkable and sustained growth in
applications, as evidenced by measures such as the number
of publications that make reference to MRI (Figure 1.2b).

One of the most obvious current trends in MRI technol-
ogy is a concerted move toward a large installed base of
3 T systems, particularly for neurological imaging. Some
of these scanners are now even being delivered as hybrid
or dual-modality imaging systems, such as the promising
combination of positron emission tomography and MRI
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(see Chapter 19 in Imaging of the Pelvis, Musculoskeletal
System, and Special Applications to CAD). There is also
increasing interest in integrating the soft tissue imaging
capability of MRI with interventional procedures, such as
MR-guided focused ultrasound surgery (see Chapter 18
in Imaging of the Pelvis, Musculoskeletal System, and Special
Applications to CAD). Another significant trend is in the
area of image acquisition acceleration. The benefits of the
latter include reduced motion or flow artifacts, the ability
to capture anatomical motion (e.g., as desired in cardiac
imaging), shorter scan times for patients, and more cost-
efficient use of high demand resources. Improvements
are being driven by concepts of sparse sampling (or com-
pressed sensing) that exploit the spatial and/or temporal
redundancies inherent in MRI data [37]. They are aided
by parallel acquisition schemes built around the use of
coil arrays, which provide direct access to spatial infor-
mation and thus further enable under-sampling of image
data [38,39].

Yet another promising initiative is in the area of hyper-
polarization. The sensitivity of NMR as a probe is directly
coupled to the orientation or alignment of nuclear spins in
the applied magnetic field. At room temperature, the net
equilibrium alignment (or polarization) of nuclei in any
laboratory field is minuscule. In 1950, Alfred Kastler pre-
dicted that this polarization could be enhanced through
“optical pumping” [40]; by the 1960s, this effect had been
demonstrated in NMR experiments [41] and Kastler had
been awarded the Nobel Prize in Physics (1966) “for the
discovery and development of optical methods for study-
ing Hertzian resonances in atoms.” A number of such
techniques are now capable of inducing up to a million-
fold increase in NMR signal strength for specific nuclei.
Examples include optical pumping [41,42], dynamic
nuclear polarization [43], and para-hydrogen-induced
polarization [44]. The enhancements provided by these
methods are crucial when working with low-density or
low-concentration nuclei, as encountered in MRI of gases
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FIGURE 1.2

(@) Number of operational MRI units in two leading countries by year [35]. (b) Number of articles published in a given year making reference
to “MRI” or “MR imaging” or “magnetic resonance imaging.” (Data from Thomson Reuters Web of Science citation indexing service, 2014.)
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in lung airspaces (see Chapters 10 and 13 in Imaging of
the Cardiovascular System, Thorax, and Abdomen), 13C nuclei
in metabolites [4546], injected Si nanoparticles [4748], or
“caged” ¥Xe [49,50].

In retrospect, the speed and extent to which the fields of
NMR and MRI evolved is remarkable. Varian Associates
played a key role in the rapid transition of NMR from the
laboratory to a commercial product that revolutionized
chemistry. The company was incorporated in 1948 and
intentionally settled near Stanford; Martin Packard, part
of Bloch’s team, joined shortly thereafter. From that point
in time onward, technical development of the field was
primarily driven by industry. Similarly, in the case of MRI,
as soon as the clinical potential of the technique was rec-
ognized, commercial interests drove the necessary tech-
nological developments. Throughout the 1980s, a number
of companies, including General Electric, Picker, Toshiba,
Siemens, and Hitachi, invested heavily in research and
development, and promoted clinical evaluation of images.
By the 1990s, the installed base had grown to the point
where MRI exams were commonplace in industrialized
countries. To this day, the number of facilities offering
access to MRI continues to grow at an impressive rate,
while scan times get shorter and scan quality and resolu-
tion continue to increase.

It has been argued that the remarkable evolution of
MRI as a clinical imaging modality benefited enor-
mously from the timing of its invention [51]. Had the idea
been proposed two decades earlier, key components of
the necessary technologies would simply not have been
available. In particular, the need for rapid computation
of Fourier transforms would have presented an enor-
mous challenge. However, had the idea been proposed
two decades later, the demand for new imaging modali-
ties would almost certainly have been greatly reduced.
By that point in time, imaging modalities based on well-
controlled ionizing radiation (e.g., computed tomogra-
phy scanners) had evolved to the point where significant
hurdles would have been encountered in trying to con-
vince radiologists and medical equipment manufactur-
ers to invest in a new and entirely unproven technology.
Even more important is the extent to which the regula-
tory environment has changed since the 1980s. The level
of proof needed to obtain safety approval is now so high
that if MRI was proposed today, few if any investors
would likely be willing to fund its development.

1.2 Fundamentals of NMR

NMR is intrinsically a quantum mechanical phenom-
enon. It deals with the dynamics of microscopic objects
(atomic nuclei) that behave according to the seemingly

curious (but well-understood) laws of quantum mechan-
ics. Fortunately, one does not need years of background
study in quantum mechanics in order to appreciate and
understand the essential elements of MRI. The reason is
that MRl is invariably used to probe macroscopic objects,
involving vast numbers of atomic nuclei. The collective
behavior of these nuclei usually washes out the oddities
of quantum mechanics, leaving something that bears
resemblance to a familiar problem in classical mechan-
ics: the precession of a spinning top in the earth’s gravita-
tional field. It leads to a simple but powerful mathematical
description of nuclear dynamics that accurately predicts
the outcome of many experiments. In this sense, it often
provides a sufficient basis for developing intuition and
interpreting experimental results.

Unfortunately, the tendency for many people—
beginners and practitioners alike—is to lose sight of the
fact that the classical picture of NMR dynamics is simply
an analogy: it is not a correct description of dynamics
at the microscopic scale, and it can lead to nonsensical
explanations of the underlying physics. Examples of
situations in which the analogy has been carried too far
can be found on popular web sites purporting to explain
NMR and MRI using pictures of toy tops or “spinning
charged nuclei.” As a rule of thumb, caution is advised
whenever such props are encountered.

This section is organized into two parts. The first
discusses the key factors that contribute to nuclear
spin dynamics, leading to a set of phenomenological
equations that encapsulate the essence of the classi-
cal description of the problem. These are the famous
Bloch equations. The second part then outlines the
various means by which the practitioner interacts with
the atomic nuclei in a sample, both to induce collective
motions and to detect the resulting response.

1.2.1 Bloch Equations and NMR Dynamics

In keeping with the spirit of this book, most of this chap-
ter makes use of the classical picture of NMR. However,
in order to motivate that picture, we start in Section
1.2.1.1 with a quick glimpse at a few quantum mechanical
aspects of nuclear spin dynamics. The classical treatment
of the problem is then presented in Section 1.2.1.2, leading
to a statement of the Bloch equations in Section 1.2.1.3.

1.2.1.1 Spin: A Quantum Property

Particles such as the electron, the proton, and the neu-
tron are characterized by their masses and electrical
charges. They also possess “spin,” an entirely quantum
mechanical property that is associated with an intrin-
sic angular momentum. (This angular momentum has
nothing at all to do with physical rotation.) Spin angular
momentum S is a vector-like quantity; it has three spatial



components and can be oriented in different ways. At
the same time, it is different than an ordinary geomet-
ric vector. The total “amount” of spin (the length of the
arrow) is fixed; it cannot be changed. Moreover, only
a subset of all possible orientations is permitted. More
precisely, when the component S; of angular momen-
tum is measured in any particular direction, it is only
ever observed to have discrete or “quantized” values.
For a spin 1/2 particle (such as the electron, the proton,
or the neutron), only two values are possible: S; = +71/2,
where 7 is Planck’s constant /1 divided by 2r. Curiously,
this is less than the total spin angular momentum of the
particle (S=+/37/2). Pictorial representations of spins
and spin states relying on arrows and cones are com-
monplace in MRI, but they are best viewed with caution.
None of them are entirely satisfactory when held up to
careful scrutiny.

Particles with spin possess a magnetic moment m =
Yy 1S. Here, the constant of proportionality y is known
as the gyromagnetic ratio; each particle with a magnetic
moment has a characteristic gyromagnetic ratio. Thus,
even though the electron, the proton, and the neutron
are all spin 1/2 particles, they have different magnetic
moments (see Table 1.1). The same is true of strongly
bound collections of particles, such as those that form the
nucleus of an atom. The spins of the individual nucleons
combine quantum mechanically to yield a well-defined
total nuclear spin, usually denoted I, that is character-
ized by its magnitude I and by a unique gyromagnetic
ratio y (Table 1.1). Because most applications of NMR
and MRI involve nuclei with spin 1/2, this is the only
case that is considered below. That being said, there are
many important situations in which NMR is employed
in connection with nuclei that have higher spin values;
the features of the resulting spin dynamics are corre-
spondingly more complex.

TABLE 1.1

Values of Reduced Gyromagnetic Ratios y/2n and Nuclear
Polarizations for Selected Spin 1/2 Particles and Nuclei

Particle or Nucleus v/2n (MHz/T) Polarization (x10-/T)
Electron 28,025 2,295

Neutron 29.165 2.39

Proton, '"H 42.577 3.49

*He —32.434 —2.66

BC 10.705 0.877

5N —4.316 -0.353

9F 40.052 3.28

3P 17.235 1.41

129X e -11.777 —0.964

Equilibrium polarizations are computed for room temperature
(T = 293 K) using Equation 1.1 and are expressed on a per unit-mag-
netic field basis. Examples of nuclei with (a) spin 0 (not suitable for
NMR): “He, 12C, 1C, 1°O; (b) spin 1: 2H, “N; (c) spin 3/2: ®Na, *K; and
(d) spin 5/2: 70.
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When an external magnetic field B is applied to a
nucleus (or a particle) possessing a magnetic moment,
an interaction takes place. The energy of the nucleus
changes by an amount —m - B, where the scalar (or dot)
product “” accounts for the orientation of m relative
to B. The energy difference between the two states of
the nucleus that have spin angular momentum compo-
nents +7/2 in the direction of B is AE =—yhB. Peculiar
features arise if the tools of quantum mechanics are
brought to bear on this problem. These two particular
states (often referred to as “spin-up” and “spin-down”)
are unique; they do not evolve in time. They are called
stationary states. Other states of the nuclear spin I in a
magnetic field are dynamic; they change as a function
of time. If a weak magnetic field B, is applied perpen-
dicular to a static magnetic field B, aligned with the
z-axis, and B; is made to oscillate at an angular fre-
quency o, = AE/h = ‘yBo , the nuclear spin will execute
a complex periodic oscillation back and forth between
the spin-up and spin-down states via quantum super-
positions of the two. If the field B, is eventually turned
off when the nuclear spin happens to be “half-way”
between the two stationary states, its transverse com-
ponents I, and I, will continue to oscillate back and
forth between their allowed values... at the angular fre-
quency oo = AE/h = |yBy|. The phenomenon of magnetic
resonance results from the time evolution of spin states
in combined static and resonantly oscillating magnetic
fields.

For a physical system containing several (or many)
nuclei, a full quantum treatment of spin dynamics is
only required in particular situations. It is important,
for instance, when short-range quantum correlations
between interacting spins of nuclei in a molecule are
strong. This is usually not the case in problems relevant
to MRI, and a semiclassical treatment of spin dynamics
is thus sufficient.” Quantum statistical mechanics is used
to evaluate the properties and time evolution of nuclear
spins in a sample containing a large number of identical
nuclei. Unlike individual spins that can be prepared in
pure quantum states, a large quantum mechanical sys-
tem is usually in a mixed state: a statistical sum of pure
states in which many (or most) quantum correlations
are washed out! For instance, in equilibrium at a tem-
perature T (a state known as “thermal equilibrium”), the
probabilities p,,, and pyq,, of observing the up and down
states, respectively, are given by the Boltzmann factor:

" A discussion of the need for a fully quantum mechanical approach
to the problem can be found in [52] and references therein.

¥ Consider the following analogy to experiments with polarized
light. Pure states of polarization can be combined and transformed:
Right and left circularly polarized light can be combined to form
linearly or elliptically polarized light. Unpolarized light, however,
is different; it cannot be converted to linearly polarized light or to
any other polarized state.
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1.1)

where kg is Boltzmann’s constant. This ratio is usually
very close to 1. The energy difference AE set by most
laboratory-scale magnetic fields is very small com-
pared to the thermal energy kT at room temperature,
and thus the probability of observing a spin in its up
or down states is very nearly the same. Examples of the
very small difference p,,, — Pgown Which is known as the
nuclear polarization, are listed in Table 1.1. At the same
time, the probability of observing any other spin state
(i.e, in a direction tilted away from B,) is equal to 0: The
sum pup + Pdown = L.

The nuclear magnetic properties of a sample can be
determined from the quantum statistical description
of its spin dynamics. Each nuclear magnetic moment
m produces a magnetic field, similar to that produced
by a tiny closed loop of electric current. Technically,
this field is known as that of a magnetic dipole, or sim-
ply a “dipolar field.” Its orientation depends on the ori-
entation of m (and hence I) and decreases rapidly in
strength as one moves away from the source. Adding
up contributions from many nuclei leads naturally to
the concept of a local magnetization density M, rep-
resenting the magnetic moment per unit volume. The
thermal equilibrium magnetization M, is either par-
allel or antiparallel to the applied magnetic field B,
(depending on the sign of ) and is proportional to both
the local density of nuclear spins in the sample and
the thermal equilibrium polarization. During experi-
ments, the nuclear magnetization can be manipulated
by applying static and/or time-varying magnetic
fields, as discussed below and in Section 1.3. Similarly,
the net magnetization of the sample can be inferred
through monitoring the associated nuclear magnetic
field. Normally, this involves detecting changes in
magnetic flux passing through a coil of wire (or simi-
lar structure) as the nuclear magnetization evolves in
time, as discussed in Section 1.2.2.2.

QUANTUM DYNAMICS OF A
SPIN 1/2 PARTICLE

The spin-up and spin-down states of a spin 1/2
particle, which are often denoted |+) and |-), are
called pure states. Repeated measurements of
their spin angular momentum along a particular
axis (as was done in the Stern—Gerlach experi-
ment mentioned in Section 1.1) always yield 7/2
for the up state and —7/2 for the down state. All
other pure states, with a maximum spin projection

value 7i/2 in a direction # other than +z, are “linear
superpositions” of these states: o|+)+B|-), where
o and B are complex coefficients such that o + 3
= 1. For instance, (|+)+|-})/+/2 is the pure state in
the % direction and (|+)+i|-)) /+/2 is the pure state
in the 7 direction. Unlike the up and down states,
these quantum mechanical superpositions are
not stationary; they evolve in time. In particular,
the direction # evolves in exactly the manner pre-
dicted by the semiclassical treatment of the time
evolution of m summarized in Section 1.2.1.2.

These concepts can be extended. For example,
a two-level atomic system is formally identical to
a spin 1/2 quantum system. Transitions between
the two (quasi-) stationary states of the atom corre-
spond to the emission or the absorption of a quan-
tum of energy (a photon). This picture forms the
basis for the popular—but incorrect—statement
that NMR phenomena involve the emission or
absorption of radio waves. To understand why
this statement is wrong, one need only consider
the fact that the electromagnetic wavelength
associated with the Larmor frequency produced
by a laboratory strength magnetic field is almost
always large compared to the dimensions of typi-
cal samples and receive coils. In other words,
NMR (and particularly MRI) is performed in the
near-field electromagnetic regime and the photons
that are involved are virtual [53,54].

1.2.1.2 Classical Magnetization Dynamics

A classical description of nuclear spin dynamics is
obtained by considering a model system in which the
macroscopic magnetic moment m and the resultant
angular momentum J are coupled such that m =v]J. This
seemingly innocuous relationship is the same as that
which is obeyed by individual nuclei; only now m and J
are purely classical quantities (not subject to the subtle
restrictions imposed by quantum mechanics). This vec-
tor proportionality causes a gyroscopic response to an
applied magnetic field, analogous to the dynamics of a
spinning top in a gravitational field.

A MISLEADING ANALOGY: THE
COMPASS NEEDLE

The relationship m = yJ is not a general property
of macroscopic objects. The magnetic moment of
a compass, for example, is locked to the long axis
of the needle, which is in turn free to rotate in a



plane about its midpoint. (This is what makes the
compass a useful device.) The angular momentum
of the compass, however, is proportional to the
angular rotation rate of the needle. Thus, m# y]J.
A compass needle oscillates in a plane about its
midpoint; it does not precess like a spinning top or
like a collection of nuclear spins! Conversely, the
nuclear magnetization in NMR is not locked to the
physical orientation of the sample (or subject), as
is the magnetization of a compass needle. Thus, in
magic angle spinning (an NMR technique in which
the sample is physically rotated at high speed), it
is the lattice of the crystal structure that is spun,
not the nuclear magnetization.

In a sample or subject, the local macroscopic magneti-
zation density M associated with the magnetic moments
of the nuclei obeys the classical equation of motion:

d—M:nyB.

5 (1.2)

An important feature of this equation is that the ampli-
tude M of the local magnetization (the length of the vec-
tor M) remains constant. At all times, the change in M is
perpendicular to both M and B. This behavior is encoded
in the vector (or cross) product “x” in Equation 1.2.

A common and convenient graphical tool for depict-
ing the time evolution of M is the Bloch sphere: an imagi-
nary sphere of radius M. With a coordinate system
chosen such that the static magnetic field B, is aligned
with the z-axis, the corresponding thermal equilibrium
magnetization M, can be drawn as a vector pointing
from the midpoint of the sphere to the “North Pole.”
In this case M = M, and B = B, and thus Equation 1.2
gives dM/dt = 0. That is, nothing happens; M remains
aligned with B,,. The same thing is true if M is somehow
aligned to point to the “South Pole” of the Bloch sphere.
In the language of Section 1.2.1.1, these situations corre-
spond to the two stationary quantum spin states.

If instead M is somehow reoriented so that it is canted
with respect to B, by some angle other than 180° as
shown in Figure 1.3, Equation 1.2 gives a nonzero result
for dM/dt. In this case, the tip of the magnetization vector
traces out a circular path at constant latitude, returning
periodically to its starting point. This motion is referred
to as free precession. Unless other processes intervene, it
persists forever. It occurs at an angular velocity

Qy =-7B, (1.3)
or an angular speed Q, =—YB,, both of which indicate
the sense of the motion. The expression angular Larmor
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FIGURE 1.3

Graphical representation of solutions to Equation 1.2 for a constant
field B,. The time-dependent magnetization vector M can be associ-
ated with a point on a sphere of radius M centered at the origin: the
Bloch sphere. The longitudinal component M, of M is static, whereas
the transverse component M rotates in the transverse (x—y) plane at
the angular Larmor frequency .

frequency is used by some authors to describe €, while
others take it to mean w, = |yB,|. Care is thus required
any time the absolute sense of rotation is needed.
Importantly, the Larmor frequency is independent of
the angle to which M is canted relative to B,.

The phenomenon of NMR enters when a time-varying
magnetic field B, is added. Imagine that a weak mag-
netic field B, is added perpendicular to the static field
B, and that B, rotates about B, at the Larmor frequency.
That is, the amplitude of B, is constant while its direc-
tion changes. In this case M must precess about both
B, and B,, and so the tip of the vector traces out two
simultaneous motions: a fast precession about B, and a
slow precession about the instantaneous orientation of
B,. This produces tightly wound spiral trajectories such
as the one shown in Figure 14a.

The examples shown in Figures 1.3 and 1.4a reveal
that the longitudinal and transverse components of M
exhibit very different dynamical behavior. The dynam-
ics of the longitudinal component M, (a scalar) corre-
spond to a slow oscillation that involves variations in
amplitude. The dynamics of the transverse component
M, (a 2D vector), however, involve a fast rotation about
the z-axis at an angular frequency ®, combined with a
slow oscillation that involves variations in amplitude.
Here M, can be decomposed into orthogonal compo-
nents M, and M,. Equivalently, it can be represented
as the quantity M, + iM, in the complex plane. The lat-
ter approach enables one to use complex algebra rather
than matrix algebra in the solution of Equation 1.2. With
complex algebra, a rotation of the complex quantity M,
by an angle @ is obtained by adding ® to its phase, or
multiplying by e’®.
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FIGURE 1.4

(a) Part of the spiral trajectory executed by the tip of the magnetiza-
tion vector under resonance conditions. It results from the cumula-
tive action of a weak magnetic field B, in the x-y plane, rotating at
the angular Larmor frequency ;. The amplitudes of the longitudinal
(M) and transverse (M) components of M oscillate periodically. (b)
The same trajectory is shown in the rotating frame where B, is fixed
along the X-axis (see text).

Setting B = B, and using complex notation for M,
reduces Equation 1.2 to dM/dt = —iyB,M,. The solution
to this differential equation is the trajectory shown in
Figure 1.3: that is, M, is constant and M, (t)=M RO
where Q; = —YB,. Note here that the sense in which the tip
of the vector M traces out a circle depends on the sign of
Y. When y> 0 and the Bloch sphere is viewed from above,
the sense of the free precession trajectory is clockwise. If
v < 0, as it is for some of the nuclei listed in Table 1.1, the
sense of the free precession trajectory is counterclockwise.
The sense of this rotation can be assessed experimentally
by using two orthogonal detectors; the phase difference
between the signals induced in the two detectors reveals
the sense of the trajectory, and hence the sign of .

The motion of M is complicated by the rapid rotation
of M, about B at the Larmor frequency. It is technically
simpler to display and compute trajectories of M if one
works in a reference frame that is also rotating about
the z-axis at the Larmor frequency. This is analogous to
jumping onto a merry-go-round (or carousel) to better
observe the wooden horses and their riders. More pre-
cisely, in a reference frame with axes X, Y, and Z rotating
at an angular velocity Q about the Z-axis (with Z =z),
Equation 1.2 becomes

dd—l\t/[:nyBO+M><Q

(1.4)
=yMx (BO + (Yzj

where B has been set to B;,. Comparison of Equations 1.2
and 1.4 reveals that the magnetization now behaves as if
it is responding to an apparent field

B, = By + Q 1.5)

Y

and that in this frame its angular velocity is Q,—Q. If
the rotation rate is chosen such that Q =Q,, the appar-
ent magnetic field B,,, vanishes and the magnetization
vector M appears stationary.

Likewise, when a transverse magnetic field B, rotat-
ing about B, is added, the time evolution of M is best
described using a reference frame in which B, appears
stationary. That is, in a reference frame that is synchro-
nous with B;. In any such frame, Equation 1.2 becomes

dM
F = 'YM X (Bapp + B])

(L6)
If the field B, is resonant with the free Larmor preces-
sion of the magnetization (i.e., Q = Q, so that B.p = 0),
then M simply rotates around B, at an angular veloc-
ity &, = —yB, and its tip traces out a great circle on the
Bloch sphere. This scenario is sketched in Figure 1.4b,
where the particular rotating frame that was chosen is
the one in which B, is aligned with the X-axis. Viewed
in the laboratory frame, this motion produces the spi-
ral trajectory shown in Figure 1.4a. The pitch of the
spiral is given by the ratio of magnetic field ampli-
tudes B,/B,,.

This last example forms the basis for pulsed NMR. If
the field B, is applied on resonance for a finite period of
time T, M traces out an arc on the surface of the Bloch
sphere that subtends an angle 6 = o1. Afterward, M
undergoes free precession as shown in Figure 1.3. Here,
o, = | (4 | denotes the angular nutation frequency and the
finite-duration B, field is referred to as a tipping pulse.
The angle 6 through which M is rotated is variously
referred to as the tip, flip, rotation, or nutation angle. It
can be controlled through the amplitude of B, or the
time 1. Starting from thermal equilibrium where M =
M,, a 90° or m/2 tipping pulse will rotate the magneti-
zation into the transverse plane, at which point it will
undergo free precession. Alternately, a 180° or & pulse
will invert the magnetization, transforming it from M,
to —M,.

If the field B, is applied off resonance rather than
precisely at the Larmor frequency, it is still convenient
to work in a frame that is synchronous with B, and
employ Equation 1.6. The magnetization now rotates
around an effective field B, = B,,, + B; as shown in
Figure 1.5a, and the trajectories traced out by the tip
of M are no longer great circles. If one starts from an
initial magnetization M, aligned with B, it is no lon-
ger possible to reach the antipodal point on the Bloch
sphere where M = —M; that is, perfect n-pulses lead-
ing to magnetization reversal are only possible at reso-
nance. As the detuning | Q— Q| increases, the circular
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FIGURE 1.5

(2) Components B, and B,,, of the effective magnetic field B in the
rotating frame. (b) Examples of trajectories on the Bloch sphere for
several detunings. In each case, the same evolution time t = 1/2Q; is
employed. Values of the angle y, which characterize the extent of the
detuning (i.e., tan y = Q;/|Q — Q) are indicated.

trajectories traced by the tip of M on the Bloch sphere
(in the rotating frame) become smaller and they are
traveled at faster rates (Figure 1.5b). This illustrates the
fact that NMR tipping pulses are frequency-selective.
Only spins that precess at frequencies close to that of
the applied B, field are influenced to any significant
degree.

As another example, consider situations where the
Larmor precession frequency is not the same for all
nuclei in a sample. This inhomogeneity could be the
result of an intentionally applied magnetic field gradi-
ent, or it could be the result of an intrinsic property of
the sample. In either case, there is no unique rotating
reference frame in which B, = 0 everywhere. Despite
this, it is still advantageous to work in a rotating refer-
ence frame, a common choice being a frame that rotates
at the average Larmor frequency. Figure 1.6 shows a
sequence in which (a) a /2 pulse is used to rotate the
thermal equilibrium magnetization M, into the trans-
verse plane, at which point (b—c) the magnetization
undergoes free precession. Unlike the situation pic-
tured in Figure 1.3, the Larmor precession rate is not
uniform; some spins precess faster than the average
rate and some spins precess slower. This distribution
is shown schematically as a series of arrows represent-
ing “isochromats™ idealized collections of spins that
precess at the same rate. Over time the distribution
of angles subtended by these isochromats grows and
the net transverse magnetization diminishes. If the
sequence pictured in Figure 1.6b and c is allowed to
continue indefinitely, the net transverse magnetization
will average to zero.

Hahn recognized that the ordered dephasing of iso-
chromats evident in Figure 1.6 can be “undone” by apply-
ing another tipping pulse, leading to the formation of a
spin echo (or a Hahn echo) [26]. For example, if a & pulse
at the average Larmor frequency is applied along the
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FIGURE 1.6

Spin dephasing and echo formation in the rotating frame: (a) A nn/2
tipping pulse rotates the thermal equilibrium magnetization into the
transverse plane. Over time (b,c) some spins precess faster than aver-
age while others precess slower. A distribution of azimuthal angles
builds up, represented schematically by arrows indicating isochro-
mats. (d) A © pulse applied along the Y-axis when the distribution is
as shown in (c) inverts the magnetization. Over time (ef), the mag-
netization is refocused, leading to a revival (spin echo) in panel (f).
At times later than those shown here the spins continue to dephase.

Y-axis at the time pictured in Figure 1.6¢, the isochromats
undergo a 180° rotation. Thus in Figure 1.6d the isochro-
mats that precess at the fastest rate are behind the average
in terms of total accumulated phase. Conversely, the iso-
chromats that precess at the slowest rate are ahead of the
average. As the magnetization continues to execute free
precession the angular width of the distribution narrows,
forming a revival or spin echo in Figure 1.6f.

1.2.1.3 Irreversibility: The Bloch Equations

The classical theory of nuclear spin dynamics summa-
rized above provides tools for manipulating nuclear
spins, and for establishing states characterized by vari-
ous forms of phase coherence (or correlation) between
local magnetization vectors. These states do not persist
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forever. Given enough time, and the absence of further
manipulations, we expect any interacting spin system to
return to thermal equilibrium. That is, a state where M
is aligned with B, and has a magnitude M, that is set by
the Boltzmann distribution (Equation 1.1).

The processes through which a spin system returns
to thermal equilibrium can be complex. They typically
involve an exchange of energy between the spins and
their environment, and are usually mediated by ran-
dom magnetic interactions. In many practical circum-
stances the rate at which this exchange proceeds can be
characterized by a phenomenological timescale referred
to as the “spin-lattice relaxation time” or the “longitu-
dinal relaxation time.” By convention, it is designated
by the symbol T;. If the longitudinal component of M
is displaced from thermal equilibrium, the equation of
motion governing its return is
dM. _ (M. -M,) _ (17)

dt T

Thus, if M, is inverted at time ¢ = 0 through application
of a w pulse, the return of M, to equilibrium is given by

M.(H = M, [1 - 2exp(;fﬂ.
1

Similarly, coherence of the local transverse magne-
tization is degraded over time by random interactions
or processes that destroy correlations. This degradation
is distinct from the dephasing of spins in an inhomo-
geneous magnetic field described in connection with
Figure 1.6, in the sense that it is irreversible. No subse-
quent manipulation of the nuclear spins can produce an
echo or revival. Again, in many practical circumstances,
the rate at which coherences of the transverse magne-
tization are attenuated can be characterized by a phe-
nomenological timescale referred to as the “spin-spin
relaxation time” or the “transverse relaxation time.” By
convention, it is designated by the symbol T,. If the mag-
netization is manipulated so as to establish a transverse
component, and then allowed to undergo free preces-
sion, the equation of motion describing the inevitable
attenuation of M| is

(1.8)

M M, 19
dt T, '

Thus, if a n/2 pulse is applied to a spin system in ther-
mal equilibrium, producing M, = M, at time ¢ = 0, the
transverse magnetization subsequently satisfies

M, (t) =M, exp(;). (1.10)
2

The full equations of motion for the local magnetiza-
tion density M that give rise to these exponential relax-
ation functions are known as the Bloch equations. They
can be written

diM:yMXB_&_M

111
dt T T, (L1

where the first term on the right accounts for precession
and the other terms account for relaxation. A more com-
pact expression is obtained by introducing the relax-
ation matrix

— 0 0
T
[R]1=| O l 0 (1 12)
T ‘
0 0 1
T
and writing

%\;[:yMXBHR](Mo - M. (1.13)

Even though the original formulation of these equations
was based on two phenomenological parameters, there
are many important situations in which T, and T, can be
derived from quantum mechanical principles.

ORIGIN AND REGIMES OF RELAXATION

In liquids and gases, rapid random fluctuations
of intermolecular orientations and distances per-
mit the use of perturbative methods to evalu-
ate relaxation. This was originally described by
Bloembergen, Purcell, and Pound, and has since
often been called the BPP theory [55]. A key
parameter in this theory is the correlation time,
T, which characterizes the relevant fluctuations
in the relaxation process. An important result of
the BPP theory is that it predicts exponential relax-
ation for both M, and M, and provides values for
the corresponding relaxation time constants T; and
T,. In the weak field—fast motion limit (0,7, < 1),
T, and T, are equal and proportional to 1/(®,T,).
In the opposite high field—slow motion regime, T,
oc 1/ (0,7) < T} =< ®,T.. A minimum in T, is obtained
in the intermediate regime, for w;t. = 1. Over the
years, more elaborate descriptions have been
developed, encompassing different situations of
interest in NMR spectroscopy [56] but seldom rel-
evant for MRI of tissues.



12

0.10 4

0.01 4

(© v (d)

FIGURE 1.7

Influence of relaxation on the time evolution of M. Trajectories are
shown for an initial transverse magnetization aligned with the y-axis
for (a) T, = 0.3T; and (b) T, = T;. Panel (c) shows the normalized mag-
nitudes of M, and M,. Panel (d) shows the normalized magnitude of
M again, on a logarithmic scale.

Examples illustrating the combined influence of T} and
T, on the time evolution of M are shown in Figure 1.7.
One of the most striking differences relative to examples
in Section 1.2.1.2 is that the trajectory of the tip of M is
no longer restricted to the surface of the Bloch sphere. In
Figure 1.7a, T, is substantially shorter than T;. The result-
ing spiral collapses toward the z-axis much faster than
it climbs toward the North Pole. In Figure 1.7b, the two
relaxation times are equal. In this case the spiral trajectory
is constrained to a cone-like surface. Figure 1.7c shows
the recovery of the longitudinal magnetization M, and
the decay of the transverse magnetization M, for both
scenarios. Note that the timescale has been normalized to
T;, and thus the recovery of M. is the same for both cases.
Finally, the decays of M, are shown again in Figure 1.7d,
in order highlight the fact that they are exponential.

One often encounters situations where the Bloch equa-
tions alone are not sufficient to characterize the time
evolution of M. Random atomic or molecular motions,
for example, bring in the irreversible effects of diffusion.
For liquids and gases these effects can often be charac-
terized in terms of a diffusion coefficient D. More gener-
ally, when anisotropic media such as nerve tissue are
involved, Equation 1.13 becomes

M MxB+[RI(M, — M)~V -[DIVM

T (1.14)
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where [D] is the diffusion tensor. Equation 1.14 is known
as the Bloch—Torry equation [57]. It provides the basis
for extracting information about diffusion from NMR
experiments and is central to understanding diffusion-
weighted and diffusion tensor MRI—both of which are
discussed in Chapter 4.

1.2.2 Electrodynamics of NMR

A myriad of MRI sequences exist, but they all start
with the preparation of atomic nuclei in some well-
defined state other than thermal equilibrium. They all
also involve a mapping of the local Larmor precession
frequency onto position. Information about the spatial
distribution of some aspect of the nuclear magnetiza-
tion M (such as the number of contributing nuclei, their
local environment, or their displacement over time) is
then inferred through monitoring the transverse compo-
nent of M (i.e., M) as it evolves in time (and ultimately
relaxes toward thermal equilibrium). A complete image
is built up by repeating this measurement over and over
again, as the mapping is systematically varied over an
appropriate range of parameters.

The general procedures alluded to above are discussed
further in Section 1.3 and in more detail in Chapter 2.
Before getting to that point, however, it is worth exam-
ining the methods by which nuclear spin dynamics are
initiated and manipulated. This is the focus of Section
1.2.2.1. It is also useful to understand the methods used
to monitor nuclear spin precession. This is covered in
Section 1.2.2.2. In both cases, the discussion is limited
to the basic physics that is involved, as opposed to the
instrumentation that is employed. Next, in order to set
the stage for a discussion of specific imaging sequences,
it is helpful to examine factors that influence the ampli-
tude of signals that are detected in MRI and the extent
to which these signals are influenced by unavoidable
(intrinsic) sources of noise. This is the topic of Section
1.2.2.3. Finally, some of the same physics that is wrapped
up in signal detection is responsible for undesirable
effects: the deposition of RF energy into the subject and
peripheral nerve stimulation. These issues are briefly
summarized in Section 1.2.2.4 and are discussed further
in Chapter 10.

1.2.2.1 Ampére’s Law: Currents, Coils, and Fields

The dynamics of nuclear spin precession are controlled
during MRI sequences by imposing magnetic fields.
These magnetic fields are in turn produced by electric
currents, and in some cases by magnetized (and/or
magnetizable) materials. The precise manner in which
magnetic fields are generated and influenced by these
currents and magnetic materials is encapsulated in a
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mathematical expression known as Ampere’s law." The
various fields that are typically required for MRI are
summarized in Sections 1.2.2.1.1 through 1.2.2.1.3.

1.2.2.1.1 Static Field

A magnetic field is required to establish an energy dif-
ference between the spin-up and the spin-down states of
the nucleus (Section 1.2.1.1). This is done by immersing the
subject in a homogeneous magnetic field B, This field is
variously referred to as the static field, the main field, the
homogeneous field, or simply “Bee-zero” or “Bee-naught”.
It is conventional to choose the direction of B, as the direc-
tion that defines the z-axis of the coordinate system.

The simplest and most effective way to produce a
strong, homogeneous, and accessible magnetic field
is with a solenoid: a single wire wrapped many times
around the circumference of a cylinder. When current
flows through the wire, a homogeneous magnetic field
is produced along the axis of the cylinder." The central
field produced by a thin uniformly wound cylindrical
solenoid of length L and diameter D such as the one
shown schematically in Figure 1.8 is given by

uonl
2
1+ (Dj
L

where |, = 4n X 1077 Tm/A is the permeability of free
space and n represents the winding density. Choosing
L=18m,D=09m,I=190 A, and 7 x 10? turns/m
(i.e., a wire wrapped around the cylinder approximately
12,600 times for a length totaling a few tens of kilo-
meters) yields B, = 1.5 T, which is typical of the fields
employed in the majority of clinical imagers in service
today.t In practice, superconducting solenoids are usu-
ally employed to generate this magnetic field. These
“magnets” are operated in a “persistent” mode at cryo-
genic temperatures such that the current flows through
the solenoid in a closed loop, without a power supply
and effectively without dissipation. The main field mag-
net and the associated cryogenic vessel account for the
bulk of the tubelike infrastructure that one normally
sees when looking at an MRI scanner.

A key function of the main magnetic field is to set
a uniform Larmor precession frequency for all of the

B, = (115)

" Additional considerations come into play when high frequencies
are involved. In such cases, Maxwell’s equations (which include the
physics described by Ampere’s law) are employed.

* The field is perfectly homogeneous only for an infinitely long
solenoid.

¥ To put this in perspective, the Earth’s magnetic field is of order
10#4Torl1G.

/”u\ \‘\‘\\\\\\\u\

\
\

\

FIGURE 1.8

A solenoid of length L and diameter D carrying current I. The cen-
tral magnetic field B, is given by Equation 1.15. The large number
of turns required for an MRI magnet results in a coil that has many
layers. Normally, the winding density is varied to improve the field
homogeneity. A second (larger) solenoid wound outside the primary
magnet, and in the opposite sense, provides “active shielding.” The
net field at the center of the combined magnet is somewhat weaker
than that of primary magnet alone, but the external field is dramati-
cally suppressed.

nuclei that are going to be imaged$ In practice, a sim-
ple finite length solenoid (or other winding pattern, or
other magnet geometry) is not sufficient to produce the
native magnetic field homogeneity that is required for
high-resolution MRI. A number of shim (or correction)
coils and judiciously placed ferromagnetic (magnetiz-
able) materials are also used to create a central vol-
ume over which a very high degree of magnetic field
uniformity (and hence nuclear spin precession rate) is
achieved. The subject is then positioned such that the
region to be imaged coincides with this “sweet spot.” In
typical whole-body clinical MRI systems, B, varies by
at most a few parts-per-million over a 30 cm-diameter
sphere at the center of the magnet (distortions equiva-
lent to adding or subtracting a fraction of the Earth’s
magnetic field to By).

The nominal Larmor precession rate for 'H nuclei (pro-
tons) in a 1.5 Timager is 63.87 MHz (see Table 1.1). Ina 3T
imager, it is 127.73 MHz. Yet higher static magnetic fields
can and have been employed for MRI, and yield substan-
tial improvements in signal-to-noise ratio (SNR).T Lower
fields can also be employed and offer other advantages

§ It is also usually responsible for establishing the thermal equilib-
rium polarization of the nuclei, and hence the maximum amplitude
of the signals that can be detected.

1 They also present new challenges, such as limitations on the ampli-
tude and duration of RF pulses that can be applied, as discussed in
Sections 1.2.2.2 and 1.2.2.4.
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TABLE 1.2

Classification of MRI Scanners by Static Field Strength

Range Field Strength (T) H Frequency (MHz)
High By>2 f>85
Conventional 05<By<2 20 <f<85

Low 0.1<B,<05 4<f<20
Very-low 0.001 < B;<0.1 0.04<f<4
Ultra-low B, < 0.001 f<0.04

Over time the definition of what constitutes a “high-field” system has
drifted upward. During the 1980s, a 1 T scanner would have been con-
sidered a high-field system. Most clinical systems in service today
operate at 1.5 T, but the fastest growing segment of the market is for
3 T systems. The production of low-field scanners has dropped signifi-
cantly in recent years. Scanners that operate in the very-low and
ultra-low regimes are employed for niche applications.

such as the possibility of open geometries where ready
access to the subject is possible and the imager environ-
ment is less likely to be claustrophobic. The magnets at
the heart of these low-field systems can be wound from
superconducting wire or ordinary copper wire, or they
can be constructed from permanent magnets. Imagers
that operate at yet lower magnetic fields have been devel-
oped in connection with a variety of different research
initiatives. A crude classification of MR imagers by mag-
netic field strength is given in Table 1.2.

1.2.2.1.2 Gradient Fields

Spatial resolution in MRI is accomplished by inducing
well-defined distortions of the main magnetic field,
which produce the desired mapping between nuclear
precession frequency and position. These distortions are
created by running currents through sets of coils that
are designed for this purpose.” This is precisely what
Lauterbur did in his original demonstration (Figure 1.1).
It is conventional to refer to these distortions as mag-
netic field gradients and to the coils that produce them
as gradient coils.

In a solenoidal main field geometry, a longitudinal
field gradient G, = dB./dz increases the field strength
toward one end of the cylinder and decreases it toward
the other. Transverse gradients (G, = dB./dx and G, =
dB./dy) increase the field strength on one side of the
cylinder and decrease it on the other (to the left and
the right of the subject, or above and below, or in fact
in any transverse direction that is desired). Simple sets
of coils generating such field gradients are sketched in

" Large magnetostatic forces are exerted on these coils whenever
current flows through them. Imaging sequences normally require
rapid switching or pulsing of the field distortions. The sudden
changes in mechanical stress exerted on the coil support structure
produce the characteristic patterns of acoustic noise that are gener-
ated by MRI scanners.
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FIGURE 1.9

Elementary coil winding patterns that generate field gradients over a
central region (indicated by the gray sphere). The main magnetic field
B, is assumed to be in the z-direction. (a) A Maxwell coil pair, with
currents flowing in opposite directions, creates a z-odd field varia-
tion and hence produces a longitudinal gradient G.. For the specified
coil spacing, the z® term in the series expansion of the field vanishes,
and G, has a high uniformity. (b) A Golay coil consists of four saddle
coils with currents flowing in the specified directions. It produces a
transverse gradient G,. Current flowing in the wires parallel to the
z-axis does not produce a field in the 2-direction and does not affect
G,. The positions of the arcs and the angle that they subtend are cho-
sen so as to maximize gradient uniformity. Note that the orientation
of the x, y, and z axes differs from that chosen in Section 1.2.1: the
z-axis is still aligned with B, but is now shown as being horizontal as
it is for almost all clinical MRI systems.

Figure 19. Improved performance is obtained using
analytical or numerical methods to obtain complex yet
compact winding patterns for which gradient strengths
and uniformity are maximized and the associated coil
inductance is minimized [58,59].

Normally the field distortions induced by gradient
coils are very small. For example, at 1.5 T they are typi-
cally less than 1% of B, over the Field of View (FOV).
A careful examination of the magnetic fields produced
by gradient coils reveals that they always do more than
simply provide the nominal “desired effect.” For exam-
ple, a coil that produces a longitudinal field gradient
dB./dz always produces a gradient in orthogonal com-
ponents of the field (dB,/dx and/or dB,/dy)! In many

* The term field gradient, which is ubiquitous in MRI, is really a mis-
nomer. It is technically a tensor quantity with nine components. In
free space, constraints imposed by Maxwell’s equations reduce the
number of independent terms in the tensor to 5.
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instances, the effects produced by these “concomitant
gradients” (or Maxwell terms) are negligible, simply
because the magnitude of the transverse components of
the distorted field (B, and B,) are so small compared to
the longitudinal field B,. However, this is not always the
case, particularly when very strong gradients or weak
static fields are employed.

1.2.2.1.3 RF Field

Up to this point, all of the coils that have been dis-
cussed serve to control and manipulate the longitudi-
nal magnetic field B,, and hence the Larmor precession
frequency. They do not produce fields that induce transi-
tion between nuclear energy levels. For this one usually
needs a field directed orthogonal to B, that oscillates at
the Larmor frequency or close to it. That is, the field B, of
Section 1.2.1.2 that causes the net nuclear magnetization
M to rotate about an axis perpendicular to z, as long as
it is applied.

In practice, the rotating field B, is often obtained as
one of the two counter-rotating components of a lin-
early polarized oscillating field (see Figure 1.10). The
other component, which rotates in the opposite sense,
is detuned from the nuclear resonance by twice the
Larmor frequency. It thus has almost no effect on
nuclear spin dynamics. This linearly polarized oscillat-
ing field is produced by driving a time-varying current
iy cos Qt through a coil with an appropriate geometry.
The amplitude of this current (and hence the ampli-
tude of the field B,) and the time period over which it
is applied control the tip (or flip) angle. Dozens of such
coils have been developed and employed for MRI; they
are generically known as transmit coils (or antennas),
TX coils, RF coils, or even B, coils (“Bee-one coils”). Here,
the reference to radiofrequencies is simply the fact that
Larmor precession frequencies are typically in the
radiofrequency range of the electromagnetic spectrum.
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FIGURE 1.10

A linearly polarized oscillating magnetic field Bi(t) = B{" cosQt
aligned with the x-axis can be decomposed into two rotating com-
ponents with equal and constant amplitudes but opposite angular
velocities. That is, B;(f) = (B{" / 2)[exp(iQt) + exp(—iQt)].

More often than not RF coils are “tuned”; inductive and
capacitive elements in the circuit are balanced so that
the net electrical impedance is purely resistive at the
Larmor frequency. This facilitates efficient coupling
between the transmitter and the coil, and hence efficient
production of the largest possible B, field amplitudes.
Normally, RF coils are designed to produce a reason-
ably homogeneous oscillating field over the volume to
be imaged, in order to generate reasonably uniform flip
angles [60,61]. Some designs involve little more than
a circular conducting loop, tuned to resonate at the
Larmor frequency. A current flowing through this loop
produces a magnetic field that is roughly aligned with
its axis, and that is reasonably strong out to a distance
of order its radius. This is an example of a “surface coil”
(see Figure 1.11); it is convenient in situations where the
tissues of interest are close to the surface and flip angle
homogeneity is not terribly important. Other RF coils
involve more sophisticated arrangements of current
paths. The birdcage coil, for example, involves a series
of long straight parallel conductors uniformly arranged
around the periphery of a cylinder (Figure 1.11). These
conductors act like inductors, and are carefully and
individually tuned with capacitors to produce a reso-
nance at the desired frequency; at resonance, the cur-
rent flowing through the wires at any instant in time

FIGURE 1.11

A surface coil (lower) and a birdcage coil (upper), both of which can
function as a transmit (TX) coil, a receive (RX) coil, or a combined
TX/RX coil. A few of the capacitive and inductive elements in each
coil are shown schematically.
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is a sinusoidal function of the azimuthal angle. This
arrangement is an example of a “volume coil”; it produces
a very homogeneous B, field directed perpendicular to
the axis of the cylinder. Importantly, the intensity of this
field remains constant in time while its direction rotates.
In the reference frame rotating at the Larmor frequency,
this field is constant.

The use of coils like the birdcage that produce rotating
or “circularly polarized” B, fields (as opposed to linearly
polarized fields; see Figure 1.10) can be very important
at high frequencies where essentially all of the energy
delivered to the coil by the transmitter is ultimately
dissipated in the subject. In effect, half of a linearly
polarized oscillating field is wasted from an NMR
perspective. It does, however, contribute to the rate at
which energy is deposited in the subject. This point is
discussed further in Section 1.2.2.4.

1.2.2.2 Faraday’s Law: NMR Detection

A changing magnetic field creates an electric field E. The
faster the magnetic field changes, the more intense is the
resulting electric field. This is the essence of Faraday’s
law of induction,” which forms the basis for the detec-
tion of most NMR signals.

The net precessing nuclear magnetization that is
established after a tipping pulse is applied has associ-
ated with it a small magnetic field whose orientation
rotates about the z-axis at the Larmor frequency. This
changing magnetic field produces an associated elec-
tric field, which also changes as a function of time.
If an open loop of wire (or a coil with many turns) is
placed near the region in which the precessing nuclei
are situated, and arranged so that it intercepts some of
the changing magnetic flux produced by those nuclei,
an electromotive force (emf) or potential will be estab-
lished between its two ends (see Figure 1.12). This
emf is proportional to the amplitude of the transverse
component of the precessing magnetization and to the
precession frequency. It depends on the actual distri-
bution of magnetization in an extended sample and on
the geometry of the coil and sample. The principle of
reciprocity [62] enables one to conveniently compute
this elementary emf as a function of the coil shape and
source position. The total emf, e(f), induced around the
loop is obtained by integration over the entire sample
volume, taking into account variations in the phase of
the nuclear magnetization across the sample and geo-
metrical weighing factors. Typically, the detected emf
is very small and needs to be amplified as soon as pos-
sible to avoid unnecessary degradation of signal qual-
ity due to interference from external noise sources. The

" As was the case with Ampere’s law in Section 1.2.2.1, Faraday’s law
provides a precise mathematical connection between B and E.
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FIGURE 1.12

An elementary volume (the red sphere) within the magnetized sam-
ple (the gray volume) has a net magnetic moment m,. Its precession
in the applied field B, gives rise to an oscillating magnetic flux in
the nearby detection loop, hence to an emf e(f) oscillating at the cor-
responding Larmor frequency .

use of tuned detection coils conveniently provides a
significant enhancement prior to amplification. For a
tuned coil with quality factor Q, the resulting signal is
S(t) = Qe(t).

The coil used to detect nuclear precession signals is
another RF coil, in the sense that it operates at the same
frequency as the B, coil. It is typically referred to as a
detection coil, a receive coil (or antenna), an RX coil, or a
pickup coil. In some cases the same physical coil is used
for both transmit and receive functions, but more often
than not one wants to minimize cross talk or interfer-
ence between the two. When two coils are used, efforts
are made to ensure that they are orthogonal. If this is
not done, the intense B, field produced by the transmit
coil will induce an enormous emf across the terminals
of the receive coil, complicating attempts to detect sub-
sequent nuclear induction signals.

Just as is the case for B, coils, one is often interested in
using volume detection coils designed to have reason-
ably uniform sensitivity to precessing magnetization
over the entire volume of interest. In such cases, signals
are approximately proportional to the total (integrated)
magnetization of the sample. Alternatively, surface coils
or arrays of surface coils can be employed. The recorded
signal(s) from these arrays provide coarse informa-
tion about the location of the magnetization within the
sample [38,39].

1.2.2.3 Signal Amplitude Considerations

It is often stated that NMR is an inherently insensi-
tive experimental probe. What is meant by this is
that the conventional signature of NMR precession—
the induced emf e(f) discussed in Section 1.2.2.2—is
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invariably a weak signal that is readily obscured by
noise. Weak or not, those signals still encode a wealth
of information about the local magnetic environment in
which the sample nuclei are immersed.

Qualitative appreciation for the relative strength or
weakness of conventional NMR signals can be gleaned
through considering alternative methods for monitor-
ing nuclear precession that were developed early in the
history of the field. Rabi’s 1938 demonstration of NMR
[19], for example, involved measuring the flux of mol-
ecules in a weak but fully polarized beam. A deflection
of the beam, and hence a change in detected intensity,
was observed when an oscillating magnetic field was
applied at the Larmor frequency. Two decades later,
Brossel and Cagnac [63] realized Kastler’s proposal
[64] for optical detection of nuclear magnetic resonance
in optically polarized atomic vapors. A change in the
polarization of fluorescent light emitted by low-density
Hg vapor was observed in response to a change in the
nuclear spin state, driven by an oscillating magnetic
field applied at the Larmor frequency:.

These pioneering experiments have two features
in common that distinguish them from conventional
NMR. First, in both cases the measurement was indi-
rect, involving the detection of molecules or visible pho-
tons rather than the magnetic field produced by nuclei.
The energy scale associated with each detected event
(molecule or photon) was in the electron-volt range:
9 orders of magnitude more than the energy differ-
ence between the two nuclear spin states in the applied
magnetic field (see Table 1.1 for characteristic values).
Second, in both cases the nuclear polarization was
very far from equilibrium (|p,, = Paown| &~ 1), dramati-
cally enhancing the contrast between measurements
performed on- and off-resonance. Recall here for scale
that the equilibrium nuclear polarization at room tem-
perature in a 1 T magnetic field is of order 10~ or 1 ppm,
and yet smaller in weaker fields. Combined, these fea-
tures represent an astounding 15 order-of-magnitude
advantage (or enhancement in signal amplitude) rela-
tive to direct detection of the nuclear transition under
equivalent conditions. Of course, this discrepancy is
compensated in part through the huge increase in den-
sity that is obtained when liquid or solid samples are
employed rather than molecular beams or dilute atomic
vapors. Nevertheless, one is left with the naive impres-
sion that direct detection of NMR presents a daunting
signal acquisition problem relative to the highly lever-
aged schemes described above.

A proper evaluation of this problem requires con-
sideration of two parameters: the amplitude of the
detected signal and the amplitude of the detected noise.
The quality of the signal is then expressed in terms of
a signal-to-noise ratio. For given sample and coil geom-
etries the detected emf e(f) in conventional NMR scales

as B; one factor of B, comes from the dependence of
the equilibrium magnetization on field (Equation 1.1)
and the other comes from the fact that the induced emf
is proportional to the time derivative of the precessing
magnetization (Faraday’s law), and hence w, = |yB,|
(Equation 1.3). Estimating the field dependence of the
detected noise is more involved and requires an under-
standing of its physical origin. Here it is useful to make
a distinction between extrinsic and intrinsic sources.
Noise from extrinsic sources, such as RF interference
(often referred to as electromagnetic interference or
EMI) or noise generated by amplifiers and recording
electronics, can typically be suppressed or minimized
through design: MRI systems are typically installed
in a shielded room (or Faraday cage) for precisely
this reason. Noise from intrinsic sources, however, is
unavoidable: it typically arises from thermal agitation
of electrical charges (Johnson noise) in the sample and
the detection coil. If the sample is the dominant source
of intrinsic noise, Faraday’s law introduces the same
factor of ®, = |yB,| to the corresponding induced emf
as it does for the signal, and thus the SNR increases
linearly with B,. If the coil is the dominant source of
intrinsic noise, however, SNR increases more rapidly as
the operating field is increased, scaling as Bj’* [65,66].
For most clinical imaging applications, the sample (i.e.,
tissues in the subject’s body) acts as the dominant source
of intrinsic noise, particularly as the operating field
is increased. Conversely, in low or very-low magnetic
fields, when small samples are employed (as is the case
for MRI of small animals or in MR microscopy experi-
ments) or when nonconducting samples are probed, the
detection coil tends to dominate the intrinsic noise. In
such cases it can be advantageous to use cold probes or
even superconducting coils [67]. The spectral density of
thermal noise appearing across a resistor R at tempera-
ture T is given by /4kgRT, and thus gains are realized
through reducing both R and T. More exotic options for
enhancing SNR in MRI for niche applications are being
explored, such as the use of SQUID-based detectors [68]
and optical magnetometers [69] for ultra-low-field appli-
cations and force detection in magnetic resonance force
microscopy for submicron resolution MRI [70].

1.2.2.4 Health Safety Considerations

The application of time-varying magnetic fields can
lead to undesirable effects. Intense RF tipping pulses
induce strong Faraday electric fields, which can in
turn drive eddy currents and cause energy dissipa-
tion in the tissues of a subject. This energy dissipation
rate has a strong frequency dependence, scaling as ®?
over many decades in frequency [66]. In high-field MRI
systems, where RF frequencies in the VHF band of the
electromagnetic spectrum (30-300 MHz) and above are
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employed, situations can arise in which most of the RF
power delivered to the B, coil is dissipated in the subject
[71,72]. Likewise, fast switching of magnetic field gra-
dients can also induce strong Faraday electric fields. In
this case the characteristic frequencies are much lower
and energy dissipation in the subject is usually not a
concern. Instead, the induced electric fields E can cause
peripheral nerve stimulation [73]. In both cases, restric-
tions and standards imposed by regulatory bodies and
international commissions [73] limit the maximum per-
missible Faraday electric fields that can be induced. For
RF fields, these limitations are normally expressed in
term of specific absorption rates (SARs); for switched
magnetic field gradients, limitations are variously
expressed in terms of peak values of dB/dt and/or E,
as well as direct volunteer-based observations of nerve
stimulation thresholds. These issues are discussed fur-
ther in Chapter 10.

1.3 Fundamentals of MRI

This chapter began with a brief and qualitative descrip-
tion of Paul Lauterbur’s first published MRI experiment,
as summarized in Figure 1.1. In this section, we revisit
that experiment and examine somewhat more precisely
the nature of the 1D projections of the “NMR response”
that he obtained. We then survey a few key modern
approaches to MR image acquisition, based on the use
of pulsed NMR and Fourier transform methods. In
effect, this sets the stage for the remainder of the book.

This section is organized into three parts: The first
deals with methods for generating 1D projection images;
the second deals with the acquisition of data for 2D and
3D images; and the third identifies the primary methods
through which the “NMR response” is tuned or adapted
to reflect different aspects of the nuclear environment. It
is at this point in the process—the sensitization of NMR
signals to different “contrast mechanisms”—that crucial
connections are formed between the acquired data and
the underlying structure and function of the tissues that
are imaged.

1.3.1 Effect of a Field Gradient: 1D Imaging

Consider a uniform magnetic field By = Byz upon which
is superimposed a uniform gradient G = dB,/dk, in the
direction k. The strength of the resulting magnetic field
is a function of position r. As long as concomitant gradi-
ents can be ignored, it can be written:

By(r) = By(0)+ Gk - 1. (1.16)
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The Larmor precession frequency of nuclei subjected to
this field similarly becomes a linear function of position,
and takes on the same value in any given plane oriented
perpendicular to k. If a time-varying magnetic field B,
oriented perpendicular to z is then applied at angular
frequency , resonance will only occur in the vicinity
of one such plane. For a continuous wave (CW) NMR
experiment, where the field B, is applied continuously,
the width of this region is of order ér = 1/(yGT,).

If the NMR signal is received using a coil that has
uniform coupling to all parts of the sample (e.g., a long
solenoid or a birdcage coil), its amplitude is propor-
tional to the number of nuclei in the band that is excited.
Sweeping or stepping the frequency o or the field B,
causes the resonant band to translate across the sample,
generating a 1D map or projection image of the magne-
tization density. The frequency (or field) scale for this
mapping is set by the strength G of the field gradient.
More precisely, the projection represents the convolu-
tion of a Lorentzian line shape (wWhose width is set by
the spin-spin relaxation rate 1/T,) with the net nuclear
magnetization density. As long as 1/T, is appropriately
small, the signal reflects the spatial distribution of M,
This is illustrated in Figure 1.13a, which shows the
spectrum that is expected for a magnetic field gradient
applied perpendicular to the axis of a cylindrical sample
of radius a. It thus represents the signal that Lauterbur
would have observed had he used only one tube in his
experiments. By using two tubes instead of one, and
by varying the direction k in which the gradient was
applied relative to their axes, he was able to resolve both

(b) (0 — wy)/vGa

FIGURE 1.13

(a) Anticipated CW NMR spectra for a cylindrical sample of radius
a in a uniform magnetic field gradient G applied perpendicular to
its axis. Solid line: Ignoring the effects of relaxation, the spectrum is
proportional to /1—(w—w,)* / (yGa)* , which is simply the projected
width of the cylinder at a distance (w — ,)/(yGa) from its axis. Dotted
line: With some relaxation added to the Bloch equations (but ignoring
the effects of diffusion), sharp features are smoothed out; here yGaT, = 2.
(b) Anticipated spectra for two parallel cylindrical samples, a situ-
ation modeling Lauterbur’s experiment summarized in Figure 1.1.
Solid and dotted lines correspond to relaxation being ignored or
included, as in (a).
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their physical extent and their apparent separation,
as illustrated in Figure 1.13b. In the remainder of this
section we will assume that 1/(yGaT,) < 1 and that the
effects of diffusion can be ignored.

The procedure outlined above—sweeping the static
magnetic field (or the frequency at which the field B,
is applied) and collecting CW NMR spectra for vari-
ous field gradient orientations—is time consuming.
Most modern implementations of Lauterbur’s experi-
ment employ pulsed NMR, in which the field B, is only
applied for finite periods of time. Subsequent to these
tipping pulses, the nuclear magnetization M undergoes
free precession and induces a time-varying emf in the
detection coil:

e(t) oc J.Mf(r)cos[yBO(r)t +ole W) (1.17)

sample

Here MY (r) is the local amplitude of the transverse mag-
netization immediately after the tipping pulse (at time
t = 0), the local position-dependent Larmor frequency
YB(r) depends on the local magnetic field strength (given
by Equation 1.16) and the phase ¢ is a parameter that
depends on the particular tipping pulse that is applied
and on the position of the coil with respect to the sample.

Normally, the signal that is actually recorded during
a pulsed NMR experiment is obtained by mixing the
detected high-frequency emf e(t) with a reference sig-
nal at a comparable frequency and fixed phase. The ref-
erence signal is often referred to as the local oscillator
(LO), and also forms the basis for generating the field B;.
A common choice is thus to set , = YB(0). The result-
ing “signal” is complex:

S(t) = j MO@expliGGh-DH e ™. (118)

sample

It has two components: one that is in-phase with the
LO and another that is 90° out of phase (or “in-quadra-
ture”) with the LO. These are referred to as the real and
imaginary parts of the signal, respectively. Equation
1.18 represents the sum of contributions to the detected
emf arriving from all parts of the sample, as viewed in
a frame of reference rotating at the local oscillator fre-
quency ;. The complex nature of 5(t) keeps track of the
sense of rotation in the rotating frame, and thus discrimi-
nates between frequencies that are above or below ®; .
Figure 1.14a shows the anticipated signal S(f) follow-
ing a single tipping pulse applied to the same cylin-
drical sample used to generate Figure 1.13a. The rapid
apparent attenuation of this “free induction decay”

" S(t) is only called the signal for convenience. It is merely propor-
tional to the voltages that are digitized and recorded.
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FIGURE 1.14

(a) Real part of the NMR free induction decay signal (Equation 1.18)
anticipated for a cylindrical sample of radius a in a uniform mag-
netic field gradient of amplitude G directed perpendicular to its axis,
as was the case in Figure 1.13a. The phase of the signal is constant,
and its imaginary or quadrature component (not displayed) is zero at
all times. The effects of relaxation and diffusion have been ignored.
(b) Anticipated signal for two parallel cylinders, analogous to the
situation in Figure 1.13b.

(FID) merely reflects the fact that a magnetic field gradi-
ent has been imposed. The nuclear precession frequency
varies as a function of position across the sample or
subject, and the net emf detected by the coil is subject to
destructive interference between the contributions gen-
erated at different locations (see Figure 1.12). For a sam-
ple of size a, the characteristic timescale for the apparent
decay of S(t) is of order 1/(yGa). Figure 1.14b shows the
expected signal for the sample of Figure 1.13b: the high-
frequency modulation within the same overall signal
lifetime corresponds to interference, or “beats,” between
contributions from the two tubes. This illustrates how
an applied frequency-encoding gradient links spatial
characteristics of a sample to spectral features in the
acquired data.

The information present in Figure 1.14 can be used to
recover the same spectra as were obtained in the CW
NMR experiment. All that is required is a calculation
of the Fourier transform of S(f) after setting S(—f) = S*(f),
where the * indicates complex conjugation. This Fourier
transform represents the distribution of frequencies
present in the FID, and hence the distribution of nuclear
precession frequencies in the sample as the FID was
recorded. Thus, apart from the necessary computations,
the time required to obtain a 1D projection image of the
sample via pulsed NMR is dramatically reduced rela-
tive to the CW approach outlined earlier.

The dephasing of the precessing magnetization that
is responsible for the apparent decay in Figure 1.14
occurs on a timescale that is short compared to that set
by relaxation (i.e,, T,). It can be represented pictorially
with a series of isochromats, as was done in Figure 1.6.
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Similarly, it can be refocused in order to generate spin- or
gradient-echoes. Therefore, for example, if the direction
of the field gradient is inverted at time 1, the recorded
signal at subsequent times (i.e., t > T ) becomes

S = j MO expliyGh-n@t—Dle ™. (119)

sample

Spins that were initially precessing faster than average
end up precessing slower after the inversion, and vice
versa. By the time t = 21, the net phase accumulated
by all spins in the sample is the same and an echo is
formed. The amplitude of the recorded signal at t = 2t is
the same as it was at t = 0, to the extent that relaxation
and diffusion can be ignored. Moreover, the recorded
signal at times ¢ > 27 evolves just as it did immediately
after the tipping pulse (see Figure 1.14). And, just as was
the case for the initial FID, calculating the Fourier trans-
form of the recorded echo data yields a 1D projection
image of the sample.

This gradient echo formation procedure can be gener-
alized. For example, the sense in which G is applied can
be periodically reversed at times 7, 37, 51, ... as shown
in Figure 1.15a to form an echo train; that is, a periodic
revival of phase coherence across the sample. The inev-
itable decay of the peak response every time an echo
is formed provides information about irreversible pro-
cesses such as relaxation and diffusion. More generally,
the strength of the field gradient before and after the
reversal can be changed; an echo is then formed every
time the time integral of G(f) vanishes.

HARD OR SOFT PULSES: WHICH
SPINS ARE EXCITED?

When a magnetic field gradient G is present, the
spatial uniformity of the flip angle induced by
an RF pulse depends critically on the amplitude
of the field B;. This effect was alluded to in con-
nection with Figure 1.5. When an intense RF pulse
is applied, the effective magnetic field B,y in the
rotating frame is dominated by B;. The angle y
shown in Figure 1.5 is thus always very close to
90° and the trajectory traced by the tip of the mag-
netization vector M on the Bloch sphere is essen-
tially part of a great circle. The condition required
for this to be true everywhere in the sample is that
B, > Ga, where a is the size or extent of the object
in the direction that G is applied. This condition
defines what is known as a “hard pulse.” The FID
pictured in Figure 1.14 was implicitly launched
using a hard RF pulse; even though a magnetic
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field gradient was present, the trajectory of M dur-
ing the pulse and the initial phase of the trans-
verse magnetization immediately afterward were
effectively the same at all points in the sample.

A very different result is obtained when a “soft
pulse” is applied. In this limit, B; < Ga, and the
effective magnetic field B, in the rotating frame is
dominated by the apparent field B, ,, (Equation 1.5),
which—Dbecause of the applied gradient—is a
function of position. To first approximation, only
spins located near the plane k-r=(0w-wy)/(yG)
are strongly influenced by B,. This forms the basis
for “slice selection,” which is discussed further in
Section 1.3.2. The width of the region over which
a soft pulse is effective in rotating the magnetiza-
tion depends on the duration of the pulse, and the
spatial profile of the flip angle can be controlled by
the shape of the RF pulse envelope in time.

90,
RF
Time
G[ ] | I —
“ T 37 51 7T
aca | I | ,
cq ! i i i il
B
(N N BN | "
\ I
Il i
(@ |
90, 180y 180y 180y 180y
T 3t 5t 7T Time
| [
i i A ‘
Acq || A, Al i m
_me A“w‘w‘ “}‘“\’ M““‘\‘w ﬂ“HHHHﬂ‘ “*\‘MHHH[\‘
Il il T ik bk
A | A
| | i
(b) |
FIGURE 1.15

Schematic diagram showing the synchronization of applied B, fields
(RF), switched gradient fields (G), and acquired nuclear induction
signals (Acq) for two pulse sequences. Both begin with a 90° RF tip-
ping pulse that rotates the thermal equilibrium magnetization into
the transverse plane. In the first example (a), the sense of the applied
magnetic field gradient G is periodically reversed, creating a train
of gradient echoes. In the second example (b), the phase of the mag-
netization is periodically inverted by applying 180° tipping pulses,
creating a train of spin echoes. The time between the initial RF pulse
and the peak of the first echo (or the time between successive echoes)
is referred to as the echo time and is conventionally denoted TE or
Tg. Often, sequences such as those shown here are repeated, in which
case the repetition time (the time between successive applications of
the sequence) is conventionally denoted TR or Ty.



History and Physical Principles of Magnetic Resonance Imaging 21

Alternatively, the spin-echo procedure outlined in con-
nection with Figure 1.6 can be used to generate echoes
and echo trains as shown in Figure 1.15b. In this case the
gradient G remains the same, but the phase of the magne-
tization is inverted by applying 180° tipping pulses about
any axis in the transverse plane. The phase advance of
“fast” spins near one end of the sample suddenly becomes
a phase lag, and vice versa for “slow” spins on the other
end. If the inversion occurs at time T, an echo is formed
at time 27.

The signals that are obtained when spin- and gradient-
echoes are formed are similar, but they are not identical.
Experimental constraints often dictate the selection of
one approach over the other. For example, a weakness of
the gradient-echo technique is that the inversion of field
gradients is usually imperfect. The current delivered to
the gradient coils (and hence the field they produce) can
certainly be inverted, but the static magnetic field itself
is never perfectly unform. Thus, inverting the applied
magnetic field gradient G is not quite the same as invert-
ing the total magnetic field gradient. Even worse, when
strong gradients are applied (or weak magnetic fields are
employed), the notion of a magnetic field gradient itself
breaks down, and the influence of orthogonal compo-
nents of the field on the time evolution of M needs to
be considered. In either case, a progressive loss of phase
coherence occurs on a timescale that is often shorter than
the transverse relaxation time T,. This particular limita-
tion can be eliminated by generating spin echoes instead
of gradient echoes. To the extent that perfect and uniform
180° tipping pulses can be generated, inverting the phase
of the magnetization leads to coherent echo formation
irrespective of imperfections in B,. However, a limiting
factor for spin-echo sequences when human subjects are
involved is the need to employ short, high-amplitude B,
fields in order to obtain uniform 180° rotations. In high-
field systems, the energy associated with these pulses is
invariably deposited in the subject and can pose a safety
hazard (see Section 1.2.2.4 and Chapter 10).

Ultimately, the precision of the spectrum representing
the 1D distribution of the precessing magnetization that is
obtained from the Fourier transform of the recorded sig-
nal is limited. The time variation of 5(f) is sampled at dis-
crete points in time (at a sampling frequency f,) and over
a finite period of time (T},,) that is usually centered’ on

* The observation window does not have to be centered on the echo
time; a recording of half of the echo starting or ending with the signal
at the echo time is sufficient. This is possible because of the symme-
try of echoes, which result from the fact that the phase of the pre-
cessing magnetization was uniform at the start of the experiment.
A full recording of a FID starting immediately after a tipping pulse
(as implied by the example shown in Figure 1.14) is often technically
difficult to acquire; a delay following the tipping pulse is normally
required to avoid saturation of the detection electronics by the applied
B, field. A symmetric echo is usually recorded to increase SNR, but
asymmetric echoes are often used in ultrafast acquisition schemes.

the echo formation time 2t or 2nt. The spectrum obtained
from these data (through a discrete Fourier transform
procedure) has a frequency resolution 1/T,, and extends
over a frequency range +f,/2. This frequency resolution
limits the maximum spatial resolution of the 1D projec-
tion image described above to 1/(yGT,,,). Factors such as
a finite transverse relaxation time T, (see Figure 1.13), dif-
fusion, and noise (see Section 1.2.2.3) all serve to reduce
this maximum resolution. The frequency range also plays
an important role; it imposes a finite FOV given by f,/(yG).
The FOV must be larger than the physical extent of the
sample or subject; otherwise folding artifacts associated
with undersampling of high-frequency components of
the signal can occur. Artifacts in MRI are discussed fur-
ther in Chapter 9.

1.3.2 2D and 3D Imaging Methods

Paul Lauterbur’s 2D NMR images of water-filled cap-
illaries (such as the one shown in Figure 1.1) were
obtained through a process of mathematical inference
known as “back projection.” This involves combining
several 1D or “line” images, each acquired in a differ-
ent direction in the same plane, to form a 2D image on
a grid of points by iteratively modeling the unknown
distribution of nuclear magnetization. Although this
approach to image reconstruction played an important
role in the early evolution of MRI, it is not often used
today. Modern MR image reconstruction relies heavily
on the phase and frequency encoding of the (precessing)
nuclear magnetization in a sample, multidimensional
Fourier transform techniques, and the selective excita-
tion of nuclei in specific, well-defined planes or bands
intersecting the sample or subject. The general principles
by which MR image data are acquired are discussed
next. Further examples are presented in Chapter 2. We
begin with the process of “slice selection,” which is ubiq-
uitous in modern MRL

A soft RF tipping pulse applied in the presence of a
magnetic field gradient Gk is selective. Maximum rota-
tion of the magnetization vector is obtained in the plane
defined by k-r=(0—awy)/(yG); elsewhere the effect is
much smaller. For small tip angles,’ the spatial width of
the region that is influenced is proportional to the spec-
tral width of the pulse, which is in turn inversely pro-
portional to its duration in time 7. Rectangular RF pulse
envelopes, where the field B, has a constant amplitude
for a finite period of time, yield awkward sinc-shaped
slice profiles in space; the plane on which the maximum
rotation is obtained is symmetrically flanked by a series

* More sophisticated pulse shaping procedures are required when
large tip angles are desired [74], because of the nonlinear depen-
dence of flip angle on RF amplitude and detuning illustrated in
Figure 1.5.
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of side lobes. A sinc-shaped RF pulse envelope is much
more useful. Modulating the amplitude of B; in time
such that

sin( YGAz t j
2 )
(YGAZ tj
2
yields a rectangular (uniform) slice of width Az in space.
Starting from thermal equilibrium, a soft sinc-shaped,
small-tip-angle RF pulse applied in the presence of a
“slice selection gradient” conveniently produces a trans-
verse magnetization that is uniform in amplitude over
this slice and zero elsewhere. This would be ideal for
imaging if not for the fact that, by the end of the pulse,
the magnetization is strongly dephased by the gradi-
ent. The simplest and most convenient way to deal with
this is by generating a gradient-recalled echo. Rather
than turning off the slice selection gradient at the end
of the RF pulse, its direction is momentarily reversed
as shown in Figure 1.16. At the point in time where the
echo is formed (t = T,), the transverse magnetization
in the sample or subject is uniform in a well-defined
slice of thickness Az and zero elsewhere. This slice can
be positioned anywhere in the sample by choosing an
appropriate frequency for B;. As long as a 2D image can
be generated from the selectively excited magnetization

in each slice, a full 3D image can be recorded.

A strategy for generating a 2D image following slice
selection is summarized in Figure 1.17. It proceeds as

Bi(t) = B,(0)

. vGAzt
=sinc 5 (1.20)
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FIGURE 1.16

A soft sinc-shaped RF pulse for selective excitation of the transverse
magnetization in a well-defined slice. The slice selection gradient G,
is reversed at the end of the RF pulse in order to unwind the accu-
mulated phase of the magnetization. An echo is formed at the same
instant that the gradient is turned off (f = T,). The schematic depiction
of the RF pulse only indicates the envelope or amplitude of B,(t) (see
Equation 1.20). The high-frequency oscillation of B, at ® ~ ®, is not
shown. Note that truncation of the sinc function distorts the rectan-
gular slice profile. We have ignored such effects in this discussion.
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Outline of a sequence for 2D Fourier transform imaging. The first RF
pulse in the presence of a gradient (G.2) excites one rectangular slice
of the sample (see Figure 1.16). The second RF pulse at t = T gener-
ates a spin echo that peaks at time t = 21. A phase-encoding gradient
(G. =G) applied during the first free evolution period establishes
a gradient in the phase of the transverse magnetization along the
y-axis. Each time this sequence is repeated, a different phase encoding
gradient is employed. An orthogonal read (or frequency-encoding)
gradient (G, = G.X) is then applied while the echo is acquired. The read
gradient causes the transverse magnetization to dephase, and thus an
extra gradient pulse is applied along x during the first free evolution
period to compensate. The net phase shift caused by the read gradi-
ent at the echo maximum is thus zero. In practice, refinements to this
basic scheme (such as the use of a selective 180° RF pulse) are often
either necessary or desirable.

follows: A gradient G, is first applied in the plane of the
slice for a time period .. This establishes a gradient in
the phase of the transverse magnetization as it under-
goes free precession. This gradient is consequently
referred to as a phase-encoding gradient. Next, a 180°
RF pulse is applied at time t = 1 > 7, to invert the phase
of the precessing magnetization (relative to the phase
of the pulse). A second gradient G, is then applied in
the plane of the slice but perpendicular to G,, in antici-
pation of the spin echo generated by the 180° rotation.
This gradient is known as a read gradient’ because it is
applied during signal acquisition.

As a concrete example, assume that a rectangular slice
of thickness Az has been selected perpendicular to the
z-axis and that G, and G, happen to be applied along the
x and y axes, respectively. The recorded signal (analogous
to Equation 1.19) in the vicinity of the echo is of the form

" It is also referred to as a frequency-encoding gradient, in connec-
tion with the manner in which it is employed for Fourier transform
spectroscopy. For imaging, signals are processed in terms of the
spatial modulation of the magnetization in the sample (k-space)
rather than frequency.
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S(t > 1) = j MO @explitk, (D +k,)le ™ (1.21)

sample

where k. (t) = y(2t — #)G, and k, = 1,G, are interpreted
as components of a wave vector, describing the spa-
tial modulation of the magnetization in the sample.
Equivalently, the recorded signal represents

Sk, ky) = J‘ M (r)explitk.x +k,)le ™

sample

(1.22)
=Az I M (x, ) explilk.x +k,y)]e "™

slice

at a fixed value of k, and over a range of k,. More gen-
erally, ignoring attenuation and assuming S(kk,) is
known for all values of k, and k,, the 2D inverse Fourier
transform of Equation 1.22 is M!(x,y)Az o« M{(x,y),
which is the desired 2D spatial distribution of nuclear
magnetization in the slice.

In practice, the sequence shown in Figure 1.17 is
repeated N, times for evenly spaced values of k, cor-
responding to phase-encoding gradients in the range
~Gmax < Ge < Gy Each iteration probes S(k,k,) for
evenly spaced values of k, set by the sampling rate f,
and the acquisition time. The result is a 2D Cartesian
array of data spanning a range of “k-space,” as shown in
Figure 1.18a. The (discrete) 2D inverse Fourier transform
of these data corresponds to a 2D image of the trans-
verse nuclear magnetization in the slice. The FOVs in the
direction of the read gradient and the direction of the
phase-encoding gradient are f,/(yG,) and N,./(2yt.G ..,
respectively.

Ak: resolution

EIN

—> Phase encoding

|
4,] L— 8k: FOV

(a) =—— Readout (b)

FIGURE 1.18

Examples of trajectories for 2D k-space sampling. (a) Cartesian map-
ping of the plane is obtained from a series of data acquisitions, each
with different phase encoding in the y-direction. (b) Radial mapping
is obtained from acquisitions along different azimuthal directions,
each one of which samples the center of k-space.

k-SPACE IN MRI

The signals that are detected and recorded in MRI
do not usually come from localized regions of the
sample or subject. Rather, they represent spatially
modulated depictions of the nuclear magnetiza-
tion integrated over the entire volume to which the
receive coils are sensitive. This spatial modulation
is imposed and controlled by the linear magnetic
field gradients that are applied and can be charac-
terized by a wave vector k. A mathematical analy-
sis of this problem shows that the detected signals
are nothing more than Fourier transforms (or a
spatial frequency representation) of the nuclear
magnetization distribution that is being imaged.

The space in which the components k, and k, of
the wave vector k are the natural parameters of the
recorded signal S(k,k,) is conventionally referred
to as k-space or reciprocal space. As long as enough
data are acquired to characterize S(k,,k,) in recip-
rocal space, one need only perform an inverse
Fourier transform to reconstruct an image of the
magnetization distribution in real space [75-78].

Imaging sequences, such as the one shown in
Figure 1.18, are often thought of as being recipes or
instructions for acquiring data that span k-space.
Strictly speaking, standard receive coils only sense
the average nuclear magnetization and hence
only monitor the centre of k-space. It is actually
the Fourier transform of the magnetization that
traverses k-space as the imaging sequence is exe-
cuted. Nevertheless, all of the information needed
for image reconstruction is still acquired.

The concept of k-space or reciprocal space is
commonplace in disciplines such as crystallogra-
phy, solid-state physics, and optics. Often one is
able to view or resolve key features of a complex
system much more clearly in k-space than in real
space. An important example is the phenomenon
of Bragg diffraction, which occurs when coherent
short-wavelength radiation is scattered from the
lattice planes of a crystalline solid or other periodic
structure. This is not the case in MRI. Generally,
little or no useful information is evident when one
looks at raw k-space MRI data. It is only when the
real space image is reconstructed that useful infor-
mation is revealed.

Many variants of this basic strategy exist. For exam-
ple, the spin echoes generated by the sequence shown
in Figure 1.17 are readily replaced with gradient-
recalled echoes, which in some cases are useful for
fast imaging. Even faster rates are possible when echo
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trains are formed after each excitation. In this way a
different phase-encoding gradient can be used each
time the magnetization is refocused, enabling rapid
passage through k-space. This is the basic idea behind
echo-planar imaging. Other approaches include radial
acquisition schemes, as suggested in Figure 1.18b.
These enable frequent resampling of the center of
Fourier space, which can be used to help minimize
movement artifacts to which other sequences are
susceptible. It also permits fast time resolution using
sliding window methods. Yet other strategies for
acquiring data in k-space employ spiral (or interleaved
spiral) trajectories or partial (e.g., half-plane) acquisi-
tion schemes [79].

1.3.3 Contrast

As described, the imaging strategies outlined in
Sections 1.3.1 and 1.3.2 all have one thing in com-
mon: the acquired signal—and hence the image that
is generated—nominally reflects the local magnetiza-
tion density in the sample or subject. If proton NMR
is employed, the signal strength scales with the den-
sity of H atoms, which are abundant in the water and
lipids of all tissues. As a result, these strategies yield
anatomical images with poor contrast and are of little
use from a clinical perspective. It is only when they are
“tuned” or modified to probe physical processes that
are tissue-specific that the real potential of MRI is real-
ized. Sensitization—or “weighting”—of the acquired
signal to these processes can yield significantly
enhanced contrast between organs with similar proton
density, or between regions characterized by normal
and pathological behavior. A brief summary of com-
mon image weighting schemes is given below. Much
more information can be found in later chapters.

Sensitization of acquired NMR signals to nuclear
relaxation—irreversible processes characterized by the
phenomenological parameters T} and T,—is the most
obvious and most widely employed method of enhanc-
ing image contrast. In fact, Lauterbur’s original demon-
stration of 2D MRI included a Tj-sensitized image [1].
And, in connection with this image, he noted that longer
than normal values of T; had been observed in malig-
nant tumors [80].

T, weighting of images is naturally obtained when
the sequence repetition time Ty (or TR) is comparable
to the longitudinal relaxation time. Endless repetition
of the sequence under these conditions does not provide
enough time for the magnetization to return to thermal
equilibrium between iterations. As a result, the steady-
state magnetization is suppressed relative to its thermal
equilibrium value M, such that
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o]
o 2]

where 8 is the tip angle of the RF pulse (see Figure 1.4).
For appropriate choices of 6 and T, the magnetiza-
tion in regions characterized by short values of T; will
recover more than that in regions characterized by long
values of T;. They will thus provide larger amplitude sig-
nals and ultimately be rendered as more intense regions
on an image. In normal tissues, fat (lipids) is charac-
terized by shorter values of T; than water, and thus it
appears white in T-weighted MR images. Thus, cerebral
white matter appears white on a T;-weighted MR image
because it contains more lipids than does gray matter.
T, weighting of images is obtained when the echo for-
mation time T, (or TE) is comparable to the transverse
relaxation time T,. Under these conditions, significant
irreversible dephasing of the transverse magnetization
occurs between the initial RF excitation (tipping pulse)
and the measurement of the signal amplitude. This
effect is responsible for the factor exp(—t/T,) appear-
ing in the various expressions for S(f) and S(k,, k,) in
Section 1.3.2; when t = T, ~ T,, the resulting signal
attenuation becomes significant. This is precisely the
opposite of the effect observed for T; weighting. That
is, regions characterized by strong T, relaxation yield
relatively weak NMR signals and are rendered as being
dark on a T,-weighted image. Regions characterized by
strong T relaxation yield relatively strong NMR sig-
nals and are rendered as being bright on a T;-weighted
image. Lipid-rich regions tend to be characterized by
stronger relaxation (both T, and T,) than water-rich
regions. They thus tend to appear relatively brighter in
T;-weighted images and darker in T,-weighted images.
The intrinsic T;- or T,-weighted contrast induced by tis-
sue structure or pathology is not always strong enough
to reveal features or to enable a sensitive and specific
diagnosis. In such cases, it is sometimes possible to
enhance contrast through the introduction of paramag-
netic contrast agents. Gadolinium-based contrast media
injected into the bloodstream, for example, enhance T;
relaxation and yield a local increase in T)-weighted sig-
nal intensity wherever blood perfusion is present. Small
iron oxide and other superparamagnetic particles, on
the other hand, enhance T, relaxation and lead to a cor-
responding decrease in T,weighted signal intensity
wherever they are present. The use of contrast agents in
MRI is discussed in Chapter 3.
A third physical process that can be used for image
contrast is diffusion, as was discussed in Section 1.2.1.3.

M =M, (1.23)
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Like relaxation, diffusion naturally causes an irrevers-
ible degradation of NMR signal coherence. One method
for diffusion-weighting MR images involves adding a
bipolar field gradient pulse between the initial RF exci-
tation and the rest of the normal sequence. The purpose
of this bipolar gradient is to imprint a helix-like pattern
on the phase of the magnetization along the direction of
the diffusion-sensitizing gradient, and then unwind it.
If the nuclear spins contributing to the NMR signal are
stationary, this manipulation has no effect. However, if
diffusion occurs on the timescale of the pulse, the net
phase accumulated by a particular spin depends on the
(random) path it happened to follow in the interim. The
net result is an attenuation of the net transverse mag-
netization by a factor exp(-Dy’G’t}), where D is the
relevant diffusion coefficient, G is the sensitizing gra-
dient amplitude, and 14 is a timescale associated with
the duration of its application.” As with T, weighting,
regions characterized by significant diffusion yield less
signal than those characterized by little diffusion, and
are thus rendered as being darker.

Diffusive motions are often restricted. Atoms or mol-
ecules might be relatively free to wander short dis-
tances (“free diffusion”), but then encounter barriers
that impede longer range motion. In such cases, when
pulsed gradient NMR techniques are used to measure
D, an apparent diffusion coefficient (ADC) is observed. This
ADC is invariably smaller than the free diffusion coeffi-
cient, but the factor by which it is reduced depends on
the timescale over which the measurement is made. ADC
imaging of the brain is routinely performed in cases of
ischemic or hemorrhagic stroke (see Chapter 23).

An additional factor arises when the confining struc-
tures are anisotropic, as is the case with nerve fiber
tracts. In this case, ADC mapping can be performed as
a function of the direction in which the sensitizing gra-
dient is applied. The resulting diffusion tensor images
provide information about both the direction and the
magnitude of the underlying diffusion processes.
Pulsed-field diffusion tensor MRI of the brain enables
visualization of white matter fiber tracts and can be
used to map subtle changes associated with diseases
such as multiple sclerosis or epilepsy.

Further discussion of diffusion-sensitized MRI can be
found in Chapter 4. The same general strategies used to
characterize diffusion can be adapted to probe displace-
ments and velocities (flow imaging; Chapter 9 in Imaging

" An alternate and commonly employed variant of this measurement
involves the insertion of a time delay A between two short oppo-
sitely directed gradient pulses. In this case, the degree to which the
signal is attenuated by diffusion during this time period is char-
acterized by a parameter that is conventionally referred to as the
“b-value,” as discussed further in Chapter 4.

of the Cardiovascular System, Thorax, and Abdomen) and
have many applications to angiography.
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2.1 Introduction: The Basic of MRI to
Introduce the Macroscopic M

MRI is one of the most important technical tools for
the diagnostic process developed in the recent period.
Modern MRI systems provide highly detailed images
of tissue in the body with fast scan, reducing the exam-
ination time for the best comfort of the patient. With
the MR, it is possible to study the human body and the
internal organs producing high-quality images with-
out the use of ionizing radiation. This imaging tech-
nique is based on the resonance physics phenomenon
that practically is the way to exchange energy between

physical systems at particular frequencies, which is the
characteristic, in some way, of these systems; these fre-
quencies are called natural frequencies of the system.
Under these conditions, energy flows from one system
to the other with none or little dumping and can be
efficiently stored by the living matter under investiga-
tion. The relaxation phenomena of the living matter
can give much information to be used for the image
construction.

The resonance phenomenon can occur between
mechanical waves and vibrational physical systems
like diapason, for example, and at the level of electrons
and nuclear spin interacting with electromagnetic (EM)
microwaves and radio waves.
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In order to acquire information about the structural
and functional properties of the molecules in biofluids,
tissues, and organs in living systems, the nuclear mag-
netic resonance (NMR) technique can be used. Such
information can be acquired from in vitro samples, for
example, liquid mixtures of molecules contained in
particular tubes, from samples in the solid state with
appropriate coils (or probes); furthermore, molecular
properties can also be acquired directly on the living
tissues and organs (in vivo) in order to obtain morpho-
logical and functional images of tissues and organs.
Several kinds of nuclei have the possibility to get cou-
pled to the EM field: they are the ones without zero spin
values. For these systems, characteristic frequencies of
resonance are generated putting the matter into a static
magnetic field. The most important nucleus in the NMR
is the proton, with the nucleus of the hydrogen usually
indicated by 'H. 'H has the spin value S = 1/2; hydrogen
atoms have an inherent magnetic moment as a result of
their nuclear spin. When placed in a strong magnetic
field, the magnetic moments of these hydrogen nuclei
tend to align along the B, direction with a motion of pre-
cession defined by the Larmor frequency; part of these
spins align with a precession motion along the same
direction of B, and part align in the opposite direction
creating a two-level energy system (Figure 2.1).

This balance, maintained by the thermal agitation,
generates a net magnetization because a little amount
of spins prefers to stay in the lower energetic state; the
net magnetization is the sum over all spins of the micro-
scopic magnetic moments. We can represent the preces-
sion motion in a particular reference frame, a system
rotating at the same precession of the spin and magne-
tization. In this reference frame, M is a vector aligned
along B, (Figure 2.2).

For the physics of nuclear spins, we will return later
on the references systems; for the moment, we can con-
sider the one in which spins are aligned to B,

For the bare hydrogen, the characteristic frequency of
precession defined as the Larmor angular velocity, at
the 1 T magnetic static field is

FIGURE 2.1
Spins motion and directions of reference.

Image Principles, Neck, and the Brain

- f\?
B,| By T Va
é ¥ N
LT L K

Lab frame Rotating frame

FIGURE 2.2
Spins behavior and reference frames.
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In this way, protons can exchange energy with EM
wave through the coupling of the nuclear magnetic
moment and the magnetic component of the EM wave;
the exchanged energy corresponds to the transition of
the spins from the lower energy level to the higher level
(Figure 2.3).

This energy corresponds, in the EM spectrum region,
to radiofrequency (RF) waves (Figure 2.4).

So, the EM field can be coupled to the biological mat-
ter protons at the characteristic frequency of the Larmor
precession of the net magnetization M around the static
magnetic field B,. With the term characteristic, we indi-
cate that it depends on the nucleus considered, proton,
carbon, phosphorus (all nuclei with not null magnetic
moment) and, most of all, on the applied magnetic field.

From the macroscopic point of view, the physical
entity of interest in MRI is the magnetization vector M
and its components Mp and M,.
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Electromagnetic spectrum.

The magnetization Mp (sometimes also indicated by
the symbol M, to emphasize the relation with B) of
the substance is the average of all the spin magnetic
moments of each atom ;. We write

Mp ZZ}M

which is pointed along of the z-axis.

The dynamic of the M vector is totally described
by the phenomenological Block equations. In order to
derive these equations, we have to consider the physical
status of the spins. Thermal equilibrium defines, in the
interaction spins-EM field, the distribution of the hydro-
gen spins on the two energetic levels as described the
Maxwell-Boltzmann distribution:

~(AE/RT)

N,
— =poBe
N Hobo 2.2

2

The projection of this vector along the z direction
defines the Mp or M. In order to produce a detectable
time-varying signal to process by means of the MRI
system, it is mandatory to rotate the M, vector in the
plane orthogonal to z. Proper stimulation by means
of a resonant magnetic, or an RF field at the resonant
frequency of the hydrogen nuclei, can force the mag-
netic moments of the nuclei to partially, or completely,
tip into a plane perpendicular to the applied field. The
angle of this rotation is called the flip angle and indicated
by FA; this rotation is strictly related to the temporal
duration of the pulse. This is the excitation process of
the biological and living matter at the resonance condi-
tion or phase concordance between radiation and spins.
These RF pulses are indicated with the B,(t) expression
after the B symbol for the static magnetic field. The pre-
cession motion complicates the real motion of the M in
the laboratory frame (Figure 2.5). But the dynamic of
the M vector, when an RF pulse is acting on the spins
(exchange of energy in resonant mode), can be decom-
posed as a rotation of M around the z-axis and a change
in the angle between z and M (FA), called nutation. This
composite motion can be represented by a conic helix
trajectory of the M vector in the lab frame with para-
metric equations (Figure 2.6):

FIGURE 2.5
Precession of the M vector in the lab system.

FIGURE 2.6
Conic helix trajectory of M vector in the laboratory frame.
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FIGURE 2.7

Effects of RF pulse P90 for the M orientation.
x(t) = (Ry(1—1) + Ry)sin(N2nt)
y(t) = (Ry(1—1) + Ry)cos(N2nt) (2.3)

z(t) = Ht
The motion of M toward the x—y plane is the one of

interest for the description of the transversal magneti-
zation generation (Figure 2.7).
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So, the hydrogen atoms, which are abundant in tis-
sue, are placed in a strong magnetic field B, and then
excited by a resonant magnetic excitation pulse B(f)
applied as long as needed to rotate magnetization;
after the B(t) field is switched off, the spin relaxation
process starts, and the net magnetization laying in the
x—y plane begins to decay due to the local spin—spin
interaction. Meanwhile, due to the spin-lattice interac-
tion, there is a loss of energy toward the bulk of matter
related to the tissue nature and to the physical state of
the matter in the tissue, and the longitudinal magneti-
zation begins to rise. Spin—-spin and spin-lattice inter-
actions are different phenomena. Parameters of these
phenomena are different: they contribute to the loss of
magnetization along the x—y plane and to the recovery
of the M, magnetization, and they depend on the tissue
nature and on its physical status. The magnetization
Mp (sometimes also indicated with the symbol M, to
emphasize the relation with B,) of the substance is the
average of all the spin magnetic moments of each atom

W, We write
oy

which is pointed along the z-axis.

The field B,(t) exerts a torque force on the vector M,
leading it to the y-axis (Figure 2.8).

Then, the relaxation phenomena give back the energy
absorbed from EM wave, transporting the RF pulse to
the external environment with all the information about
the location and the physical status of the nuclear spins.
But the relaxation is a double process: spins lose the
coherence, and the summation of the spins generating
the M, magnetization decreases (Figure 2.9).

&

FIGURE 2.8
Transversal magnetization M after P90 RF pulse.
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FIGURE 2.9
Dephasing of nuclear spins.
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At the same time, but with different time constant, the
Mp starts to recover toward the initial value M,,.

Meanwhile, the longitudinal magnetization begins
the recovery process, but with a different temporal con-
stant T;, due to the interaction of the spins with the bulk
of tissues (Figure 2.10).

In the frame laboratory, the magnetization vector M
rotates in the x—y plane and in the z—y plane. Rotational
motion in the x—y plane is not related to an energy
exchange, so we can imagine a frame transforma-
tion to put in rotation the xyz frame around the z-axis
to hide this behavior of B,(t). This is called the rotating
frame. In the rotating frame, the magnetization vector
M rotates only in the z—y plane without precession. The
properties of interest of the living matter are resumed
by the macroscopic magnetization M and its dynamic;
the information used to realize images with structural
and functional informative content is derived by the
dynamic of the M vector equations. M is the net mag-
netic moment per volume unit (a vector quantity) of a
sample in a given region, considered as the integrated
effect of all the individual microscopic nuclear magnetic
moments [;. M will be the actor of our play in MRL

The microscopic magnetic moments and the macro-
scopic magnetization are vectors, entities endowed by
intensity, line, and direction of action and phase. As
usual, in order to work with these entities, it is better
to define the reference work system used: the natural
frame reference for MRI study is the laboratory system
where a left-hand system is defined by the z direction
along the B, field direction and x and y are oriented as
shown in Figure 2.11.

z z z

V4 y ¥ Y ¥ Y

x x x
FIGURE 2.10
Longitudinal magnetization recovery. Please note that in this repre-
sentation, transversal magnetization is not reported; in this way, we

highlight that longitudinal and transversal magnetization vary with
different physical phenomena and different time constants.

Y
z
x

FIGURE 2.11
Spatial orientation in MRIL
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In this frame, as mentioned before, the motion of M is
complicated by the precession phenomenon. The same
complication arises considering the excitation of the
magnetization with the RF pulse. The equation for the
M dynamic, in the laboratory reference frame, is

M
dt

lab

- Mx (w;) (24)

The helical motion of the M vector in the lab frame can
be simplified applying the transformation group of rota-
tion. If we consider that it is possible to define a new
reference frame rotating in the x—y plane with angular
speed ®, we can define the previous equation in the
rotating frame, and it is possible to demonstrate

M
dt

rotating

—(0— )M x z 2.5)

If the rotation speed is equal to the Larmor frequency,
then temporal derivative is null and M becomes a sta-
tionary vector. The same transformation can be applied
to the RF pulse (in order to produce the alignment of
the magnetization in the x—y plane), and simplifications
of the same level can be introduced for the RF pulse
description. The dynamic of the RF pulse B,(f) in the lab
system is

By(t) = xB,(#) cos(wh) — yB, () sin(wt) 2.6)
and in the rotating frame is
Bi(t) = XB,(t) 2.7)

The rotating frame introduces a great amount of simpli-
fication in equations and formulas, and it is useful for
the discussion about the relaxation process of the M net
magnetization.

The most important phenomena for the use of MR
in the investigation about the matter structure are the
relaxation mechanisms of M that happens after the trun-
cation of the EM (no-ionizing) fields exciting the living
tissues. Generally speaking, living tissues and mol-
ecules should be transparent to the EM window of the
RF and this part of the radiation spectra should not be
able to exchange energy with the molecules. But using
a static magnetic field, molecules are able to exchange
energy with the EM field in the region of the RF and tis-
sues become opaque to RF in different ways related to
the status of the molecule bulk. In this way, it becomes
possible to excite selectively the living matter and to
record the relaxation MRI signal, which brings a lot of
information about the molecules status.

The relaxation of the macroscopic magnetization is
a dynamic phenomenon. This dynamic is different for
each kind of tissue, and it is related to the bulk physi-
cal status, the molecular environment, in addition to
the spin parameters. By using the RF pulses and a slow
controlled linear variation of the static magnetic field, it
is possible to manipulate the status of the single nuclear
spin and the level of coherence between each other; from
the macroscopic point of view, we can manipulate the
M dynamic in the excitation and relaxation period. It
is important to highlight that the possibility to manipu-
late the signals in imaging to produce images of interest
has its maximum expression in the MRL only the MRI,
with the great amount of free parameters characterizing
the phenomenon gives to researchers the possibility of
acting on tissues and receiving different signals with
different information.

2.2 Bloch Equations for the Macroscopic
Magnetization (M) Dependences:
From Protons to Echo Tissues
Signals (Intrinsic MRI Parameters
Fast Description: T, T, T,* PD)

Usually, in MRI we do not deal with microscopic entities
as the spins: the vector used to describe the behavior
of the biological matter in the MRI scanner is the net
macroscopic magnetization M. As previously reported,
at the thermal equilibrium, M is a vector with a preces-
sion motion around the B, field (Figure 2.12).

We introduce a perturbation of the thermodynamic
equilibrium with the transmission of RF pulses for the
excitation of tissue’s nuclei. As previously represented,

FIGURE 2.12
M vector in the lab system.
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the RF pulses are labeled in the MRI theory as B(f) in
order to emphasize that it is a magnetic field time vari-
ant that is interacting with a nuclear magnetic spin. As
previously reported, RF pulses are EM waves in the RF
range of the spectrum.

During this energy transfer, part of the M is trans-
formed in M,-Mp is the result of the N,/N, fraction of
spin, orthogonally orientated to B,. Spins are in coher-
ent motion due to the B,(f) perturbation: Zeeman lev-
els are coherent energetic states. After the end of the
perturbation, that is, after the RF pulse is switched off,
the energy transfer from the EM wave to spins is inter-
rupted, thermal agitation of the spins starts to destroy
the coherence between spins, and this introduces a
decay of the orthogonal component of the M. At the
same time, part of the M, can be recovered in the z
direction and the longitudinal magnetization starts to
arise in this direction. Energy and coherence loosing are
relaxation phenomena. The most important parameters
of these phenomena are PD, proton density; T,, time
constant for the molecule-molecule interaction describ-
ing the orthogonal magnetization recover; and T}, time
constant for the molecule-bulk interaction, describing
the longitudinal magnetization recover. Furthermore, it
is possible to calculate the effects of local decreasing of
the T, values of tissues: in fact, the blood oxygenation
level dependent (BOLD) mechanism realizes the expla-
nation of a faster decrease of the local T, (called T,*) in
tissue due to the activation of the neurons located in the
brain area devoted to a task execution. Default brain
activity leaves other areas in the default state of activa-
tion with a usual signal of M, decreasing with the usual
T, time constant. These properties of interest can be all
used in the construction of images with morphological
and functional significance.

The molecule-molecule interaction is studied along
the B, field direction;, meanwhile, the molecule-bulk
interaction is better studied in the x—y plane orthogonal
to the direction of the B, field, that is, the z direction.
So pulses must be used to selectively orientate the mac-
roscopic magnetization. To produce an image with the
MRI system, we must first stimulate the hydrogen nuclei
in a specific region of the body. Excited nuclei, after the
end of perturbation, radiate in the space a signal in the
form of the EM wave until the energy absorbed during
the excitation phase is completely released; this is the
process called relaxation. Relaxation produces the NMR
signal used to create images of differentiated tissue
types and to produce images for MRI systems. So, initial
MR signal amplitudes are directly related to hydrogen
nuclei density in the tissue being imaged. Primarily, it
will be notable for the concentration of mobile hydrogen
atoms within a sample of tissue; the concentration of
hydrogen atoms in water molecules or in some groups
of fat molecules within tissues is defined by the term
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proton density (PD). Then, the relaxation process of the
magnetization determines the evolution of the MRI
signal.

The passage from the microscopic to the macroscopic
scale can be described by the summation:

M:Zui

So, from the time variation of each single spin magnetic
momentum expressed as

2.8)

di:uva

it 29

we arrive to the M vector dynamic after the summation
of 1 over the volume; this gives the following equation
of macroscopic magnetization dynamic:

Cl—lv[:MxyB

o (2.10)

as previously reported as Equation 2.4, that is, M preces-
sion along B with a frequency equal to » = VB.

Vector M, and its temporal derivatives, can be repre-
sented by the three vector components in the lab frame.
In order to relate the time evolution of magnetization to
the external magnetic fields and to the relaxation times,
Bloch equations can be used:

dAM,(t) ~ M)
T = Y(M(t) X B(t))x Tz

. Y(M(#)x B(#)), L 211)
AML() _ _ M) -My

The component along the z direction is called longitudi-
nal magnetization M, = M,,. The other two components
can be represented as a vectorial sum lying in the x—y
plane orthogonal to the z direction: for this reason, it is
represented as M .

The phenomenological Bloch equations explain the
evolution of the magnetization moment during its pre-
cession. The magnetic field B,(t) is time dependent, the
same as the magnetization moment M(t). The important
phenomenon related to the evolution of the magnetiza-
tion vector is the relaxation following the precession
induced by the excitation. As previously reported, two
different relaxation processes occur: the longitudinal
relaxation and the transverse relaxation.

As illustrated in Figures 2.9 and 2.10, interactions
between spins result in the destruction of the coher-
ence phase between spins, and in this way, the sum
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over the spin is incoherent and tends to decay toward
zero. Meanwhile, the energy absorbed by excitation is
released as a result of the energy exchanges between
spins and bulk, or lattice: spins excited to the upper
level come back to the lower restoring the M, = M| mac-
roscopic magnetization. It is really interesting to note
that time constants of these processes are quite different
because of different physics processes underlying the
phenomena.

Typically, the solution of the differential equation with
the form of Equation 2.2 has an exponential form; the
dynamics of the M, M, vectors are different and their
solutions will have different temporal constants. The
typical time evolution constant for the M|, is labeled T}
and the M, vector has a temporal constant labeled T,.
The graphical evolution of the two vectors is shown in
Figures 2.13 and 2.14.

The pure T, time constant is the observed decay
parameter of the FID because of the loss of phase coher-
ence among spins due to the spin-spin interaction for
the spin thermal agitation. But commonly, the coherence
loss is due to a combination of the static magnetic field
in homogeneity and spin-spin transverse relaxation,
with the result of more rapid loss in the transverse mag-
netization and MRI signal decay:

1 :l+Aw:l+yAB
L* T, T,

T,* depends on the local magnetic field nonuniformities
AB; due to this phenomenon, the protons precess at
slightly different frequencies. The T,* effect causes a
faster loss in spins coherence and transverse magneti-
zation, and the T,* time results lower than the T,.

In order to control the magnetization and weighting
the images in PD, T;, T,, and T,* defined as the intrin-
sic MRI parameters, we need to submit the matter to a
proper sequence of RF pulses and gradient waveforms.
The parameters used to describe the temporal proper-
ties of these sequences are called extrinsic parameters for

rect() 2A +

the contrast control: the number of pulses, the inten-
sity, the timing, the power of the pulses, and the gra-
dient shape and length allow the sequence designers
to realize a proper project of sequence to act on the
magnetization in order to produce the proper contrast
(Figure 2.15).

Before describing these parameters, we have to intro-
duce and discuss the electronic chain components
for the production and control of the RF pulses and
gradients.

FIGURE 2.13
Longitudinal relaxation.

FIGURE 2.14
Transversal relaxation.
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FIGURE 2.15
Principal gradient and RF pulses shapes.
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2.3 MR Hardware for Sequences
Production: Electronic Chain for the
RF System and Gradient System

Among the main hardware elements in the MRI scanner
systems that we can consider for the sequences descrip-
tion, there are static magnetic field and shimming coils,
gradient magnetic field coils, RF receiver—transmitter
coils, pulse waveform generator and timing, gradient
waveform generator and timing, frequency synthesizer,
amplificators and analog-to-digital—digital-to-analog
(ADC-DAC) converters, power unit, and the image sig-
nal processing unit.

A schematic representation of a scanner is shown in
Figure 2.16.

In order to have all the elements for the general com-
prehension of the MR], it is mandatory to have a look
at some important concepts related to the electronic
components listed before and related to some important
operations performed on the signals in MRI. Signals to
and from scanner must be digitalized, processed, and
stored. Electronic circuits at very high speeds perform
part of these operations. This is the reason why compa-
nies involved in the MRI scanner market spend a lot of
money in the electronic development for the new sys-
tems. The digital treatment of a signal is characterized
by some important issues: the analogical signal must be
measured with appropriate transducers (coils) function-
ing as receivers (or transmitters when they have to put in
resonance the nuclear spin); in the receiving process,
analogical signals must be sampled in order to allow the

Magnet and shim coils

Gradients and
RF inner coils

JZD

RF coils

L |
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storage on the electronic memory for the mathematical
treatment. At this stage, we tackle the problem of the
amplification of the signal: in some cases, the intensity
of the electric signal emitted by transducers could be
very low and it is necessary to provide amplification to
this signal in order to acquire, store, and process the
information in a proper way, avoiding storing noise.
The electronic components devoted to this operation are
the amplifiers. After amplification, the ADC provides
the conversion of that signal in a digital form easily man-
aged and stored by a computer. We also need to operate
the inverse operation and convert a digital signal gen-
erated by the MRI system in the analogical format. For
this operation, a DAC circuit is implemented in the elec-
tronic cabinets of the MRI system.

The analog—digital conversion is accomplished through
two basic steps: sampling and quantization. Given a suit-
ably amplified analogical signal, the sampling process
consists in measuring that signal for a number of times
per second, storing the measured values instead of the
signal itself (Figure 2.17).

The signal is measured at regular intervals with a
frequency-defined sampling frequency, which must
be twice as much as the max frequency in the signal
in order to avoid the lost of information about the sig-
nal (Nyquist theorem). In terms of time, the interval
between two sampling is called dwell time At, and it rep-
resents the inverse of the full readout bandwidth. The
readout bandwidth is the range of spin frequency in all
the field of views (FOVs). Quantization is the process
of mapping a large set of input values to a smaller and
countable set, such as rounding values to some unit of

Electronic signal
processing unit

Data bus
Data storage
Gradient x amplifier
RF pulse Gradients . Reconstructors
waveform waveform Gradient y amplifier
generator generator
Gradient z amplifier

Temporal bus

FIGURE 2.16
Flowchart of an MRI scanner.
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FIGURE 2.17
Sampling of the analogical signals.

precision. The difference between the actual analogical
value and the quantized digital value is called the quan-
tization error.

The signal coming out from transducers may con-
tain variations related to the information of interest
and some variations that are only noise. So, there is the
need to filter the signal as better as possible in order to
increase the part of the signal of interest and drastically
reduce the noise. This is called the digital signal processing.
Digital filters can be designed to operate the signal-to-
noise ratio (SNR) and as much as possible to improve
the quality of the image for the visual diagnostic pro-
cess or for the computer-aided diagnosis (CAD).

2.3.1 RF Electronic Unit

The EM waves used in the NMR and MRI technolo-
gies are in the EM spectral region of the RFs. This
wide range is named in such a way because some radio

transmissions are in this region. The usual radio sta-
tions for the music and news operating in the so-called
frequency modulation are in the MHz range, or thou-
sands of MHz. So the electronic terminology for the
radio transmissions is frequently used to describe the
process and equipment in MR. In fact, the operative pro-
cess to excite nuclei in the matter and to recoil the sig-
nals echoing from the matter is an RF transmission and
receiving process (Figure 2.18).

So, there is a part of the scanner, named transmitter,
used to generate the RF pulses necessary to exchange
energy with the hydrogen nuclei. The range of frequen-
cies in the transmit excitation pulse and the magnitude of
the gradient field determine the width of the image slice.
A typical transmit pulse will produce an output signal
with a relatively narrow bandwidth, about +1 kHz.

The shape of excitation wave in the time domain usu-
ally requires particular properties of the signal; for
example, some RF pulses are used to prepare the magne-
tization for a selective excitation in order to saturate the
energy level of some kind of biological matter to exclude
it from the generation of the signal in the de-excitation
of the matter. As reported in Section 2.3.3, these wave-
forms are usually digitally generated at the baseband
and then up-converted by a mixer to the appropriate
central frequency.

In electronics, a mixer or a frequency mixer is a non-
linear electrical circuit that creates new frequencies
from two signals applied to it (Figure 2.19).

Traditional transmitter circuitries require relatively
low-speed DACs to generate the baseband waveform,
as the bandwidth of this signal is relatively small. But
with recent advances in DAC technology, other poten-
tial transmitter architectures are achievable. Very high
speed, high-resolution DACs can be used for the direct RF

Schematic RF electronic chains
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RF receiver coil

Mixer

FIGURE 2.18
Electronic chains in MRI.
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FIGURE 2.19

Ideal mixer of RF signals.

generation of transmit pulses up to 300 MHz. Therefore,
waveform generation and up conversion over a broad
band of frequencies can be entirely accomplished in the
digital domain.

The biological matter excited by temporary RF pulses
starts a rebalance process to emit the acquired energy,
and this energy flows from the matter to the receiving
circuit in the scanner.

An RF receiver is used to process the signals from
the receiver coils. Recent MRI scanners have eight and
more receiving channels to process the signals from mul-
tiple coils. The signals range from approximately 1 to
300 MHz, with the frequency range highly dependent on
the applied-static magnetic field strength. The bandwidth
of the received signal is small, typically less than 20 kHz,
and is dependent on the magnitude of the gradient field.
A traditional MRI receiver configuration has a low-noise
amplifier (LNA) followed by a mixer. The mixer mixes
the signal of interest to a low frequency for conversion
by a high-resolution, low-speed, 12-32-bit ADC. In this
receiver architecture, the ADCs used have relatively
low sampling rates, below 1 MHz. Because of the low-
bandwidth requirements, ADCs with higher sampling
rates (1-5 MHz) can be used to convert multiple channels
by means of the time multiplexing of the receiving chan-
nels through an analogical multiplexer into a single ADC.
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Again, with the development of higher-performance
ADCs, novel receiver architectures are now possible.
High-resolution high-input bandwidth, 12-32-bit ADCs
with samples rates up to 100 MHz can also be used for
the direct sampling of the signals, hence eliminating the
need for analogical mixers in the receive chain.

2.3.2 Gradient Electronic Unit

After the basic description of the electronics used to
realize the RF pulses, we can now discuss the proper-
ties of the pulses. These properties are related to the
magnetization modulation for the contrast control in
the MRI. As previously mentioned, the MRI system
stimulates hydrogen nuclei in a specific plane selected
as slice in the body, and then determines the location
of those nuclei within that plane as they relax to their
ground state. These two tasks are realized using gradi-
ent coils with suitable shapes localized in the magnet.
These coils, controlled by a chain of electronics devices,
cause the magnetic field within a localized area to vary
linearly as a function of spatial location (Figure 2.20).

As a result, the resonant frequencies of the hydrogen
nuclei are spatially dependent within the gradient range
variation, and consequently, by varying the frequency
of the excitation pulses, it is possible to control the area
to be stimulated. After the interruption of the excitation
processes, the location of the stimulated nuclei precess-
ing back to their ground state, can be determined by the
emitted resonant RF and phase information.

An MRI system has gradient coils acting on the three
axes X, ¥, and Z. In a block diagram of the electronic
chain for the gradient system, there is a control unit
called the waveform generator, used to create a time-
controlled waveform. This digital signal is sent to a DAC
unit and then amplified, and directed to the proper seg-
ment of the gradient coil system.

To achieve adequate image quality and frame rates,
the gradient coils in the MRI imaging system must
rapidly change the strong static magnetic field in the

Gradients electronic chain

Gradient x amplifier

Gradient y amplifier

Magnet and shim coils

Gradient z amplifier

Gradient

amplifier

Gradients and
RF inner coils

FIGURE 2.20
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Schematic representation of the electronic chain for the gradients systems.
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area of interest. A power electronic supply unit is used
to drive the gradient coils. These electronic units oper-
ate at high voltage (up to few kilovolts) and high cur-
rent (several amperes). In addition to the high power
requirements, low noise and stability of the gradients
are really important because any ripple in the coil cur-
rent causes noise in the subsequent RF pickup. That
noise directly affects the integrity of the images.

2.3.3 RF Pulses and Macroscopic Net
Magnetization M Effects

We can start this section explaining that the RF pulses
can primarily be used to excite the magnetization, to
produce the inversion of this vector, and finally to refo-
cus the spins in order to produce coherence and macro-
scopic magnetization. RF pulses can also be used for a
saturation of undesired signals.

In order to better understand the use of the RF pulses,
we have to highlight some important aspects: the pulse
shape, the functionality of the pulse related to timing
and duration, and the selectivity properties in space and
in the spectrum. The duration of the RF pulse is also
called pulse width and is typically measured in seconds
or milliseconds. Regarding the pulse, it is also defined
as an RF bandwidth Af, measured in hertz, as a mea-
sure of the pulse frequency content and it represents
the frequency profile for spin manipulation. Another
parameter that is commonly used to describe the RF
pulse effects is the FA 6. The FA is usually measured in
degrees, and it describes the nutation angle produced
by the pulse on the magnetization M. For example, an
excitation pulse that tips the longitudinal magnetiza-
tion completely into the transverse plane has a FA of 90°,
and it is called P90 pulse. The FA is related to the dura-
tion of the pulse RF.

Another important parameter for the pulse property
description is the shape. Principal shapes of RF pulses
are described by the functions Rect and Sinc, with dif-
ferent mathematical properties that we do not treat in
this context.

A Rect pulse is a pulse shaped like a RECT function
in the time domain, which is zero for |t| > T; it is also
called hard pulse because it is time independent. On the
contrary, pulses that are time variant are defined as
soft pulses. Hard pulses can be used when no spatial or
spectral selection is required and are convenient because
the pulse length can be very short. Usually, hard pulses
are activated without a concurrent gradient. The band-
width of a hard pulse, however, is broad enough to
affect spins with a wide range of resonant frequencies.

A Sinc pulse is a pulse shaped like a SINC function in
the time domain, that is a sine x over x.

The excitation of the magnetization vector entails the
rotation of this vector from the magnetic field B in the

z direction to the orthogonal x-y plane. It is possible to
acquire an MR signal only if the signal is produced by
the x—y plane magnetization, and for this reason, all the
pulse sequences have at least one excitation pulse. This
kind of pulse is called P90 pulse because it moves the
M, vector completely in the plane orthogonal to the pri-
mary z-axis, rotating M, to 90°. Because the duration of
the pulse is related to the nutation angle, the doubling
of the duration leads to the inversion of the direction of
the M vector. This rotation can be applied to the mag-
netization M| and to the M, vector along each axis. Of
particular interest is the effect of the inversion applied
to M, after a short time since P90: M| begins to decrease
due to the dephasing action of the thermal agitation.
Loosing coherence in the motion, we will find the faster
spins in the external trajectory, as shown in Figure 2.21.

Operating the inversion along the y-axis as shown in
Figure 2.22, we have the a vector, which is faster than
b, still in the external position to b but now rotating in
the opposite direction. Spins start to recover ph