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Preface
It has been 10 years since the publication of the second edition 
of Circadian Physiology. Sales figures and comments from 
readers indicate that the book achieved its goal of serving as 
an accessible but comprehensive review of basic and applied 
research on circadian rhythms. A clear writing style and 
minimal requirement of background knowledge have allowed 
the book to serve both as a handbook for life scientists experi-
enced in other fields but interested in expanding their research 
efforts into the study of circadian rhythms and as a textbook 
for undergraduate and graduate students. A Chinese translation 
was published in 2011. A new, updated English edition is 
needed now.

Readers who grew up after the universalization of the 
Google search engine often expect to find everything through 
a single online query. This is not a reasonable expectation 
when it comes to scientific knowledge. Scientific knowledge 
is very specific and requires vetting by specialists using 
restricted databases. Broad-minded scientists are needed to 
summarize the overwhelming amount of information by 
writing or editing a book. Several excellent books on circa-
dian rhythms have been published in the past 10 years. Some 
are very readable but are targeted at general audiences that 
have no interest in physiological or molecular mechanisms. 
Others are very rigorous in content but lack comprehensive 
coverage of the field or adopt a writing style inaccessible to 
nonspecialists and students. Circadian Physiology remains 
the only book in press that successfully combines thorough 
and detailed coverage with an accessible writing style, providing 
a truly integrated view of the discipline that only a single-
author book can achieve. Of course, no book can provide 
truly exhaustive coverage of a scientific discipline, and readers 
interested in more detailed information about the topics covered 
in this book will benefit from the detailed referencing of 
original sources by bibliographic footnotes in each chapter. 
This approach is in line with the reasoning that a good 
textbook is not only an effective summary of the scientific 
literature but also a guided gateway to this literature.

The organization of this edition is similar to that of the 
first and second editions because it remains the most logical 
and didactical. The book is divided into five sections, each 
with several chapters (see figure). Section I covers historical 
and methodological topics in the study of circadian rhythms. 
Section II deals with the phenomenology of biological rhythms, 

i.e., the description of the multiplicity of rhythmic phenomena 
in living organisms, including infradian, circadian, and ultra-
dian rhythms. Section III addresses the physiological mecha-
nisms, both endogenous and environmental, that control 
circadian rhythms. Section IV provides an insight into the 
physical substrates of circadian rhythms at the level of organs, 
cells, and molecules. Section V covers the multiple applications 
of circadian physiology in the planning of optimal times for 
physical and intellectual activity, the prevention of jet lag, the 
management of shift work, the treatment of sleep disorders, 
and many other endeavors.

If one thinks of biological rhythmicity as something to be 
learned, the five sections of the book will answer five natural 
questions:

Section I: How do we study it?
Section II: What is it?
Section III: How does it work?
Section IV: How is it built?
Section V: What can it be used for?

The fundamentals of circadian physiology have not 
changed, of course, in the 10 years since the publication of the 
second edition. Major advances have been made in the past 
decade, however, and each chapter has been updated with new 
material. More than a thousand references have been added, 
bringing the total to more than 6000 references.

This third edition of Circadian Physiology, like the previous 
ones, is intended to be accessible to a wide audience. Brief 
reviews of essential principles in physiology, biochemistry, 
molecular biology, neuroscience, statistics, computer science, 
and philosophy of science are provided in Chapters 2 and 3 
as part of the discussion of research methods and data analy-
sis procedures in circadian physiology. Beyond these essen-
tial principles, the required background knowledge generally 
does not exceed that expected of first-year university students 
or scientists from other fields of inquiry (and, when it does, 
additional background material is provided). As much as 
I tried to make all chapters equally readable, however, read-
ers with different backgrounds may find some chapters to be 
“denser” than others. For readers who are medical or psycho-
logical practitioners, I must point out that this book was writ-
ten from the perspective of circadian physiology, not circadian 

Section I
History and

Methods

Section II
Phenomenology

Section III
Mechanisms

Section IV
Substrates

Section V
Applications
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pathology. Thus, the five sections of the book, and the chap-
ters within them, are arranged according to basic biological 
processes, not according to disease types. Section V discusses 
important medical applications of circadian physiology, but I 
cannot, of course, claim to have covered circadian pathology 
exhaustively.

Professors adopting this edition of Circadian Physiology 
as a textbook will notice that 17 chapters are 2 chapters more 
than the 15 weeks of a typical university course. I felt that 
forcing the material into 15 chapters would disrupt the natu-
ral organization of the topics covered in the book without 
providing any real benefit, as many professors do not place 
equal emphasis on every chapter and often skip a few chapters 
or combine two chapters in one week. The choice of how to 
organize the course should rightfully remain the prerogative of 
the professor, not of the author of the textbook. Arrangement 
of the material into 17 thematically oriented chapters allows 
the book to present a well-organized view of the field that will 
be valuable not only to students but also to general readers, 
medical practitioners, and life scientists who are expanding 
their research programs into the study of circadian rhythms. 
Readers will notice that Chapters 8, 11, and 17 are consider-
ably shorter than the others; they remain as separate chapters, 
however, for organizational reasons.

To facilitate its use as a textbook, this book contains 
summaries, suggestions for further readings, directions 
to pertinent websites, and exercises at the end of each 
chapter. A  brief Assessment of Learning section, with 20 

multiple-choice questions, appears after the last chapter. 
A companion CD provides computer programs designed to 
offer practical experience in a variety of topics. Instructions 
for software installation are given in a separate section 
before the first chapter, and programs for data analysis—
and tutorials and simulation programs—are introduced at 
the appropriate points in the various chapters. A diction-
ary of circadian physiology—with information on meaning, 
etymology, and pronunciation—is included at the end of the 
book. For the benefit of international readers, the d ictionary 
includes a table of equivalency of major circadian physi-
ology terms in eight foreign languages. Also included are 
lists of standard international units of measurement and of 
conversion factors for various British units that are still in 
use in the United States. Readers—both researchers and 
 students—are also encouraged to visit my laboratory’s web-
site (www.circadian.org) and to use the e-mail link to send 
me queries about specific issues.

Although it is unrealistic to expect that every reader 
will fall in love with this book, I hope that all readers will 
enjoy and benefit from reading it as much as I enjoyed and 
benefited from writing it. I believe that I have not only 
compiled a rigorous, scholarly selection of facts and theo-
ries in circadian physiology—with thorough documenta-
tion through figures and references—but have also clearly 
conveyed the importance and the fascination of past and 
current studies on the all-encompassing process of circa-
dian rhythmicity.

http://www.circadian.org
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xix

Software Installation
A CD containing the circadian physiology software pack-
age accompanies this book. Although the book can be read 
independently of installation and use of the software pack-
age, one’s reading experience will be greatly enhanced by 
completion of the computer exercises that appear at the end of 
most chapters. Also, researchers interested in data analysis of 
circadian rhythms will benefit from the various data analysis 
programs included in the package. This section of the book 
explains how to install the software package and provides 
general information about its use.

HOW TO INSTALL THE SOFTWARE

RequiRements

The programs will run under the Windows operating sys-
tem. Despite recent gains in the mobile phone sector, the 

Mac OS continues to account for less than 7% of the desk-
top operating system market share, so that the develop-
ment of separate versions of these programs for the Mac 
OS is not practical. The Setup program will automatically 
install the software package in personal computers running 
under Windows 10 or older versions back to Windows 95. 
For installation in network computers, users should consult 
their network administrator, who should read the Readme 
file in the distribution CD. Memory and disk space require-
ments are modest (no more than 40 Mb of RAM and 40 Mb 
of free disk space are required). A computer mouse (or 
equivalent) is required, but a printer is optional. Multimedia 
functionality (sound card and speakers) is required for only 
two of the programs.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

PRoceduRe

Insert the Circadian Physiology CD in your CD drive. If 
the drive is set to automatically read the CD, Setup will 
start automatically. Otherwise, navigate to the CD and run 
the Setup program. Follow the simple on-screen instruc-
tions. At the end of the installation, a Shortcut will be placed 
on the Desktop. If you cannot find the Shortcut, see the 
Troubleshooting section.

HOW TO USE THE SOFTWARE

All programs and data files will be located in the folder 
“\Program Files\Circadian” unless you designated a differ-
ent folder during installation of the program (sample data 
files will be in the subfolder “\Data”). To simplify opera-
tion of the software package, you should use the banner 
program Circadian to access the other programs. You can 
start Circadian by double-clicking on its Shortcut icon on 
the Desktop.

When you start Circadian, a banner will appear at the 
top of your screen. The banner contains mini icons of the 
various programs (see figure). To run a program, just click 
on its mini icon. A single click is enough. To see a brief 
description of the program before activating it, rest the 
mouse pointer on the program’s icon. For your convenience, 
the brief descriptions are listed in the following table. The 
table also indicates which chapters contain exercises involv-
ing each of the programs. Detailed descriptions of the data 

analysis programs (i.e., programs 1 through 10) are given in 
the main text of Chapter 3.

No. Name Description Chapters

1 Plot Plots data as Cartesian plots or 
actograms

2, 3, 7

2 Moving Calculates moving averages 3

3 Onecycle Detects temporal pattern of a single 
cycle

4

4 Rhythm Detects rhythmicity in a data set 4

5 Fourier Conducts spectral analysis 4

6 Rayleigh Detects periodicity in a series of 
events

4

7 Acro Calculates acrophase, mean level, 
and amplitude of a rhythm

5

8 Tau Calculates circadian period by 
chi-square periodogram

5

9 LSP Calculates circadian period by 
Lomb–Scargle periodogram

5

10 Cosinor Calculates all parameters of a rhythm 5

11 Free-run Demonstration of free-running 
rhythms

12

12 Wave Tutorial on periodic processes 3

13 Entrain Tutorial on entrainment of circadian 
rhythms

7

14 PRC Compilation of phase response 
curves

7, 8

15 Model Computer model of circadian 
pacemaker

6 through 8

(Continued)
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No. Name Description Chapters

16 Jet-lag How to minimize jet lag 15

17 Health How to control your own clock 14 through 17

18 Bioclock Listen to music (Bioclock 
Rhapsody)

17

19 Organism Convert species names 9

20 Close the banner program

If you have just installed the software package and are impa-
tient to test it out, you may want to try the program Bioclock 
(number 18). This program simply plays the musical composi-
tion Bioclock Rhapsody and does not require any background 
reading. All other programs are introduced at the appropriate 
point in the various chapters of the book.

The menu bar in each program (except Bioclock) con-
tains a Help item. Clicking on the Help item will provide 

you with a general description of how the program operates. 
More detailed instructions are given in the end-of-chapter 
exercises (see table). If you plan to analyze your own data 
sets, you must be aware that the data analysis programs 
(i.e., programs 1 through 10) expect data files in a specific 
format. For equally spaced time series, standard ASCII files 
(text files with one value per line) are required. For unequally 
spaced time series (which include time series with missing 
values), files must contain two values per line separated by 
a space (ASCII 32): a time tag and the value to be plotted or 
analyzed. The time tag must be in 24-hour clock mode (e.g., 
22.5 for 10:30 p.m.). If the file contains more than 1 day, the 
clock may be reset to 0 at midnight each day. Sample data 
files are provided with the software package, and you may 
inspect them with a word processor to verify the file format. 
The sample data files are described in the Exercises at the 
end of the various chapters and are also listed in the follow-
ing table:

File Time Tag? Length Description 

A01.txt No 7 days, 6-minute resolution Body temperature (°C) of a Richardson’s ground squirrel

A02.txt No 8 days, 6-minute resolution Body temperature (°C) of a degu (noisy record)

A03.txt No 36 days, 6-minute resolution Running-wheel activity (revolutions per 6 minutes) of a golden hamster

A04.txt No 29 days, 6-minute resolution Running-wheel activity (revolutions per 6 minutes) of a golden hamster

A05.txt No 42 days, 6-minute resolution Body temperature (°C) of a laboratory rat

A06.txt No 19 days, 6-minute resolution Locomotor activity (beam breaks per 6 minutes) of a pill bug

A07.txt No 6 days, 6-minute resolution Heat production (W) of a fat-tail gerbil

A08.txt No 20 days, 6-minute resolution Computer-generated cosine wave, no noise

A09.txt No 20 days, 6-minute resolution Computer-generated cosine wave, 60% noise

A10.txt No 20 days, 6-minute resolution Computer-generated cosine wave, 85% noise

A11.txt Yes 10 days Computer-generated cosine wave, no noise

A12.txt Yes 10 days Computer-generated cosine wave, 60% noise

A13.txt Yes 10 days Computer-generated cosine wave, 85% noise

A14.txt Yes 7 days Body temperature (°C) of a laboratory rat

A15.txt Yes 7 days Body temperature (°C) of a laboratory rat

A16.txt No 7 days, 6-minute resolution Body temperature (°C) of a fat-tail gerbil

A17.txt No 7 days, 6-minute resolution Body temperature (°C) of a tree shrew

A18.txt Yes 1 day Locomotor activity (counts per 6 minutes) of a 13-lined ground squirrel

A19.txt Yes 1 day Body temperature (°C) of a man

A20.txt No 34 days, 6-minute resolution Running-wheel activity (revolutions per 6 minutes) of a domestic mouse with a light-induced 
phase shift on day 23

A21.txt No 29 days, 6-minute resolution Running-wheel activity (revolutions per 6 minutes) of a domestic mouse with a light-induced 
phase shift on day 14

A22.txt No 43 days, 6-minute resolution Running-wheel activity (revolutions per 6 minutes) of a Nile grass rat transferred from DD to 
LD on day 26

A23.txt No 30 days, 6-minute resolution Running-wheel activity (revolutions per 6 minutes) of a golden hamster under LD 7:5 
(LD included in the file)

A24.txt No 33 days, 6-minute resolution Running-wheel activity (revolutions per 6 minutes) of a domestic mouse transferred from LD to 
DD on day 17

A25.txt No 10 days, 6-minute resolution Computer-generated cosine wave with periodicities of 24 and 12 hours

A26.txt No 10 days, 6-minute resolution Computer-generated cosine wave with periodicities of 24, 12, 10, and 6 hours

A27.txt No 10 days, 6-minute resolution Computer-generated cosine wave with periodicities of 24.5 and 23.5 hours

A28.txt Yes 2 days Air relative humidity (%)

A29.txt No 8 days, 3-hour resolution Plasma urea concentration (mmol per liter) of a goat

A30.txt No 4 years, 1-day resolution Mean daily temperature in Chicago from January 1999 to December 2002
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TROUBLESHOOTING

Although all programs in the package have been extensively 
debugged, the possibility of minor errors cannot be ruled out. 

Should you have difficulties in using the software, refer to the 
following table that lists some of the most common problems 
and their solutions.

Problem Solution 

Nothing happened when I placed the installation 
CD in the CD drive.

The autorun function of your CD drive is probably disabled. You must either enable it or access the CD 
directly by navigating to it using the tools in the Taskbar.

The software installation failed. Most likely, you are trying to install the software in a network computer. Call your network 
administrator and ask him/her to read the Readme file in the CD. If the installation failed in a 
stand-alone computer, you may consult the Readme file yourself. If you have a minimal knowledge of 
the Windows operating system, you can install the software manually. If you have limited space on 
your hard drive, don’t copy the two wav files (which will save you tens of megabytes but will also 
prevent you from using the program Bioclock).

The Circadian shortcut icon does not appear on 
the Desktop.

If Setup failed to create a shortcut for Circadian, you can access the program by navigating to the 
appropriate folder and double-clicking on the Circadian icon. You may also create a Shortcut yourself. 
First locate the Circadian program. Then right-click on its icon. Choose Create Shortcut. Follow the 
simple directions. When done, drag the Shortcut to your Desktop or to the Start Menu. If you wish to 
rename the shortcut, right-click on it and choose Rename.

The banner displayed by Circadian is not in a 
convenient location on my Desktop.

Close other programs, such as word processors and web browsers. None of the programs in the circadian 
physiology software package will conflict with the banner.

I don’t like the background color of the banner. The background color of the banner is the same as the background color of your Desktop (which may 
not be visible if you have added a wallpaper to the background). Check the Display settings in the 
Windows Control Panel.

The tool tips (brief program descriptions) are 
not being shown when I rest the mouse on the 
program icons.

Make sure that the banner is the active window on the Desktop. To cause it to be the active window, 
just click anywhere between the mini icons.

When I start a program, it flashes for a few 
seconds.

This is only a minor nuisance, but you can avoid it by not double-clicking on the icons. One click is 
enough to start any program from the banner.

One of the data analysis programs refuses to 
load a data set.

Make sure that the data file is in the correct format (see specifications mentioned earlier). In particular, 
a data set with time tags will not load if the program is expecting a data set without time tags, and vice 
versa. In rare cases, it may happen that the data set is too large to be loaded all at once. If this is the 
case, try breaking the file down into shorter files.

I believe I am obtaining spurious numerical 
results.

If you live outside the United States, it is likely that you are using commas instead of periods as decimal 
separators. Please check the international settings in your computer (Regional and Language Options). 
You should use some of the data sets in the end-of-chapter exercises to make sure that you obtain the 
expected results before you try to analyze your own data.

A program is not doing what it is supposed to do. It is possible that you are doing something wrong. Check the Help item in the program’s menu bar.

A program supposed to have audio functionality 
remains silent.

“You have the right to remain silent” should apply to people being arrested, not to computer programs! 
First of all, check the volume in your speakers. If this is not the problem, make sure that your computer 
has the necessary hardware (sound card, speakers, etc.).

Data analysis procedures take too long to 
execute.

No procedure should take more than a few seconds. If you have a large data set, you may be able to 
speed up processing by closing other programs that are simultaneously open. If your computer runs at 
less than 1 GHz, you may want to upgrade it.

When I print something, the page comes out 
blank.

Check your printer settings. All programs in this software package utilize the Windows printing routines 
for the default printer. If the Windows printer settings are not correct, the information will be lost on its 
way to the printer.

Some text appears in fonts that are too big or too 
small for the program window.

The programs use standard fonts in computers sold in the United States. In other countries, it is possible 
that the closest font set available in the computer will not be adequate. You should obtain and install 
font sets for MS Sans Serif (8 point and 10 point sizes) and Courier New (8 point size). Check 
Microsoft’s website (www.microsoft.com).

In some programs, some words have spurious 
characters.

Encoding of characters does not have a universal standard. The programs in this package use Western 
European Windows encoding. If your computer is set for a different encoding, some characters will not 
print correctly. Check the Fonts settings in the Windows Control Panel.

The program window is too big and extends 
outside the borders of the screen.

Your video settings are archaic. Use the Windows Control Panel to set the resolution of your monitor to 
1024 × 768 pixels or greater. Color settings should not be a problem (a 16-bit color scheme is sufficient).

I tried everything in this Troubleshooting list 
and am still having problems.

Ask for help from the author of the program. Send an e-mail message to Dr. Refinetti at refinetti@
circadian.org. Please include information about your computer and a detailed description of the problem.

http://www.microsoft.com
mailto:refinetti@circadian.org
mailto:refinetti@circadian.org
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Section I

History and Methods

Illustration of human anatomy drawn by Persian physician
Mansur ibn Mohammed in 1396. (Image courtesy of the Clendening
Library at the University of Kansas Medical Center, Kansas City, MO.)
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3

1 Early Research on Circadian Rhythms

1.1 REMOTE PAST

This chapter deals with the history of circadian  physiology—
from ancient times to the present. Before we address its 
history, we must define circadian physiology. Physiology 
(or  “integrative biology”) is the study of vital processes of 
living organisms, particularly at the level of organs and 
organ systems and at the level of the organism as a whole.1 
Because physiological processes are dependent on anatomi-
cal and biochemical factors, and because they constitute 
the physical basis of behavior, the discipline of physiology 
must incorporate the disciplines of anatomy, endocrinology, 
molecular biology, pharmacology, neuroscience, and psychol-
ogy. Circadian physiology is the branch of physiology that 
deals with the temporal organization of vital processes in the 
course of a day. Thus, circadian physiology is integrative biol-
ogy at its best: it deals with the integration of functions in 
both the spatial and temporal dimensions. A discussion of the 
conceptual and practical importance of circadian physiology 
will be initiated in Section 1.3 and will continue throughout 
this book.

Written records of observations in circadian physiology 
are by necessity limited to the few millennia since the inven-
tion of written language. However, it is very likely that early 
humans were aware of daily variations in physiological pro-
cesses. At the very least, they must have been aware of daily 
rhythmicity in the environment and its impact on their own 
daily cycle of wake and sleep. Awareness of daily rhythmic-
ity in the environment is evidenced by the creation of various 
forms of clocks and calendars. The sundial, which indicates 
the time of day as a function of the size and direction of the 
shade cast by the sun (Figure 1.1), was perhaps the first man-
made clock. The Egyptians erected obelisks that were used 
as sundials more than 5500  years ago.2 The Chaldeans, in 
Mesopotamia, created a sophisticated system of time mea-
surement about 3000  years ago,3 a system from which our 
own time measurement system is derived. In the Chaldean 
system, a day was divided into 12 long hours instead of into 
the shorter 24 hours that we adopt today, but their system was 
at the origin of our nondecimal division of the day. A decree 
issued in France in 1793 established a decimal division of the 
day, but it was revoked 2 years later.4 Except for this brief 
diversion, the partition of a day into 24 hours, and of an hour 
into 60 minutes, has been a global standard for centuries. 
Usage of the system differs in different regions of the world 
up to this day, however. In the United States, only scientists 
and the military use a true 24-hour system; businesses and 
ordinary citizens use a double 12-hour system with 12 hours 
before noon (ante meridiem) and 12 hours after noon (post 
meridiem), as indicated in Figure 1.2. In many other parts of 

the world, official times are given in the 24-hour system (such 
as 20:30 hours for a dinner invitation) but a 12-hour system 
is used in informal conversation (such as 8:30 at night for an 
informal get-together with friends). The colon between hours 
and minutes is often replaced by a period in many countries 
(e.g., 9:14 a.m. = 9.14 hours) and is usually omitted in the 
American military notation (e.g., 5:35 p.m. = 1735 hours).

For longer time intervals, most contemporary human 
societies use the Gregorian calendar, which combines days 
into weeks (with 7 days in a week), weeks into months (with 
approximately 4 weeks in a month), months into years (with 
12 months in a year), years into decades (with 10 years in a 
decade), decades into centuries (with 10 decades in a century), 
and centuries into millennia (with 10 centuries in a millen-
nium).5 Dates are usually expressed in terms of day, month, 
and year, with “year number one” being the year in which 
past historians believed that Jesus Christ had been born. Thus, 
for instance, the date of the beginning of World War II was 
the first day of September in 1939.3 In the United States, the 
month usually precedes the day in the writing of dates, which 
can be very confusing if day and month are expressed numeri-
cally. Thus, for example, “9/11” in the United States refers to 
the 11th day of September, not the 9th day of November as it 
does in most of the rest of the world. To avoid confusion, some 
scientists express dates in the form of year-month-day (such as 
“2001/9/11” or “2001-9-11”) to make it clear that the elements 
are inverted. To reference years before year 1, a regressive 
calendar is used with a special notation. Thus, for example, 
Roman leader Julius Caesar was born in the year 100 BC 
(100  Before Christ) or 100 BCE (100 Before the Common 
Era).3 To avoid ambiguity, years after year 1 are sometimes, 
although not often, also expressed with a special notation. For 
instance, this book was published in the year AD 2016 (Anno 
Domini 2016) or 2016 CE (2016 of the Common Era).

1.1.1 Biological Rhythms

Jürgen Aschoff, a prominent twentieth-century circadian 
physiologist whose contributions will be discussed later in 
this chapter, believed to have identified Archilochus as the 
author of the oldest written record of observations in circa-
dian physiology.6 Archilochus (675–635 BC) was a Greek 
poet whose verses remain only as fragments today.7 The frag-
ment to which Aschoff alluded is shown in Figure 1.3. The 
critical passage is the last sentence, which can be translated 
as: “Recognize what sort of rhythm governs man.” The his-
torical problem here is how to determine what Archilochus 
meant by the term rhythm (ρυσμος). The fragment advises 
the reader to stand and fight in life, not to openly rejoice after 
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a victory or to cry after defeat, to enjoy the good times and 
not to regret the bad times. In this context, it would seem that 
rhythm means merely a lack of constancy, not a true recur-
ring or oscillatory process—that is, not really a rhythm. As 
a matter of fact, the same verse has been translated with the 
word motion instead of rhythm: “A measured motion governs 
man.”8 Thus, it is inaccurate to identify Archilocus as the 
author of the oldest written record of observations in circa-
dian physiology.

It is only three centuries later, in the fourth century BC, 
that we find an unambiguous written record of observations 
in circadian physiology. This was when Androsthenes of 
Thasus, a ship captain under the command of Alexander, the 
Great, (Figure 1.4), recorded his observations of daily move-
ments in plants.9 Androsthenes traveled through North Africa 
and India and had the chance to observe the daily move-
ment of the leaves of the tamarind tree (Tamarindus indica). 

Although most of us think of plants as dull, motionless organ-
isms, Androsthenes noticed that the tamarind leaves exhibit 
an impressive daily cycle of movement, wherein the leaves 
move up during the day and down at night. Even if not as 
impressive, a similar daily movement of leaves can also be 
seen in the common bean plant (Figure 1.5). For those inter-
ested, Exercise 1.2 (at the end of this chapter) provides instruc-
tions on how to monitor the leaf movement of the bean plant.

FIGURE 1.3 Is it “Greek” to you? It is Greek. This is a fragment of a poem written around 650 BC by the Greek poet Archilochus. 
It talks about the rhythms of life.
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FIGURE 1.2 Diagrams of (A) a 12-hour clock and (B) a 24-hour 
clock. Although analog clocks almost always have 12-hour dials, a 
full day has twice as many hours. In most of the world, time of day 
is expressed according to a 24-hour clock. In the United Sates, a day 
is divided into 12 hours before noon (ante meridiem, or a.m.) and 
12 hours after noon (post meridiem, or p.m.).

FIGURE 1.1 A nineteenth-century sundial in Budapest, 
Hungary. Sundials are one of oldest instruments devised by human-
kind to measure the passage of time. (Photo courtesy of Miroslav 
Broz, Hradec Králové, Czech Republic.)
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Other noteworthy observations of daily rhythmicity dur-
ing antiquity were those of the great physicians Hippocrates 
and Galen.6,10 Hippocrates (460–370 BC), the Greek healer 
heralded as the father of medicine, made several observations 
about periodic physiological processes, such as the recurrence 
of fever in 24-hour intervals. Galen (130–200 AC), physi-
cian to Roman emperors Marcus Aurelius and Commodus, 
recorded detailed descriptions of paroxysms (outbursts of 
symptoms with recurring manifestations, such as the chills 
of malaria). Neither Hippocrates nor Galen—nor, as far as we 
know, anyone in antiquity—considered that daily physiologi-
cal rhythms might be caused not only by environmental fac-
tors (such as the alternation of day and night) but also by an 
endogenous clock (i.e., by a process that takes place inside the 
organism and persists in the absence of daily environmental 
cycles).

1.1.2 endogenous Rhythmicity

Many commentators on the history of circadian physiology 
point to Jean-Jacques de Mairan (Figure 1.6) as the first per-
son to demonstrate that daily rhythms may be endogenously 
generated.11–13 Mairan (1678–1771) was a French astrono-
mer and part-time botanist. He observed the sensitive plant 
(Mimosa pudica), which owes its name to the fact that its 
leaves fold up when touched. Unlike the vertical movement 
of the leaves of the tamarind tree, the leaves of the sensi-
tive plant fold up along the midline at night and open up 
during the day. Mairan placed a sensitive plant in a totally 
dark place and noticed that the leaves still opened up in the 
morning and folded up in the evening.14 This indicated that 
the daily rhythm of leaf folding does not require a daily 

FIGURE 1.4 Alexander the Great (356–323 BC). The great 
Greek (Macedonian) general conquered most of the civilized world 
in the fourth century BC. One of the many ship captains in his 
fleet was Androsthenes of Thasus, who wrote the first description 
of daily movements in plants. (Courtesy of Library of Congress, 
Washington, DC.)
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FIGURE 1.5 The “sleep” cycle of the bean plant. The leaves of the common bean plant (Phaseolus vulgaris) rise during the day and drop 
at night. (Photo and montage by R. Refinetti.)
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rhythm of sunlight. However, this observation alone does not 
demonstrate the existence of endogenous rhythmicity. Other 
environmental factors besides light might have caused the 
leaves to open up. As a matter of fact, Mairan’s report to the 
French Royal Academy of Sciences concluded that “the sen-
sitive plant perceives the sun without seeing it,”14 thus con-
ceding that, in his opinion, the persistent rhythmicity had an 
exogenous cause.

A younger contemporary of Mairan, Henri Louis Duhamel 
du Monceau (Figure 1.7), also contributed to the history 
of circadian physiology. A compatriot of Mairan, Monceau 
(1700–1782) was a botanist and naval engineer. He replicated 
and expanded Mairan’s observations by keeping a sensitive plant 
inside a vault, where neither light nor temperature oscillated.15 
Like Mairan, Monceau noticed that the leaves of the plant still 
opened up in the morning and folded up in the evening, but he 
did not postulate an endogenous source of the rhythmicity.

Much more of a circadian physiologist, although also 
lacking an explicit notion of endogenous rhythmicity, was 
Christoph Wilhelm Hufeland (Figure 1.8). A German phy-
sician, Hufeland (1762–1836), was the creator of the disci-
pline of macrobiotics, the study of the prolongation of life.16 
In his acclaimed 1797 book, The Art of Prolonging Life, he 
expressed many concepts of physiological rhythmicity and 
pointed out that the 24-hour period of the Earth’s revolution is 
reflected in organic life and appears in all human diseases.17 

FIGURE 1.8 Christoph Wilhelm Hufeland (1762–1836). This 
German physician wrote the first systematic account of daily rhythmicity 
in human physiology as part of a larger book. (Courtesy of Clendening 
Library, University of Kansas Medical Center, Kansas City, MO.)

FIGURE 1.7 Henri Louis Duhamel du Monceau (1700–1782). 
This French botanist and naval engineer repeated and expanded 
Mairan’s observations on the daily movement of leaves. (Courtesy 
of Wikimedia commons.)

FIGURE 1.6 Jean-Jacques Dortous de Mairan (1678–1771). 
This French astronomer and botanist was the first to describe the 
daily movement of the leaves of a plant kept in isolation from the 
daily cycle of light and darkness. (Courtesy of Wolfgang Steinicke, 
Umkirch, Germany.)
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His contemporary, Julien Joseph Virey (Figure 1.9), went a 
step further and wrote the first book (actually his doctoral 
dissertation in medical school) dedicated to daily rhythmic-
ity in physiological processes.18 A French pharmacist, Virey 
(1775–1846), did not defend his medical dissertation until he 
was 40 years old, but only a few years later, he was invited to 
write the entry on Periodicity for the encyclopedic Dictionary 
of Medical Sciences.10 He believed that circadian rhythms 
were endogenously generated, but his actual research was 
restricted to the careful description of daily rhythms in dis-
eases and mortality.19

The honor of first describing research that demonstrated 
the endogenous nature of circadian rhythms seems to belong 
to Augustin de Candolle (Figure 1.10). A renowned Swiss 
botanist, Candolle (1778–1841) studied the rhythm of folding 
and opening of the leaves of the sensitive plant, as Mairan 
had done a century earlier. Candolle observed that the rhythm 
persisted under continuous illumination, similarly to what 
Mairan had observed. Importantly, however, Candolle noticed 
that the period of the rhythm (i.e., the duration of the cycle) was 
shorter than 24 hours.20 This finding was important because 
the period of the rhythm should have been exactly 24 hours 
if some uncontrolled geophysical factor had been responsible 
for the rhythm. A period shorter than 24 hours meant that a 
different clock had to be responsible for the rhythm—and, if 
the clock was not outside the plant, it had to be inside. Thus, 
Candolle effectively demonstrated the existence of an endog-
enous circadian clock.21 Where exactly this endogenous clock 
is located and how it operates remained unknown for another 
100 years.

Many other researchers investigated biological rhythms dur-
ing the nineteenth century. Unfortunately, some were less trust-
worthy than others. One theory that deserves mention because 
of its surprising popularity (despite its absurdity) is that of bio-
rhythm. The notion of biorhythms was developed late in the 
nineteenth century by two individuals working independently: 
German physician Wilhelm Fliess (1859–1928) and Austrian 
psychologist Hermann Swoboda (1873–1963). According to 
followers of Fliess and Swoboda, biorhythms are three natural 
cycles within the human body that affect us physically, emo-
tionally, and intellectually.22–25 The three biorhythms begin 
when a person is born, and they oscillate with absolute preci-
sion, as perfect sine waves, until the person dies. The physi-
cal rhythm regulates physical strength, energy, endurance, sex 
drive, confidence, and so forth. The emotional rhythm governs 
creativity, sensitivity, mood, and so on. The intellectual rhythm 
is associated with intelligence, memory, mental alertness, logi-
cal thinking, and so on. The physical rhythm is 23 days long; 
the emotional, 28 days long; and the intellectual, 33 days long 
(Figure 1.11). The different lengths of the three cycles cause 
them to be constantly out of phase (they coincide only at birth 
and every 58 years plus 66 or 67 days thereafter, depending on 
the number of leap years in between). Thus, a person’s disposi-
tion on any given day will be a composite of the states of the 
three rhythms. By calculating and studying one’s biorhythms, 
one is supposedly capable of knowing what to expect each day 
and, therefore, one is capable of avoiding bad experiences. Yet, 
neither Fliess and Swoboda nor their followers ever bothered to 

FIGURE 1.9 Julien Joseph Virey (1775–1846). The doctoral dis-
sertation of this French pharmacist was the first book devoted to 
biological rhythms. (Courtesy of Library of the National Academy 
of Medicine, Paris, France.)

FIGURE 1.10 Augustin Pyramus de Candolle (1778–1841). This 
Swiss botanist was the first to document a circadian rhythm with a 
period different from 24 hours (and, therefore, not attributable to 
geophysical factors). (Courtesy of Library of the Russian Academy 
of Sciences, Moscow, Russia.)
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conduct actual research to verify the veracity of the theory. As 
a matter of fact, the essence of the theory reveals its concocted 
nature. As we will see throughout this book, real biological 
rhythms have a pattern that allows us to identify them as actual 
rhythms, but they are clearly subject to biological variability. 
Even something as mundane as one’s bedtime expresses regu-
larity with variability. You probably go to bed at about the same 
time each night (say, 11 o’clock or midnight), but rarely do you 
keep your bedtime with the accuracy of minutes (and certainly 
not of seconds). Variability is an essential feature of biological 
processes,26 to such an extent that absence of regular variability 
is often a sign of disease27 and is associated with mortality risk 
in middle-aged and elderly people.28 In contrast, biorhythms are 
amazingly “clean” rhythms that allegedly repeat themselves for 
the whole life of the individual without ever deviating, even 
slightly, from a perfect sine wave. This extreme proposed regu-
larity demonstrates that the theory was developed in someone’s 
head without any observation of actual biological processes. 
Not surprisingly, a careful review of research on biorhythms 
yielded the conclusion that “biorhythm theory is not valid.”29

In contrast to the “armchair” work of Fliess and 
Swoboda, physician John Davy actually recorded his own 
body temperature (under the tongue) in the morning and 
evening every day for nine consecutive months in 1844.30 
Figure 1.12 shows a 1-month segment of his data. Notice 
that the temperature goes up and down reliably each day 
but that there is also considerable variability from one day 
to the next. With only two measurements per day, Davy 
could not have a close look at the daily oscillation of his 
temperature. However, 22  years later, physician William 
Ogle recorded his own temperature several times a day for 
several months.31 As can be seen in Figure 1.13, the aver-
aged readings display clear daily rhythmicity with a peak 
in the evening and a trough in the early morning. Notice 
that even the averaged values do not form a smooth sine 
wave; rather, they show irregularities typical of true liv-
ing beings. Many other individuals conducted empirical 
research on the daily rhythmicity of bodily functions in 
humans32–34 and other animals35–38 through the end of the 
nineteenth century.

Physical cycle Emotional cycle Intellectual cycle

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Weeks

FIGURE 1.11 Biorhythms and horoscope? The concept of biorhythms was developed by W. Fliess and H. Swoboda in the late 1800s. 
Although they claimed no connection with the signs of the zodiac, their notion of biorhythms was just as unscientific as horoscopes are. 
(Data from Crawley, J., The Biorhythm Book, Journey, Boston, MA, 1996; Signs of the zodiac after Fisher, D. and Bragonier, R., What’s 
What, Hammond, Maplewood, NJ, 1981.)
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FIGURE 1.12 A real biological rhythm. In 1844, British physician John Davy made accurate measurements of the day-to-day variation 
of his own body temperature. (Data from Davy, J., Philos. Trans. R. Soc. Lond., 135, 319, 1845.)
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1.2 TWENTIETH CENTURY

The twentieth century witnessed a surge in sophisticated 
research on circadian rhythms. Historical research is made 
difficult by the fact that major biomedical databases, such as 
the U.S. National Library of Medicine’s PubMed database, 
have records going back only to the 1950s, but manual inspec-
tion of old library collections allows one to identify quite a 
few pre-1950 studies. Many of these studies, and many oth-
ers published during the second half of the twentieth century, 
made fundamental contributions to the current knowledge in 
circadian physiology.

1.2.1 1901–1950

From 1902 to 1905, Sutherland Simpson and J. J. Galbraith, in 
Scotland, conducted detailed studies of the body temperature 
rhythm of monkeys maintained under light-dark cycles, constant 
light, and constant darkness.39 An example of their experimen-
tal results in rhesus monkeys is shown in Figure  1.14. 
Body temperature clearly rises during the light phase of the 
daily cycle, peaks at the beginning of the dark phase, falls 
through the night, and then follows a similar but not identical 
pattern on the second day. Also at the beginning of the twen-
tieth century, Francis Benedict, in Connecticut, and Arthur 
Gates, in California, conducted detailed measurements of the 
body temperature rhythm40 and of daily variations in memory41 
in human subjects. None of these investigators, however, was 
concerned with the origin of the rhythms (i.e., whether the 
rhythms were caused by environmental cycles or were endog-
enously generated).

The first demonstration of the endogenous nature of circa-
dian rhythms in an animal species was provided by Maynard 
Johnson, in Illinois, in 1926.42 Johnson studied the rhythm of 

locomotor activity (i.e., the rhythm of moving around) of deer 
mice (Peromyscus leucopus). He kept the mice in constant 
darkness in an environment without temporal cues and exam-
ined the time at which the animals became active each day 
(the “onset time”). As shown in Figure 1.15, the activity onsets 
drifted 4 hours (from 4 p.m. to 8 p.m.) in about a month—
again, with some day-to-day variability. Thus, the activ-
ity onsets were delayed by about 6 minutes each day. This 
means that the mice were running on a 24.1-hour clock rather 
than on a 24.0-hour clock. Because all potential geophysical 
time cues would be expected to run on a 24.0-hour clock (the 
period of Earth’s rotation), Johnson justifiably concluded that 
the clock responsible for the activity rhythm of the mice was 
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FIGURE 1.13 An early record of the daily rhythm of body 
temperature. In 1865, physician William Ogle conducted measure-
ments of his own oral temperature with temporal resolution high 
enough to allow the characterization of a daily rhythm. (Data from 
Ogle, W., St. George’s Hosp. Rep., 1, 221, 1866.)
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FIGURE 1.14 Old records of body temperature of a monkey. 
From 1902 to 1905, Simpson and Galbraith conducted numerous 
measurements of the body temperature of rhesus monkeys, as exem-
plified in these records from Monkey #31. The light and dark bars at 
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FIGURE 1.15 “Free-running” mouse. In 1925, Maynard 
Johnson documented a circadian rhythm of locomotor activity in 
deer mice (Peromyscus leucopus) maintained in constant darkness. 
The rhythm exhibited a period longer than 24 hours and, therefore, 
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endogenous, not exogenous. This issue will be discussed in 
greater detail in Chapter 6.

Just 4 years later, L.A. Rogers and G.R. Greenbank reported 
the existence of a daily rhythm of growth in colonies of bac-
teria (Escherichia coli).43 Representative records are shown 
in Figure 1.16. Despite a considerable amount of noise, clear 
daily rhythmicity can be seen. Rogers and Greenbank did not 
investigate whether the growth rhythm was endogenously 
generated, but their study was important because it showed 
daily rhythmicity in a prokaryotic organism (i.e., a unicellular 
organism without a membrane separating the nucleus from 
the cytoplasm), thus implying that daily rhythmicity is not 
restricted to more complex eukaryotic organisms and, there-
fore, is probably a characteristic of all life on Earth. We will 
return to this topic in Chapter 9.

Before the end of the decade of 1930, enough knowledge 
on daily rhythms was available to justify a literature review 
of the topic by John Welsh44 and to stimulate discussion of 
potential medical uses of this knowledge by Arthur Jores.45 
A very influential researcher at this time was the German 
botanist Erwin Bünning (Figure 1.17). Bünning (1906–1990) 
worked at the universities of Jena, Königsberg, and Tübingen. 
His central interest was in photoperiodism (the physiologi-
cal response of organisms to seasonal changes in light), but 
his research on the role of light in plant physiology provided 
several insights into circadian physiology. As we will see in 
Chapter 7, Bünning proposed, as early as 1936, an explanation 
of photoperiodism that involved a mechanism now believed to 
be essential for the synchronization of circadian rhythms to 
the environmental light–dark cycle.46 Bünning’s contribution 
to circadian physiology also included the writing of the first 
comprehensive book in the field, The Physiological Clock. 
The book was originally published in German in 195847 and 
later in three English editions, the last one of which appeared 
in 1973.48

Two other researchers who contributed significantly to 
the progress of circadian physiology in the early twentieth 

century were Curt Richter (1894–1988), a psychology pro-
fessor at Johns Hopkins University who conducted exten-
sive research on circadian rhythms in laboratory animals 
and human patients,49 and Nathaniel Kleitman (1895–1999), 
the renowned investigator of the physiology of sleep at the 
University of Chicago who studied circadian rhythms in 
humans.50

1.2.2 1951–2000

Starting in the 1950s, many investigators concentrated their 
full-time efforts on research in circadian physiology, and three 
individuals in particular became so influential as to  justify 
the honor of being called the forefathers of modern  circadian 
physiology. They were Jürgen Aschoff, Franz Halberg, and 
Colin Pittendrigh.

Jürgen Aschoff (Figure 1.18) was born in Freiburg, 
Germany, in 1913 and spent most of his professional life at the 
Max Planck Institute for Behavioral Physiology, in Andechs. 
Originally a thermal physiologist, he gradually switched to 
the study of circadian rhythms.51 He was interested in all 
manifestations of circadian rhythmicity, in the laboratory as 
well as in the field. An avid researcher, he investigated a wide 
variety of phenomena in a multitude of species, including 
humans. His discovery and interpretation of the phenomenon 
of spontaneous internal desynchronization52,53 was a driving 

FIGURE 1.17 Erwin Bünning (1906–1990). This German 
botanist, whose central research interest was in the mechanism of 
photoperiodism, made significant contributions to the study of 
circadian rhythms in the twentieth century. (Courtesy of Botanical 
Archive, University of Hamburg, Hamburg, Germany.)
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FIGURE 1.16 Daily rhythmicity in prokaryotes. In 1929, Rogers 
and Greenbank demonstrated the existence of daily rhythmicity in 
the growth of bacteria, which are prokaryotes (i.e., organisms whose 
cells do not have a separate nucleus). Except in the second of the 
6 days shown, clear daily peaks of growth can be seen. (Data from 
Rogers, L.A. and Greenbank, G.R., J. Bacteriol., 19, 181, 1930.)
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force in circadian physiology for decades. His thorough and 
exhaustive reviews of the literature in circadian physiol-
ogy54–56 served as invaluable guides to numerous researchers. 
I met Aschoff in person when he was in his 70s. He showed 
his age by virtue of his unsurpassed erudition in physiology, 
but his demeanor reflected the bursting intellectual energy of 
a 20-year-old. Aschoff died in 1998,57 but his legacy lives on. 
Over 30 of his articles are cited in this book.

Franz Halberg (Figure 1.19) was born in Bistrita, Romania, 
in 1919 and moved to the United States a few years after com-
pleting medical school. He spent most of his career at the 
University of Minnesota. Halberg was the creator of the terms 
circadian58 and chronobiology.59 A prolific writer, he published 
over 2500 journal articles and books in circadian physiology, 
including an introductory booklet on biological rhythms for 
high-school students.60 Although the medical applications of 
circadian physiology were his main concern,61–63 he conducted 
a great deal of basic research as well.64–67 Halberg was still 
alive and productive when the second edition of this book was 
written, and I had the chance to consult with him about histori-
cal and technical matters. He passed away in 2013.68

Colin S. Pittendrigh (Figure 1.20) was born in Whitley 
Bay, England, in 1919 and moved to the United States as a 
graduate student. He spent the first 20  years of his faculty 
career at Princeton University, in New Jersey, and then relo-
cated to Stanford University, in California. A “clock watcher” 
at heart,69 he strived to understand how the operation of a 
physical oscillator could explain circadian rhythmicity in ani-
mals. A great deal of our current understanding of the opera-
tion of the circadian clock is derived from his work in flies70,71 

FIGURE 1.18 Jürgen Aschoff (1913–1998). This German physi-
ologist was a leader in the development of the study of circadian 
rhythms in the twentieth century. (Reprinted from J. Biol. Rhythms, 
9(3), 187, Copyright 1994 by Sage Publications. With permission of 
Sage Publications.)

FIGURE 1.19 Franz Halberg (1919–2013). This American phy-
sician (originally from Romania) created the terms circadian and 
chronobiology and was a life-long advocate of the establishment 
of chronobiology as a separate discipline. (Photo courtesy of Franz 
Halberg.)

FIGURE 1.20 Colin Pittendrigh (1919–1996). This American 
biologist was a leader in the development of the study of circadian 
rhythms in the twentieth century. (Reprinted from Pittendrigh, C.S., 
Annu. Rev. Physiol., 55, 16, Copyright 1993 by Annual Reviews. 
With permission. www.annualreviews.org.)

http://www.annualreviews.org
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and rodents.72–75 I met Pittendrigh in person very late in his 
life, but I was impressed by his ability to skillfully balance 
broad biological principles with the detailed experimental 
dissection of circadian rhythms. He died in 1996,76 but his 
contribution to circadian physiology is everlasting, as will 
become evident in Chapter 7.

The personal and professional interactions between the 
three forefathers (and their offsprings) were not as cordial 
and productive as one might have expected. Aschoff did 
recognize both Halberg’s leading role in the development of 
circadian physiology6 and Pittendrigh’s insights into mecha-
nisms of circadian organization.55 Pittendrigh acknowledged 
some of Halberg’s contributions69 and credited Aschoff with 
important discoveries.74 On his turn, Halberg recognized the 
contributions of both Aschoff and Pittendrigh.77 However, a 
great divide characterized the field during the second half 
of the twentieth century. Researchers were divided into two 
factions that may be referred to as the clocks faction and the 
chronome faction. As shown in Table 1.1, the clocks faction 
was headed by Pittendrigh and concerned itself mainly with 
the mechanisms of biological timing, whereas the chronome 
faction (so named because of the proposition that the tempo-
ral aspect of biological organization is as encompassing as 
the genome) was headed by Halberg and concerned itself 
mainly with the description of rhythmic processes and their 
relevance to medical application. Aschoff stayed neutral and 
interacted with both factions. The two factions avoided direct 
confrontation by holding separate scientific meetings, pub-
lishing their papers in separate journals, and generally ignor-
ing each other. Although mutual criticisms were rarely put in 
print,78,79 the animosity was clearly revealed by sociologists 
who looked at the “disciplinary stake” of chronobiology.80 As 
a corollary, a textbook published by eminent members of the 
clocks faction in 2004 presented Pittendrigh and Aschoff as 
the “founders of chronobiology” with no mention of Halberg. 
This is especially noteworthy because the book was entitled 
Chronobiology,12 and it was Halberg who created the term59 
and who forcefully promoted the creation of the new disci-
pline against Pittendrigh’s objections.80

I should hasten to point out that antagonisms are not pecu-
liar to circadian physiology—or to science more generally. In 
the musical arts, for instance, the renowned classical composer 
and conductor Rimsky-Korsakov had this to say about the no-
less renowned Ludwig van Beethoven: “His music abounds in 
countless leonine leaps of orchestral imagination, but his tech-
nique, viewed in detail, remains much inferior to his titanic 
conception.”81 In plain words: “Beethoven is a bad composer!” 
Needless to say, I and millions of others beg to differ. In any 

event, small but sincere attempts at reconciliation of the two 
factions were made over the years. A conference held at the 
Cold Spring Harbor Laboratory (in Long Island, New York) in 
1960 had already brought together Bünning, Aschoff, Halberg, 
Pittendrigh, and others under one roof,82 although the divi-
sion of the factions had not been yet strongly established at 
that time. Thirty-five years later, in 1995, a conference was 
organized at Dartmouth Medical School by members of the 
clocks faction (Figure 1.21). Although most participants were 
members of the clocks faction, members of the chronome 
faction were welcomed as well. A few years later, in 1999, an 
eclectic group of circadian physiologists organized a congress 
sponsored by nine different professional organizations dedi-
cated to the study of biological rhythms. Participants in this 
congress—held in Washington, DC (Figure 1.22)—included 
basic researchers as well as medical practitioners and provided 
the opportunity for the exchange of ideas between individu-
als with quite different professional interests. After the turn 
of the century, in 2001, a World Federation of Societies for 
Chronobiology was established, bringing together 13 profes-
sional associations with diverse interests related to biological 
rhythms. The federation held its first congress in 2003.83

As for the merits of the antagonism between the two 
 factions, something more must be said. Members of the chro-
nome faction often felt that the clocks faction wasted time 
on esoteric questions instead of addressing important real-
life issues. On the other side of the court, members of the 
clocks faction felt that the chronome faction conducted sloppy 
research that failed to address the intricacies of the biological 
clock. Because each faction judged the other by its own values, 
it was difficult to reach a consensus. Fortunately, members of 
both factions agreed that peer recognition of one’s work is an 
objective measure of professional achievement. The extent of 
a researcher’s peer recognition can be estimated by the num-
ber of times that his/her work is cited in publications by other 
researchers. I used the Science Citation Index (produced by 
Thomson Reuters, in New York) and truncated the search in 
August 2004 to avoid unfairly favoring Halberg, who lived 
longer than Aschoff and Pittendrigh. I found that Halberg 
had 9200 citations, whereas the figures were 8900 and 6800 
for Aschoff and Pittendrigh, respectively. Although Halberg 
had more total citations than Pittendrigh, he had fewer cita-
tions per published article (11 as compared to 42), which 
means that he was cited more often than Pittendrigh was, but 
his articles were not individually considered as important as 
Pittendrigh’s. The fact that Pittendrigh’s individual articles 
were considered to be more important may reflect his focus 
on specific topics. Not a man to be content with short stories, 

TABLE 1.1
Characteristics of the Two Main Factions in Chronobiology in the Twentieth Century

Faction Leading Figure Primary Emphasis Central Focus Main Tool Favored Journal 

Clocks Pittendrigh Basic Mechanisms Actogram Journal of Biological Rhythms (since 1986)

Chronome Halberg Applied Rhythms Cosinor Chronobiologia (1974–1994)
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Halberg often digressed into far-reaching topics, including the 
concept of “astrochronobiology.”63,84 I once told him that this 
reminded me of the concept of “orgasmic energy,” a bizarre 
idea of psychoanalyst Wilhelm Reich, according to whom the 
energy of sexual orgasms permeates the universe.85 Halberg’s 
reply was not “Oops, maybe then I should be more reticent” 
but something like “Oh yes, poor Reich, he was ridiculed for 
being an open-minded scientist!” Regardless of differences in 
personal style, however, it is clear that the three forefathers 
of circadian physiology had comparable impacts on biomedi-
cal science. The chronome faction and the clocks faction were 
equally meritorious. They were both unjustified in degrading 
each other.

1.3 CURRENT TRENDS

Figure 1.23 provides a brief summary of major events in the 
past three centuries of the history of circadian physiology and 
relates them to major human inventions made at about the 
same time. Work in circadian physiology during the twenty-
first century, a century that is still not quite two decades old, 
builds upon the progress made in the past. Efforts to under-
stand organismal, cellular, and molecular processes in circa-
dian physiology are being steadily intensified. As shown in 
Figure 1.24, the number of published journal articles in cir-
cadian physiology grew from fewer than 90 articles per year 
in 1964 to almost 3000 articles per year in the year 2014. 
The total number of publications in circadian physiology, as 
retrieved by a search of the U.S. National Library of Medicine’s 
PubMed database using the term circadian, currently stands at 
approximately 74,000. Because the yield of database searches 

FIGURE 1.22 First major attempt to unify the field. An 
International Congress on Chronobiology, held in Washington, DC, 
in 1999, was the first major attempt to unify the field of studies of 
biological rhythms. (Image: Cover of the Congress’ Program.)

FIGURE 1.21 Where is Waldo? As in the popular book series Where is Waldo?, you may have a difficult time identifying individual 
circadian physiologists in this group photograph of the participants in a conference held at Dartmouth Medical School (Hanover, 
New Hampshire) in July 1995. (Photo courtesy of Jay Dunlap and Jennifer Loros [the meeting organizers].)
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is greatly reduced by limitations in coverage, indexing, and 
retrieval,86–89 we can estimate the actual number of existing 
journal articles in circadian physiology to be around 150,000. 
Although this book cites only 6000 of them, I did my best 
to ensure that the most significant articles were included. 

To my help, citation analysis has shown that the most signifi-
cant scientific literature appears in a small core of journals.90 
I took very seriously the task of constructing a coherent picture 
out of thousands of dispersed pieces of information.91–94

1.3.1 ciRcadian Physiology and the WoRld

Any description of circadian physiology would be incomplete 
without a look at the “big picture.” In the general scheme of 
human knowledge, such as we would find in the organiza-
tion of colleges and departments of a contemporary univer-
sity, four major categories are recognized: the humanities, the 
natural sciences, the social sciences, and the various gradu-
ate professional specializations (Figure 1.25). Within the nat-
ural sciences, we find biology. Subdivisions of biology are 
often based on the life forms under study (botany, zoology, 
and microbiology) or on the processes involved (anatomy, 
endocrinology, neuroscience, etc.). One could also subdivide 
biology on the basis of the duration of the phenomena under 
investigation (millennia, centuries, years, days, or seconds and 
milliseconds). Circadian physiology is that part of biology that 
concentrates on biological processes in the time scale of about 
a day. On one hand, this means that circadian physiology is a 
very specialized discipline, as is typical of modern sciences. 
On the other hand, however, findings in circadian physiology 
have implications for all other areas of knowledge. Within the 
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FIGURE 1.25 The “big picture.” Circadian physiology has a definite place in the universe of human knowledge, and its implications are 
widespread.
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FIGURE 1.24 Growth in the number of journal articles on 
circadian rhythms published during the past 50  years. The 
number of articles on circadian rhythms catalogued by PubMed 
(U.S.  National Library of Medicine) grew from fewer than 100 
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natural sciences, circadian physiology provides essential infor-
mation about the temporal structure of the processes inves-
tigated by physiologists, pharmacologists, endocrinologists, 
neuroscientists, and many others. In the social sciences, cir-
cadian physiology once more provides essential information 
about the temporal structure of the processes investigated 
by psychologists, sociologists, economists, and many others. 
As we will see in Section V of this book, knowledge of cir-
cadian physiology also has important implications for profes-
sional specialties such as business, education, and medicine. 
Even the humanities are affected by circadian physiology, 
albeit indirectly. In the area of music, one can find a rock band 
called Circadian Rhythm (Internal Clock, 1998; Over Under 
Everything, 2001), a different band called Circadian Rhythms 
(A Dream or Something Else, 2011; In the Flowers, 2014; A 
Passing Thought, 2015), a 1993 album by New Age musician 
Colin Chin called Circadian Rhythyms (sic!), a 1997 album by 
David Cohen called Circadian Symphony, and a 2006 album 
by the rock group 5th Projekt called Circadian. In the area of 
plastic arts, the “Inside Time” series of paintings by artist Julie 
Newdoll (www. brushwithscience.com) also serves as testi-
mony for the influence of circadian physiology on the humani-
ties. In the area of motion picture, a low-budget science fiction 
movie directed by René Besson and starring Rachel Miner 
was entitled Circadian Rhythm (Signature Pictures, 2005). 
In addition, a book was written about a boat called Circadian 
Rhythm (Robert S. Morris, Circadian Rhythm, CreateSpace 
Publishing, 2012). As shown in Figure 1.26, some of us even 
have a neologism for biological clock on our car’s license plates!

Besides the big picture of knowledge, there is the big 
 picture of money. In the year 2014, the federal budget of the 
United States reached almost four trillion dollars in expen-
ditures.95 As indicated in Figure 1.27, most of the expendi-
tures were related to health care (including Medicare), social 
benefits (including income security and social security), and 
defense (including deployment of troops overseas). Less than 
4% of the outlays was related to R&D (research and devel-
opment), but, in such a large budget, 4% was still an enor-
mous amount of money ($140 billion). As shown in the right 
side of Figure 1.27, defense (military) research accounted 
for half of the R&D budget. Half of the civilian research 
budget was allocated to biomedical research ($35 billion), 
a large part of it routed through the National Institutes of 
Health.96 Now, what proportion of the $35 billion spent on 
biomedical research each year is directed to research on cir-
cadian rhythms? One way to estimate it is by calculating 
the proportion of published biomedical research articles that 
deal with circadian rhythms. The PubMed database (men-
tioned earlier) contained 24 million citations at the end of 
2014. Of these citations, 74,000 could be retrieved by the 
term circadian. Thus, it can be conservatively estimated 
that 0.3% of all biomedical research deals with circadian 
rhythms, which implies a federal investment of $105 million 
in circadian research in the United States each year. That 
this estimate is conservative can be determined by a search 
of grants awarded by the National Institutes of Health, 
which indicates that $206 million were awarded to research 
on circadian rhythms in fiscal year 2013–2014 (Table 1.2). 

FIGURE 1.26 Biological clock on wheels. Unorthodox spelling is needed to spell out biological clock using only the seven letters in a 
car’s license plate. (Photo by R. Refinetti.)

http://www.brushwithscience.com
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Rounding up the amount to $250 million (to include other 
funding agencies, such as the National Science Foundation), 
and considering that the U.S. economy corresponds to 20% 
of the world’s economy,95 but also that most other countries 
allocate smaller proportions of their budget to R&D,97 a 

rough estimate of investment in circadian research world-
wide is $1 billion per year. This figure does not include 
funding from private sources or the salaries of investigators 
paid by their university employers.

1.3.2 cuRRent ReseaRcheRs

Studies of scholarly communication indicate that archival 
publication of research reports in peer-reviewed outlets 
remains as important today as it was before the Internet rev-
olution in the late twentieth century.98 Reports of research 
in circadian physiology are published in a variety of profes-
sional journals, including journals specialized in biological 
rhythms. Currently, there are three print journals special-
ized in biological rhythms: Biological Rhythm Research, 
Chronobiology International, and the Journal of Biological 
Rhythms (Figure 1.28). In 2003, an electronic journal spe-
cialized in circadian rhythms was created: the Journal of 
Circadian Rhythms (Figure 1.29). Two other closely related 
journals are Sleep and Biological Rhythms (published under 
the auspices of the Japanese Society of Sleep Research) and 
ChronoPhysiology and Therapy (an electronic journal 
published by Dove Press). Specialized journals that have 
ceased publication include the Journal of Interdisciplinary 
Cycle Research (launched in 1970 and renamed as 
Biological Rhythm Research in 1994), the International 
Journal of Chronobiology (published from 1973 to 1983), 
and Chronobiologia (published from 1974 to 1994 under 
Halberg’s editorship).

Analysis of the scientific literature indicates that scientific 
research is progressively being conducted by research teams 
that span many universities, but, because of social stratifi-
cation in multiuniversity collaborations, the current trend is 
toward the development of fewer, not more, research teams 
overall.99 A good deal of research in circadian physiology is 
conducted by researchers whose main interest and expertise 
are in the mechanisms of biological timing. However, much 
research is also conducted by other life science investiga-
tors who have a secondary interest in circadian physiology. 
In a 12-month interval a few years ago, Thomson Reuters 

TABLE 1.2
Best-Funded Institutions Conducting Research 
on Circadian Rhythmsa

Institution Funding ($) 

Brigham and Women’s Hospital (Harvard) 14,094,773

University of Pennsylvania 10,050,662

University of California San Diego 7,200,478

University of Pittsburgh 6,845,856

Vanderbilt University 5,281,767

Harvard University 5,265,554

University of California Santa Barbara 5,225,198

Baylor College of Medicine 5,004,740

Stanford University 4,861,131

University of California Los Angeles 4,224,301

University of Chicago 4,128,333

Duke University 3,519,211

Scripps Research Institute 3,381,490

Washington University 3,074,736

UT Southwestern Medical Center 3,016,721

University of Washington 3,014,501

Tufts University 2,947,228

Rush University Medical Center 2,785,303

University of Southern California 2,776,642

Indiana Univ-Purdue Univ at Indianapolis 2,669,772

Oregon Health & Science University 2,578,877

a The data in this table refer to research grant funds awarded by the U.S. 
National Institutes of Health during fiscal year 2013–2014. The Research 
Portfolio Online Reporting Tools facility (RePORT) was searched for cur-
rent grants with the term circadian in the Text field. There were 557 grants 
associated with the term circadian, totaling $206 million. The total amounts 
for the institutions that were awarded the most money are shown in the table.

Total outlays:   3.8 trillion

Other
840 billion

Other
15 billion

Health
820 billion

Defense
700 billion

Defense
70 billion

Research and development
140 billion

Biomedical
35 billion Space

20 billion

Social benefits
1.3 trillion

FIGURE 1.27 The money chest. Shown is the breakdown of outlays in the United States federal budget (year 2014). (From Janssen, S., ed. 
The World Almanac and Book of Facts, Simon & Schuster, New York, 2014; Mervis, J. and Malakoff, D., Science, 346, 1437, 2014.)
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(mentioned earlier) cataloged 1227 journal articles in cir-
cadian physiology authored by 3330 researchers. As shown 
in Figure 1.30, 84% of these researchers published only one 
article during the 12-month interval. Presumably, only those 
who published two or more articles (the remaining 16%) are 
specialized in circadian physiology. To obtain a better view 
of the situation, I conducted a more elaborate search to iden-
tify the big players in the game of circadian physiology, as 
reported in Table 1.3. I ranked authors by the number of publi-
cations. Number of publications per se is not a very meaning-
ful figure, but it has been shown that the professional prestige 
of a researcher is highly correlated with the number of his/
her publications.100 Thus, although Table 1.3 cannot be read 
as a ranking of prestige among circadian physiologists, it does 
provide an objective measure of the productivity of presti-
gious researchers in the field.

I will not talk at length about each researcher listed in 
Table 1.3, but I will briefly refer to four of them. The most 
prolific circadian physiologist at the present time is Kazuomi 
Kario (Figure 1.31). A cardiologist from Japan, Kario, works 
at Jichi Medical University, in Tochigi, and conducts research 
on the causes and prevention of human hypertension.101–103 
Fifth on the list is Paul Pévet (Figure 1.32), a French endo-
crinologist who works at the Louis Pasteur University, in 
Strasbourg, and conducts research on the neuroendocrinology 
of circadian rhythms in mammals, particularly on the role of 
the pineal gland.104–106 Urs Albrecht (Figure 1.33), holding the 
10th place on the list, is a Swiss neurobiologist who obtained 
his doctorate at the University of Bern and did postdoctoral 
work at the Baylor College of Medicine (in the United States) 
and the Max Planck Institute for Experimental Endocrinology 
(in Germany). Albrecht works at the University of Fribourg 
(in Switzerland), where he conducts research on the neural and 
molecular aspects of circadian rhythms in vertebrates.107–109 
Number 16 in the list is Ken-ichi Honma (Figure 1.34), a phys-
iology professor at Hokkaido University, in Japan. He worked 
with Aschoff early in his career and maintained a close 

professional relationship with him until Aschoff’s death in 
1998. Honma’s research involves various aspects of the neural 
and molecular mechanisms of circadian rhythmicity.110–112

Of course, many researchers in addition to those shown 
in Table 1.3 specialize in circadian physiology. Table 1.4 lists 
355 researchers who authored 20 or more articles in the field 
in the past 10 years. All of the researchers listed in Table 1.4 
are valuable resources for governmental agencies, health 
practitioners, and news media personnel seeking advice on 
circadian rhythms, as well as for students and postdoctoral 
researchers seeking experience in the field. Many of these 
researchers are members of one or more of the four main 
chronobiological research societies: the International Society 
for Chronobiology, the Society for Research on Biological 
Rhythms, the European Biological Rhythms Society, and the 
Japanese Society for Chronobiology.113 Many of the research-
ers also attend with some regularity professional meetings 
dedicated to research on biological rhythms, such as the 
22nd Annual Meeting of the Society for Light Treatment and 
Biological Rhythms held in Vienna (Austria) in 2010, the 3rd 
World Congress of Chronobiology held in Puebla (Mexico) in 
2011, the 13th Biennial Meeting of the Society for Research 
on Biological Rhythms held in Destin (Florida) in 2012, the 
13th Congress of the European Biological Rhythms Society 
held in Munich (Germany) in 2013, the 28th Conference of 
the International Society for Chronobiology held in Bucharest 
(Romania) in 2014, the 4th World Congress of Chronobiology 
held in Manchester (United Kingdom) in 2015, and the 
15th  Biennial Meeting of the Society for Research on 
Biological Rhythms held in Tampa (Florida) in 2016. The 
theme “Rhythms of Life” was chosen for the 2017 meeting 
of the International Union of Physiological Sciences in Rio de 
Janeiro (Brazil).

Efforts to access the impact that a researcher has on 
his or her discipline usually make use of citation statistics. 
Citation statistics are used because the number of times that 
a researcher’s published work is cited by other researchers 

FIGURE 1.28 The three print journals specialized in biological rhythms. Currently, there are three print journals specialized in 
biological rhythms: Biological Rhythm Research (published by Taylor & Francis), Chronobiology International (published by Taylor & 
Francis), and the Journal of Biological Rhythms (published by Sage Science Press).
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in professional journals is an objective indicator of academic 
prestige. While comparison of citation statistics for a few 
researchers can be easily accomplished, a large-scale com-
parison would be extremely onerous and possibly unfeasi-
ble. First, citation data for several hundred authors (i.e., at 
least those listed in Table 1.4) would have to be searched 
to ensure that no one is inadvertently left out. Second, cita-
tions would have to be screened to separate literature review 
and methodological articles from research reports; this 
is necessary because the former items receive many more 
citations than the latter—and cannot be directly compared. 
Third, citations would have to be individually inspected to 
exclude articles that were written by circadian physiologists 
but that do not deal with circadian rhythms; this is neces-
sary because circadian physiologists work on other topics 
too. An  alternate approach is to identify articles that deal 
with circadian rhythms and that received many citations 
regardless of who authored them. The authors can then be 
identified retrospectively.

In April 2014, I searched the Web of Science database 
(produced by Thomson Reuters) for cited articles that had 

the term circadian in the title. Only about a quarter of 
articles dealing with circadian rhythms actually have the 
word circadian in the title, but this was an inevitable limita-
tion of the search engine. The search returned 22,156 arti-
cles, most of them having fewer than two dozen citations, 
although 93 of them had more than 400 citations each. Seven 
researchers had four or more articles with 400 or more cita-
tions each: Charles A. Czeisler (Harvard Medical School), 
Michael H.  Hastings (University of Cambridge), Steve A. 
Kay (University of Southern California), Michael Menaker 
(University of Virginia), Steven M. Reppert (University of 
Massachusetts Medical School), Ueli Schibler (University 
of Geneva), and Joseph S. Takahashi (University of Texas 
Southwestern Medical Center). These seven researchers 
are, therefore, the seven most influential circadian physi-
ologists of our time. We do not have time to talk about 
each one of them in detail here, but I would like to give 
some detail about at least one of them. Michael Menaker 
(Figure 1.35) is a professor of biology at the University of 
Virginia. After completing his doctorate with Pittendrigh 
at Princeton University, he was a postdoctoral fellow at 

FIGURE 1.29 The Journal of Circadian Rhythms. The first journal specialized in circadian rhythms was launched in 2003. The Journal 
of Circadian Rhythms, published by Ubiquity Press, is an open-access electronic journal (with no print version) in which articles are freely 
available to readers worldwide upon publication. The URL is www.JCircadianRhythms.com.

http://www.JCircadianRhythms.com
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Harvard University and a professor at the University of 
Texas (Austin) and at the University of Oregon before being 
recruited to chair the biology department at the University 
of Virginia. He has served as doctoral and postdoctoral 
adviser to numerous researchers, including the author of this 
book. His own research involves a wide range of phenomena 
related to biological timing in various life forms.114–117

While advanced education in circadian physiology must 
be attained by apprenticeship at the postgraduate level, 
many universities currently offer undergraduate as well 
as graduate courses on this subject. A nonexhaustive list 
of such courses can be found in Table 1.5. Additionally, 
summer courses on biological rhythms are occasionally 
offered around the world. Events called Chronobiology 
Summer School (or a similar designation) were organized 
by A. Kramer and H. Herzel in Berlin (Germany) in 2012, 
by E. Herzog and D. McMahon in Nashville (Tennessee) in 
2013, by K. Kume, H. Iwasaki, H. Ueda, and T. Yoshimura 
in Sapporo (Japan) in 2014, and by R. Foster, C. Espie, 
M. Merrow, and T. Roenneberg in Oxford (England) in 2015. 
A Summer Course on Chronopharma cology was organized 
by B. Lemmer in Heidelberg (Germany) for 14 consecutive 
years, from 2000 to 2014.

TABLE 1.3
The Most Prolific Circadian Physiologists Todaya

Rank Author Institution Specialty Articles 

1 Kazuomi Kario Jichi Medical University, Japan Circadian rhythms and human hypertension 88

2 Russell J. Reiter University of Texas Health Science Center at 
San Antonio, United States

Melatonin and its role in aging and circadian organization 80

3 Daniel P. Cardinali Pontifical Catholic University of Argentina Human sleep and neurological disorders 77

3 Ramón C. Hermida University of Vigo, Spain Circadian control of blood pressure in humans 77

5 Paul Pévet Louis Pasteur University, France Endocrinology of circadian rhythms in mammals 76

6 Paolo Sassone-Corsi University of California at Irvine, United States Epigenetics of circadian clocks 75

6 Joseph S. Takahashi University of Texas Southwestern Medical 
Center, United States

Physiology and molecular biology of circadian clocks in 
mammals

75

8 Juan A. Madrid University of Murcia, Spain Circadian rhythms and human health 67

9 Steve A. Kay University of Southern California, United States Molecular biology of circadian clocks in plants and animals 64

10 Urs Albrecht University of Fribourg, Switzerland Neurobiology of circadian rhythms in vertebrates 63

11 Francis Lévi University of Paris, France Chronotherapy of cancer (basic and applied research) 62

12 Norio Ishida NIAIST, Japan Molecular biology of circadian clocks in mammals 61

13 Charles A. Czeisler Harvard University, United States Control of sleep and circadian rhythms in humans 60

14 Andrew J. Millar University of Edinburgh, United Kingdom Molecular biology of circadian clocks in plants 58

14 Shigenobu Shibata Waseda University, Japan Nutrition and circadian rhythms in mammals 58

16 Ken-ichi Honma Hokkaido University, Japan Neurobiology of circadian rhythms 56

17 Sato Honma Hokkaido University, Japan Neurobiology of circadian rhythms 56

18 Christian Cajochen University of Basel, Switzerland Circadian rhythms and human physiology 55

19 Hitoshi Okamura Kobe University, Japan Molecular biology of circadian clocks in mammals 54

20 Etienne Challet Louis Pasteur University, France Endocrinology of circadian rhythms in mammals 53

a This table was compiled with data obtained through a search of the PubMed database (U.S. National Library of Medicine, Washington, DC) followed by 
analysis with proprietary software. The PubMed database was searched in April 2014 for all articles published in the preceding 10 years that had the term 
circadian in any indexed field (title, abstract, or key words). The search retrieved 23,475 articles that were authored by 59,532 authors. The authors with the 
highest numbers of publications were selected. A few authors were excluded because their names were not unique (and could not be distinguished from 
authors with the same name in another field) or because they published more than 50% of their articles with another author (and were considered to be 
members of that author’s research team rather than independent researchers). The top 20 authors are listed in this table.
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FIGURE 1.30 How many people publish research articles on 
circadian rhythms? In a 12-month interval not long ago, 3330 
authors published journal articles containing the word circadian in 
the title or as an indexed key word. The figure shows how many 
of these authors published how many articles. (Data from Research 
Alert service of Thomson Reuters [formerly, Institute for Scientific 
Information]. Search conducted by R. Refinetti for the 12-month 
interval between November 2002 and October 2003.)
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FIGURE 1.33 Urs E. Albrecht (1962–). This Swiss biochemist 
specializes in the molecular neurobiology of circadian rhythms in 
vertebrates. (Photo courtesy of Urs Albrecht.)

FIGURE 1.31 Kazuomi Kario (1962–). This Japanese cardiologist, 
who specializes in the ambulatory monitoring of blood pressure and 
prevention of cardiovascular disease, is currently the most prolific 
circadian physiologist. (Photo courtesy of Kazuomi Kario.)

FIGURE 1.32 Paul Pévet (1945–). This French neurobiologist 
specializes in the endocrinology of circadian rhythms in mammals. 
(Photo courtesy of Paul Pévet.)

FIGURE 1.34 Ken-ichi Honma (1946–). This Japanese medical 
physiologist specializes in the neurobiology of circadian rhythms in 
vertebrates. (Photo courtesy of Ken-ichi Honma.)
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TABLE 1.4
Contemporary Circadian Physiologistsa

Abreu-Gonzalez P Costa R Halberg F Korf HW McClung CA Ralph MR

Adan A Cuspidi C Hankins MW Koyanagi S McClung CR Randler C

Akerstedt T Cutolo M Hannibal J Kramer A McMahon DG Rea MS

Albrecht U Czeisler CA Hardeland R Kripke DF Meijer JH Reddy AB

Allada R Daan S Hardin PE Kronfeld-Schor N Menaker M Refinetti R

Allen CN Dardente H Harmer SL Kudo T Mendoza J Reilly T

Allison KC Davis SJ Hashimoto S Kumar V Merrow M Reiter RJ

Amir S Dawson D Hastings MH Kyriacou CP Metoki H Reppert SM

Ancoli-Israel S de la Iglesia HO Hattar S Lee C Michel S Ripperger JA

Ando H Deboer T Hazlerigg DG Lee J Middleton B Roach GD

Antle MC Delaunay F Helfrich-Forster C Lee TM Mignot E Rodriguez AB

Antoch MP Diez-Noguera A Hermida RC Lemmer B Millar AJ Roelfsema F

Archer SN Dijk DJ Herzel H Levi F Mishima K Roenneberg T

Arendt J Dinges DF Herzog ED Li H Mistlberger RE Rogers NL

Arushanian EB Doi M Hida A Li J Mizuno T Rol MA

Asayama K Dominguez-Rodriguez A Hidalgo MP Li L Mojon A Rosbash M

Atkinson G Doyle FJ 3rd Higuchi S Li S Moller M Roth T

Ayala DE Duffy JF Hirayama J Li X Monk TH Sancar A

Barriga C Dumont M Hogenesch JB Li Y Montagna P Sanchez-Vazquez FJ

Bass J Dunlap JC Honma K Lightman SL Mori T Sassone-Corsi P

Beersma DG Earnest DJ Honma S Liu J Munch M Scheer FA

Bertolucci C Eastman CI Hoshide S Liu JH Naef F Schernhammer ES

Bjorvatn B Edery I Hrushesky WJ Liu X Nakamichi N Schibler U

Blask DE Edwards B Hut RA Liu Y Nakamura Y Schwartz WJ

Blau J Egli M Ikeda M Lockley SW Natale V Sehgal A

Bloch G Eguchi K Imai Y Lopez-Olmeda JF Nelson RJ Sharma VK

Block GD Elliott JA Imaizumi T Loros JJ Nishino S Shea SA

Boivin DB Emery P Innominato PF Loudon AS Nitabach MN Shibata S

Born J Erren TC Ishida N Lee J Noshiro M Shigeyoshi Y

Brainard GC Escobar C Ishikawa J Lee TM Numata H Shimada K

Bray MS Esquifino AI Ishiura M Lemmer B Obara T Shimizu T

Brown SA Evans JA Ito S Levi F Ohdo S Silver R

Brown TM Fahrenkrug J Iuvone PM Li H Ohkubo T Skene DJ

Brunner M Ferguson SA Johnson CH Li J Oishi K Sladek M

Buijs RM Fernandez JR Jones H Li L Okamura H Smale L

Burgess HJ Figueiro MG Kalsbeek A Li S O'Neill JS Smolensky MH

Buysse DJ Fliers E Kario K Li X Ordovas JM Sothern RB

Cajochen C Foster RG Kato T Li Y Oster H Souissi N

Cambras T Foulkes NS Kato Y Lightman SL Otsuka K Srinivasan V

Caola G Frolich M Kawamoto T Liu J Pack AI Staessen JA

Cardinali DP Froy O Kawano Y Liu JH Pallesen S Stanewsky R

Carskadon MA Fujimoto K Kay SA Liu X Panda S Stengl M

Cassone VM Fujimura A Kennaway DJ Liu Y Pandi-Perumal SR Steptoe A

Cermakian N Gamble KL Kikuya M Lockley SW Parati G Stevens RG

Challet E Garaulet M Kim J Lopez-Olmeda JF Partonen T Stewart WC

Chen L Gimble JM Kim JS Loros JJ Pazienza V Stunkard AJ

Chen Y Glass JD Kim K Loudon AS Peirson SN Sumova A

Chen Z Golden SS Kimura G Madrid JA Pevet P Suzuki T

Chrousos GP Golombek DA Kirschbaum C Mancia G Piccione G Takahashi JS

Claustrat B Gorman MR Klein DC Manfredini R Pickering TG Takahashi M

Colwell CS Gothilf Y Klerman EB Mas P Piggins HD Takumi T

Coogan AN Grandner MA Kondo T Matsunaga N Pijl H Tan DX

Cooper HM Green CB Kondratov RV Maywood ES Portaluppi F Tanaka K

Cornelissen G Grunstein RR Konstas AG Mazzoccoli G Rajaratnam SM Tarquini R

(Continued )
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1.4 ETHICS OF ANIMAL RESEARCH

Slightly more than half of all published studies in circa-
dian physiology today are conducted using human sub-
jects. To protect research subjects from potential abuse by 
occasional “mad scientists,” every research project must be 
preapproved by an ethics committee, which in the United 
States is called an Institutional Review Board (IRB).118 A 
fundamental requirement for approval by the IRB is that 
the researcher obtain “informed consent” from every sub-
ject. Because the subject is allowed to withdraw his or her 
consent at any time, the subject is guaranteed not to be 
subjected to discomfort beyond the level that he or she is 
willing to endure for the good of science (or for financial 
incentive).

Much research in circadian physiology is conducted with 
nonhuman animal subjects. Vivisection, or experimentation 
with living organisms, has been practiced for thousands 
of years.119 Although a small fraction of animal research 
conducted today is directed at improvements in veterinary 
care, the most common goal is to improve human health. 
Vivisection is performed in animals for the benefit of 
humankind.120 Simply put, some research procedures are 
too harmful—or too risky, or too boring, or too painful—to 

be conducted on human subjects; so, we use animals instead 
(Figure 1.36). We also use animals (and plants and fungi, 
for that matter) because they provide the opportunity for 
the study of complex human processes in simpler, more 
manageable “models.” However, it cannot be denied that we 
often use animals in research because it would be inhumane 
to use human subjects for the same purpose.

1.4.1 use of animals

If we use animals as experimental subjects in biomedical 
research because we think that it would be inhumane to use 
humans, we may wonder whether the use of animals is not 
itself inhumane. Should we not be concerned about the eth-
ics of the use of animals in research? Such wondering has 
been sporadically uttered throughout history, but the mani-
festo of the modern antivivisection movement was Peter 
Singer’s 1975 book, Animal Liberation.121 Although Singer 
himself was willing to defend his position against vivisec-
tion with rational arguments, a number of activists took 
the path of terrorism, including  depredation of laboratories 
and attempts at murder.122–126 Editors of biomedical jour-
nals felt the strength of the movement and wrote editori-
als about it.127–130 Embarrassed by being depicted as animal 
torturers by the activists, biomedical researchers overre-
acted by imposing on themselves strict rules for the use 
of animals in research.131–134 On one hand, this course of 
affairs was very positive because it showed that researchers 

FIGURE 1.35 Michael Menaker (1934–). This American biologist 
specializes in the neurobiology of circadian rhythms in vertebrates. 
(Photo courtesy of Rebecca Arrington.)

TABLE 1.4 (continued )
Contemporary Circadian Physiologistsa

Todo T Wang Y Yamashino T

Tomioka K Wang Z Yamazaki S

Tosini G Wang ZR Yang X

Touitou Y Watanabe T Yoshii T

Tufik S Waterhouse J Yoshimura T

Turek FW Weaver DR Young ME

Ueda HR Webb AA Young MW

Umemura S Weinreb RN Zee PC

van der Horst GT Welsh DK Zeitzer JM

Van Dongen HP White WB Zeman M

Van Someren EJ Wirz-Justice A Zhang J

Veldhuis JD Wright KP Jr Zhang L

Wang H Wu X Zhang X

Wang J Wu Y Zhang Y

Wang L Xu Y Zheng T

Wang W Yagita K Zhu Y

Wang X Yamamoto T

a This list of contemporary circadian researchers was compiled with data 
obtained through a search of the PubMed database (U.S. National 
Library of Medicine, Washington, DC) followed by analysis with pro-
prietary software. The PubMed database was searched in April 2014 
for all articles published in the preceding 10 years that had the term 
circadian in any indexed field (title, abstract, or key words). The search 
retrieved 23,475 articles that were authored by 59,532 authors. Most 
authors published only one article, but 355 authors (0.6% of all authors) 
published 20 or more articles during this 10-year interval. These 355 
authors, who are actively engaged in research on circadian rhythms (as 
evinced by an average of at least two relevant publications per year for 
10 consecutive years), are listed here.
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were willing to compromise and also because it actually 
improved the quality of biomedical research by forcing sci-
entists with sloppy animal maintenance habits to shape up. 
On the other hand, however, it reinforced the wrong con-
ception that antivivisectionism is a philosophy that merely 
opposes the mistreatment of research animals. Once the 
question of mistreatment had been settled, researchers and 
politicians thought that all that was left to be done was 
to remind the public that animal research is intrinsically 
honorable—because it leads to the improvement of medi-
cal procedures for the treatment of diseases that afflict mil-
lions of children and adults.135–142 This strategy failed to 
touch the core of the antivivisection controversy. As Singer 
pointed out, antivivisectionism is not restricted to the issue 
of liberation of laboratory animals; it encompasses the 
whole issue of animal rights. Although the phrase “animal 
rights” could refer to any set of rights attributed to ani-
mals, Singer endorsed the opinion of most antivivisection-
ists that animal rights are equivalent to human rights.143 
His main argument was that there is no logical reason to 
attribute moral rights to humans and not to animals.144 This 
means that the real issue in the antivivisection controversy 
is not the mistreatment of research animals or the imme-
diate usefulness of biomedical research. Well-informed 
individuals have no doubt that vivisection is necessary for 
medical progress.135–142 The real issue in the antivivisection 
controversy is a conflict of values, a conflict between those 
who believe that animal rights are equal to human rights 
and those who do not.145

If we were all strict followers of the Judeo-Christian Bible, 
the issue would be solved easily. Genesis 1:28 asserts that, 
after having created humans on the sixth day of creation,

God blessed them, and God said unto them, Be fruitful, and 
multiply, and replenish the earth, and subdue it: and have 
dominion over the fish of the sea, and over the fowl of the air, 
and over every living thing that moveth upon the earth.

For those who do not believe that humans have a divine 
mandate to exploit animals, we must start the discussion by 
looking at how many animals are used in research and what is 
done to them. As shown in Figure 1.37, more than half of all 
research in circadian physiology can be, and is, conducted on 

FIGURE 1.36 Replacing animals as experimental subjects. This comic strip of the Wizard of Id cartoon, by Brant Parker and Johnny 
Hart, provides a humorous view of the importance of the use of animals in biomedical research. (Copyright 1984 by Brant Parker and 
Johnny Hart. Reproduced by permission of John L. Hart FLP and Creators Syndicate Inc.)

TABLE 1.5
Courses on Biological Rhythms Offered at North 
American Universities

Institution Course 

Alverno College BI 443: Chronobiology

Clark University BIOL 244: Biological Clocks

Cornell University BIOGD 394: Circadian Rhythms

Dalhousie University NESC 3260: Biological Rhythms

Drexel University BMES 531: 
Chronobioengineering

Florida Institute of Technology BIO 5080: Biological Clocks

Harvard University MCB 186: Circadian Biology

Indiana University A 501: Biological Rhythms

North Carolina State University ZO 410: Biological Timekeeping

Northeastern University BIO G306: Biological Clocks

Northwestern University BIOL SCI 124: Biological Clocks

Ohio State University, Columbus PSYC 623: Biological Clocks

Pennsylvania State University, 
University Park

PSY 597: Rhythms of Behavior

Simon Fraser University PSYC 388: Biological Rhythms

Skidmore College BI 344: Biological Clocks

State University of New York, 
Stony Brook

BIO 314: Biological Clocks

Texas A&M University, College 
Station

BIOL 601: Biological Clocks

University of California, Davis MCP 242: Biological Rhythms

University of Connecticut, Storrs PNB 225: Biological Rhythms

University of Houston BIO 6213: Biological Clocks

University of Illinois, 
Urbana-Champaign

MCB 482: Biological Clocks

University of Massachusetts, 
Amherst

BIOL 571: Biological Rhythms

University of Medicine and Dentistry 
of New Jersey

MSBS 5050: Biological Rhythms

University of Minnesota, Morris BIOL 1001: Biological Rhythms

University of Texas, Houston PH 2180: Chronobiology

University of Toronto JZP 326: Biological Rhythms

University of Virginia BIOL 419: Biological Clocks

University of Western Ontario PSY 734: Biological Rhythms

Vanderbilt University BSCI 238: Biological Clocks

York University BIOL 4310: Biological 
Timekeeping
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human subjects. A very small fraction involves plants, fungi, 
bacteria, and other nonanimals, and 41% involves nonhuman 
animals. More than half of these nonhuman animals (59%) 
consists of rats and mice—two rodent species that are consid-
ered pests in most of the world.

In the United States, it is estimated that about 20 mil-
lion animals are used in all of biomedical research each 
year,146 even if the number of animals officially recorded 
has been decreasing in the past 25 years.147 As in the par-
ticular case of circadian physiology, most of the animals are 
rats and mice—but 20 million is definitely a large number! 
If 20 million humans were decimated in any given year, 
we would consider it a catastrophe of unfathomable propor-
tions. Thus, you might wonder whether scientists have gone 
mad. No, they have not. Surprising as it may be to some 
readers, 20 million animals are not too many animals in the 
big scheme of things. As shown in Figure 1.38, this number 
is lower than the number of cats and dogs euthanized in ani-
mal shelters each year (because of shortage of adoptions) 
and is dwarfed by the number of chickens killed each year 
to feed us. As a matter of fact, although some people would 
like to think that biomedical research is a major form of ani-
mal exploitation, a little reflection about the real world will 
show otherwise. Let us start with pets. We certainly love 
our pets and do not wish them any harm. We actually enjoy 
being nice to them. But one could certainly ask: Who gave 
us the right to purchase a pet and to keep it in our homes for 
as long as we want? Indeed, if your cat were a human being, 
you would certainly go to jail for “treating the child like an 
animal.” Clearly, we do not treat pet animals the way we 
treat human beings. The abuse of animals is even clearer 
in industrial contexts. Farm animals are rarely “loved by 
their owners,” and, in any case, most of us exploit animals 
as food—by eating their meat, drinking their milk, eating 
their eggs, and so on. We exploit animals as clothing—by 
wearing fur coats, leather jackets, and wool sweaters. We 
exploit them as plain entertainment—by fishing, riding a 
horse, and visiting the zoo. We also exploit animals as work 
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FIGURE 1.38 Comparative figures of animal use by humans. 
The figure shows the approximate number of animals killed each 
year in the United States in three sectors: chicken (used as food), 
pound (cats and dogs euthanized in animal shelters because of 
shortage of adoptions), and research (mostly rats and mice used 
in biomedical research). (Data from Poultry Production and 
Value—2002 Summary, National Agricultural Statistics Service, 
Washington, DC, 2003; Nicoll, C.S., Physiologist, 34(6), 303, 1991.)
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FIGURE 1.37 Proportions of experimental subjects in studies of circadian rhythms. More than half of all studies dealing with circadian 
rhythms are conducted on human subjects. More than half of the studies conducted in animals involve rats and mice. (PubMed database 
searched by R. Refinetti in October 2003 targeting the term circadian in any searchable field in conjunction with MeSH terms designating 
the various organism groups.)
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force (horses, donkeys, camels) and as tools (bird feather, 
camel hair). With our actions, we have clearly stated that 
we do not think that animal rights equal human rights. 
Biomedical research plays no major part in this game.

Still, 20 million is 20 million, and it is fair to ask what 
is done to these animals. The conduct of animal research is 
strictly regulated in most of the world. In the United States, 
the use of animals in research is regulated by the Department 
of Agriculture (USDA)148,149 and, for all projects that receive 
federal funding, it must conform to detailed guidelines 
set out by the Public Health Service.150 Intentional inflic-
tion of pain is extremely rare and limited to research on 
the physiology of pain itself. Importantly, whether pain is 
expected or not, every research project must be preapproved 
by an ethics committee. The task of the various Institutional 
Animal Care and Use Committees (IACUC)151,152 is to 
decide, based on the scientific and ethical values of the 
community, whether the discomfort caused to the animals 
is justified by the expected benefits of the research project. 
Authorization to perform the project is denied if the justifi-
cation is unsatisfactory.

1.4.2 ethical issue

So, the use of animals in research is minuscule in compari-
son to other uses of animals by humans, and biomedical 
researchers are very serious about the welfare of their ani-
mals. However, we can still ask whether it is ethical to cause 
discomfort (and death) to a few animals to improve the lives 
of many humans. The moral judgments that we make about 
other species are often neither logical nor consistent,153 so 
we may try a more generic approach. Henry Heffner, a pro-
fessor of psychology at the University of Toledo, says that 
he asks his students if they would, hypothetically, accept a 
deal in which their standard of living would be raised but, 
as a consequence, some 30,000 people would die each year 
and over a million would be injured.154 Not surprisingly, the 
students invariably find the deal unacceptable. Heffner then 
reminds them that, in their naiveté, they do not realize that 
they have already accepted the deal, as these are the acci-
dent statistics for passenger vehicles in the United States.155 
By choosing to drive cars on roads, we choose to kill many 
and to hurt many more in exchange for the convenience of 
moving around more easily than on foot. Thus, whether we 
realize it or not, we do find it ethical to sacrifice a small 
group for the common good, even if it is a small group of 
humans.

You may feel that Heffner’s analogy is faulty, as people 
share equally the benefits and the costs of driving a car, 
whereas only nonhumans pay the price of research to ben-
efit human health. This is not true, however. Not all humans 
are equal when it comes to traffic accidents. As shown in 
Figure 1.39, 20-year-olds pay a much higher price for the 
benefit of driving than do other members of society. As a 
matter of fact, motor vehicle accidents are the leading cause 
of death for people between 15 and 30 years of age155 (we 
will see in Chapter 16 that heart disease, cancer, and other 

illnesses are the biggest killers of older adults). Still, you 
might argue that every person who does not die young gets 
to benefit from motor vehicles throughout his or her life, 
whereas a rat never becomes a human being and never ben-
efits from advances in human medicine. Unfortunately, the 
accidents picture is gloomier. For instance, of the 42,401 
deaths due to motor vehicle accidents in the United States 
in 1999, 28,552  involved male victims.155 This means that 
men, who make up 50% of the human population, pay 67% 
of the price of the convenience of moving around in motor 
vehicles—and men become women about as often as rats 
become humans!

If you are very persistent, though, you may argue that 
only people who choose to get into an automobile have to 
share the risk of dying in an accident, whereas research ani-
mals do not choose to participate in biomedical research. 
In this case, I must call your attention to the left part of the 
curve in Figure 1.39. The curve does not go down to zero 
deaths  at young ages. In 1999 alone, 834 children under 
5 years of age (who do not choose to get into an automo-
bile) died in motor vehicle accidents in the United States.155 
Embarrassing as these figures may be, they clearly make 
the point that the decision to sacrifice a number of animals 
in order to improve the life conditions of a larger number 
of humans is a moral decision at least equivalent to other 
moral decisions that we make in our daily lives. We may not 
be comfortable with some of the ethical decisions that we 
make—but that is the nature of ethics. As the existentialist 
philosopher Jean-Paul Sartre used to say, we are painfully 
free to choose our own destiny, and painfully responsible 
for each of our choices.156

I realize that a few readers may take my arguments back-
ward and decide to become vegetarians and to refuse medi-
cal treatment for serious diseases (because the treatment 
was developed through biomedical research in animals). 
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FIGURE 1.39 Deaths due to motor vehicle accidents in the 
United States. The figure shows the actual number of human deaths 
resulting from motor vehicle accidents in the year 1999 for various 
ages (ages between multiples of 5 are not shown). (Data from U.S. 
National Safety Council, Injury Facts 2002 Edition, U.S. National 
Safety Council, Itasca, IL, 2002, pp. 10–15.)
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They  obviously have the right to do so, but I must remind 
them that the kingdom Animalia is only a small fraction of 
the diversity of life on Earth. The rebellious readers must be 
prepared to answer in the near future to a new generation of 
activists who will clamor for the end of human exploitation 
of all plants—the Vegetal Liberation movement, dedicated to 
the persecution of all vegetarians who exploit plants as food, 
decoration, clothing, and medicinal herbs.

SUMMARY

 1. Jean-Jacques de Mairan (1678–1771) recorded the 
first observation of the persistence of daily rhythmic-
ity in plants maintained in an environment lacking 
temporal cues, and Augustin de Candolle (1778–
1841) noticed that the rhythmicity was endogenous 
because its period differed from the period of Earth’s 
rotation.

 2. Circadian physiology evolved into a structured dis-
cipline in the twentieth century, thanks especially to 
the research and tactical efforts of Jürgen Aschoff 
(1913–1998), Franz Halberg (1919–2013), and Colin 
Pittendrigh (1919–1996).

 3. Current research in circadian physiology is a multi-
million dollar enterprise with implications for all 
sectors of human existence, including arts and 
entertainment, the humanities, basic biology, busi-
ness, space exploration, and human and veterinary 
medicine.

 4. Animals are often used as experimental subjects in 
research in circadian physiology. This use is strictly 
regulated and follows universal ethical principles.

EXERCISES

1.1 Daily leaf movement of bean plant. In Section 1.1, 
you saw that the leaves of the bean plant rise during the 
day and bend down at night. Although you may take 
my word for it, seeing it with your own eyes may be 
much more convincing. Start by obtaining a dozen or 
so fresh beans from a grocery store or a home-and-gar-
den center. Kidney beans are probably the easiest ones 
to find. You will also need a few small plant pots (thin 
plastic cups will not work because they will turn over 
when the plants grow) with some soil in them. Push the 
beans into the soil and water them regularly (the soil 
should be wet but not flooded). If you keep the pots 
indoors, make sure that they are close to a window so 
that they get light during the day but not at night. Grow 
the plants until the second pair of leaves is almost fully 
expanded (which will take 1–3 weeks depending on 
ambient temperature and day length). Then, choose 
the best plant and start the observations, for which 
you will need a protractor. A protractor is a plastic or 
cardboard semicircular instrument used for measuring 
angles. You can buy one at any school supply store or 

build it yourself. Measure the angle of the leaves every 
2 hours or so from sunrise to sunset for 3 or more days 
(you may take measurements at night also, but make 
sure to use very dim light, red if possible, in order not 
to disturb the light–dark cycle). At the end, draw a 
graphic showing the leaf angle (Y-axis) as a function 
of time (X-axis). You should be able to observe a clear 
daily rhythm.

1.2 Measuring your own rhythm of body temperature. 
Measuring circadian rhythms in your own body is per-
haps the best way to gain an intuitive feel for the ubiquity 
of biological rhythms. All you need is a clinical ther-
mometer (mercury-in-glass or electronic) and a sheet of 
paper to record the data. Try to record your temperature 
every hour for two or more consecutive days. Before 
the first measurement, make sure to read the thermom-
eter’s instructions for proper placement of the probe. If 
you are taking measurements under your tongue, make 
sure not to eat or drink anything for at least 15 min-
utes before a measurement. Also, avoid measurements 
shortly after you take a hot shower, go for a cold swim, 
or do any strenuous exercise (all of these will interfere 
with the normal daily variation of body temperature). 
Occasionally, you may also use an alarm clock to briefly 
wake you up in the middle of the night for nocturnal 
measurements (but don’t do this too often, otherwise 
you may disturb the body’s clock). At  the end, draw 
a graphic showing temperature (Y-axis) as a function 
of time (X-axis). You should be able to observe a clear 
daily rhythm.

1.3 Review crosswords. The crossword puzzle in 
Figure  1.40 provides the opportunity to review some 
of the material covered in this chapter while  enjoying 
a popular pastime. The key appears right after the 
“Websites to Explore” section.

Across
4 Swiss botanist who first demonstrated circadian 

rhythmicity in a plant
10 German physician who created macrobiotics
12 The father of medicine
13 German botanist who wrote the first comprehensive 

book about research on biological rhythms
14 British physician who conducted long-term record-

ing of his body temperature
15 One of the creators of the concept of biorhythms
16 French astronomer who first described plant rhyth-

micity in darkness

Down
1 Roman physician who described paroxysms
2 Most prolific current researcher in circadian 

physiology
3 One of the seven most influential circadian physiolo-

gists of our time
5 German forefather of modern circadian physiology
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6  The tree in which Androsthenes observed daily 
rhythmicity

7  First researcher to document circadian rhythmicity 
in an animal

8  British–American forefather of modern circadian 
physiology

9  Another one of the seven most influential circadian 
physiologists of our time

11 Romanian–American forefather of modern circa-
dian physiology

SUGGESTIONS FOR FURTHER READING

There is no book dedicated specifically to the history of circa-
dian physiology. However, information about major develop-
ments in the twentieth century can be obtained from books 
written by researchers who were active in the field during that 
time. Some of these books are listed here.

Bünning, E. (1973). The Physiological Clock, 3rd edn. New York: 
Springer.

First published in German in 1958 (Die Physiologische Uhr), 
this was probably the earliest scholarly book to summarize a 
large body of research on biological rhythms from a variety 

of investigators. This third English edition is a comprehensive 
account of progress in the field up to the early 1970s.

Richter, C. P. (1965). Biological Clocks in Medicine and Psychiatry. 
Springfield, IL: Charles C. Thomas.

Published a year after the first English translation of 
Bünning’s  book, this book provides a detailed description 
of Richter’s extensive research on biological rhythmicity in 
health and disease.

Sweeney, B. M. (1969). Rhythmic Phenomena in Plants. New York: 
Academic Press.

As indicated by its title, this short book is restricted to biologi-
cal rhythms in plants. The first chapter briefly covers research 
conducted in the 1800s, and the rest of the book discusses 
research conducted from the 1930s to the 1960s. A second 
edition of the book was published in 1987.

Brown Jr., F. A., Hastings, J. W., and Palmer, J. D. (1970). The 
Biological Clock: Two Views. New York: Academic Press.

A precious time capsule, this book presents a lively debate 
about the endogenous nature of circadian rhythms in the 
1960s.

Saunders, D. S. (1977). An Introduction to Biological Rhythms. 
New York: Wiley.
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FIGURE 1.40 Crosswords. See Exercise 1.3.



28 Circadian Physiology

Probably the first textbook on biological rhythms. It cov-
ers approximately the same material in the same epoch as 
Bünning’s book but is more oriented toward nonspecialists.

Brady, J. (1979). Biological Clocks. Baltimore, MD: University 
Park Press.

The first book explicitly meant to be an undergraduate text-
book on biological rhythms. It covers approximately the 
same  material as Bünning’s and Saunders’ books but in a 
lighter fashion.

Moore-Ede, M. C., Sulzman, F. M., and Fuller, C. A. (1982). The 
Clocks that Time Us: Physiology of the Circadian Timing 
System. Cambridge, MA: Harvard University Press.

A textbook on biological rhythms that was popular in the 
1980s.

Palmer, J. D. (2002). The Living Clock: The Orchestrator of 
Biological Rhythms. New York: Oxford University Press.

A short, very easy-reading book written for nonscientists. 
Palmer, a marine biologist who entered the field of biological 
rhythm research in the early 1960s, describes his own early 
research as well as that of others.

WEBSITES TO EXPLORE

European Biological Rhythms Society: http://www.ebrs-online.org/.
International Society for Chronobiology: http://www. ischronobiology. 

org/.
Japanese Society for Chronobiology: http://chronobiology.jp/.
NIH Office of Laboratory Animal Welfare: http://grants.nih.gov/

grants/olaw/olaw.htm.
Search for Animal Models (LAMHDI): http://www.lamhdi.org.
Society for Research on Biological Rhythms (USA): http://www.

srbr.org.
Time and Date (and Sun and Moon): http://www.timeanddate.com/

astronomy/.

KEY TO CROSSWORDS (FIGURE 1.40)

Across
4 Candole
10 Hufeland
12 Hippocrates
13 Bunning
14 Davy
15 Fliess
16 Mairan

Down
1 Galen
2 Kario
3 Czeisler
5 Aschoff
6 Tamarind
7 Johnson
8 Pittendrigh
9 Takahashi
11 Halberg
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2 Research Methods in 
Circadian Physiology

2.1 SCIENTIFIC METHOD

Research in circadian physiology is, of course, conducted 
according to the scientific method. But what is the scientific 
method and why should it be used? Answering this ques-
tion is the first step in the study of research methods. The 
answer is particularly important for academic scientists and 
university students in the United States in the early twenty-
first century. These individuals will most likely be confronted 
with a philosophical movement referred to as constructivism, 
which is presented as a facet of postmodernism and is often 
associated with various versions of feminism. As pointed out 
by concerned scholars, this philosophical movement poses a 
threat to the progress of science and the preservation of social 
order.1–3 Thus, awareness of the constructivist movement 
may be necessary for the advancement of scientific research, 
including research in circadian physiology. Because the term 
constructivism has been used in many different contexts with 
many different connotations,4–7 we must have a closer look at 
the issue.

2.1.1 PhilosoPhy and science

Since at least the late 1800s, the view of science espoused by 
most scientists and lay citizens has been what in philosophy 
is called a positivist view. The name derives from positivism, 
a philosophical system developed by the French philosopher 
Auguste Comte (Figure 2.1). Comte reflected the worldview of 
his time, which, as far as science is concerned, can be charac-
terized by three fundamental assumptions:

 1. The world is “out there” (it exists independently of 
us), and it is our job to go out and learn about it.

 2. Knowledge is cumulative, and each generation is 
closer to the eventual full knowledge of the world.

 3. There is a hierarchy that unites the various sciences, 
a hierarchy that runs up from mathematics and phys-
ics to chemistry, to biochemistry, to cell biology, and 
to physiology.

Comte had a relatively idiosyncratic view in which sociol-
ogy (the science that he himself created) should be at the top 
of the hierarchy,8 similarly to how Plato, thousands of years 
earlier, had felt that philosophy was at the top of the hierar-
chy of knowledge.9 Although this aspect of Comte’s thought 
did not gather many adepts (except maybe among sociolo-
gists), positivism in general became a very influential phi-
losophy around the world. The influence was so strong that 

the positivist motto (“Order and Progress”) even made it into 
a national flag (Figure 2.2). As a matter of fact, if you felt 
that the three assumptions listed earlier were rather obvious 
(as you  probably did), you are living proof of the pervasive-
ness of the positivist thought.

The first of the three assumptions (namely, that the world 
exists on its own) is common to many philosophies and is 
called “realism.” An alternative to realism is “relativism.” As 
diagrammed in Figure 2.3, realism assumes that we can look 
at the world and can get to know it (Panel A). Relativism, 
on the other hand, asserts that our view of the world (and, 
therefore, our knowledge of it) depends on how we look at 
it (Panel B). If we look at the world from one side, we will 
think that it is one thing; if we look at it from the other side, 
we will think that it is something else. How, then, can we tell 
which one is the real world? Of course, we could look from 
both sides and then combine the information into a single real 
world. But, if there are two possible worldviews, how can we 
be sure that there aren’t more than two views? And what if 
there are infinite views? If there are infinite views, we can-
not possibly find out what the real world is. We are forced to 
admit that the doctrine of realism is untenable!10

If this reasoning is starting to sound too abstract to you, 
a simple but concrete example should solve the problem. 
Figure 2.4 is a classical depiction of the figure–background 
ambiguity in visual perception. If you choose the black color 
as the background, you can clearly see a white goblet. On the 
other hand, if you choose the white color as the background, 
you will see two silhouetted faces staring at each other. What 
is the true content of the figure? Is it the goblet or the faces? In 
answering this question, the realist would make the assump-
tion that the true content of the figure lies somewhere beyond 
our sensory experiences—but how can we know it, if it is 
beyond our sensory experiences? The relativist would simply 
accept the ambiguity of the figure.

Realism has been an assumption of scientists for centu-
ries. Galileo Galilei (Figure 2.5), universally recognized as 
the father of modern science, implicitly indicated in his book 
Assayer, published in 1623, that he believed that nature is sit-
ting out there, like an open book from which science extracts 
knowledge.11 Albert Einstein (Figure 2.6), the best known sci-
entist of the twentieth century, was also a realist. Although he 
became famous for his work on relativity, he had no penchant 
for relativism. For instance, in enunciating the “principle of 
special relativity,” which deals with the relative movements 
of “inertial systems,” he emphasized not the fact that different 
inertial systems provide alternative worldviews, but that “the 
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laws of nature are in concordance for all inertial systems.”12 
That is, he didn’t emphasize the relative; he emphasized the 
absolute. Likewise, a panel of late-twentieth-century scien-
tists assembled by the U.S. National Academy of Sciences 
expressed its adoption of the realist perspective in sentences 
such as “New observations and theories survive the scrutiny 
of scientists and earn a place in the edifice of scientific knowl-
edge because they describe the physical or social world more 
completely or more accurately.”13

Many philosophers, Comte among them, were also real-
ists, but it is among philosophers that most relativists can 
be found. One can find relativism as far back as 500 BC in 
Heraclitus’ famous verses asserting that no man can bathe in 
the same river twice (because the water keeps flowing, and the 
river is thus never the same).14 The verses are generally under-
stood as an assertion of the relativity of knowledge resulting 
from the absence of an immutable world waiting to be known. 
There have been many relativist philosophies over the centu-
ries, but a major resurgence took place in the 1960s. One of 

(A)

(B)

(C)

FIGURE 2.3 Three different worldviews. The drawings symbol-
ize the three main epistemological perspectives: realism (A), relativ-
ism (B), and dialectics (C).

FIGURE 2.1 Auguste Comte (1798–1857). This French philos-
opher was the creator of the doctrine of positivism as well as of 
the discipline of sociology. (Courtesy of Maison d’Auguste Comte, 
Paris, France.)

ORDEM E PROGRESSO

FIGURE 2.2 The national flag of the Republic of Brazil. The Brazilian flag, which was created at the height of the positivist move-
ment in the late 1800s, bears the positivist motto “Order and Progress.” (From Pauwels, G.J., Atlas Geográfico Melhoramentos, 50th edn., 
Melhoramentos, São Paulo, Brazil, 1987.)
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the main characters in the play was the American historian of 
science Thomas Kuhn (Figure 2.7). Kuhn did not mean to be 
a relativist, but his analysis of how progress is attained in sci-
ence led him to question the doctrine of realism. As described 
in his 1962 book, The Structure of Scientific Revolutions 
(Figure 2.8), Kuhn introduced a new way of thinking about 
science by claiming that current scientific knowledge is part 
of a transitory paradigm that, by necessity, must eventually 
be discarded in order for scientific progress to take place.15 
In  contrast to the positivist belief in cumulative knowledge 
perfected by successive improvements in experimental meth-
ods, Kuhn claimed that progress is a discontinuous process 
that involves many arbitrary decisions along the way. For 
example, the transition from Lamarckism to Darwinism 
was not the result of a gradual improvement in evolution-
ary research but the result of a revolutionary change from 
one paradigm to another. Now, since scientific truths are, by 
necessity, restricted to their paradigms, one must conclude 
that there is no real truth. Scientific truths are always relative 
to the paradigms in which they are enunciated. Thus, we can 
never know what the real world is.

Kuhn himself was not quite ready to go “all the way.” 
Although reluctantly, he retained the epistemological perspec-
tive that an empirical world that can be effectively known lies 

FIGURE 2.5 Galileo Galilei (1564–1642). This famous Italian 
astronomer and physicist endorsed epistemological realism. 
(Courtesy of Library of Congress, Washington, DC.)

FIGURE 2.6 Albert Einstein (1879–1955). This German theo-
retical physicist, the most famous scientist of the twentieth cen-
tury, is widely known for his theory of relativity. Nonetheless, he 
was an epistemological realist. (Courtesy of Library of Congress, 
Washington, DC.)

FIGURE 2.4 A goblet or two faces? This figure shows that the 
perception of an image may depend on how one looks at it. (Adapted 
from Levine, M.W. and Shefner, J.M., Fundamentals of Sensation 
and Perception, Addison-Wesley, Reading, MA, 1981.)
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beyond the “incommensurability” of scientific paradigms.15 
That is, there were two Kuhns: the Kuhn who was a Kuhnian 
and the Kuhn who was a realist.16 Across the Atlantic, several 
French philosophers of science were much bolder, however. 
Their ideas eventually crossed the ocean and took over a large 
sector of American academia. Three French authors were par-
ticularly influential: Lyotard, Derrida, and Foucault.

Jean François Lyotard (1924–1998) was the one who cre-
ated the term postmodernism.17 By postmodernism, he meant 
a worldview distinct from the modern view characterized by 
“grand theories” of religion, politics, and culture in general. 
The postmodern view asserts the incommensurability of 
various forms of discourse (or, in plain English, the arbitrary 
nature of established knowledge). Thus, Lyotard did to cul-
tural values what Kuhn did to scientific paradigms.

Jacques Derrida (1930–2004) was the one who developed 
the notion of deconstruction,18 which eventually led to the 
term constructivism. To deconstruct a theory is to bring to 
light its assumptions and, therefore, to show that the value 
of the theory is limited to the universe of its assumptions. 
Conversely, scientific knowledge, as a form of human activ-
ity, is molded by the cultural forces that affect every form of 
human activity, so that scientific truths are presumably made 
up (constructed) by cultural forces rather than discovered by 
objective research.

Michel Foucault (1926–1984) was, in my opinion, the 
most interesting of the three philosophers. Some of his work 

can be classified as belonging to the doctrine of structural-
ism that characterized the linguistic research of Ferdinand 
de Saussure, the psychological research of Jean Piaget, and 
the anthropological research of Claude Lévi-Strauss.19,20 
Foucault’s 1969 book, The Archeology of Knowledge 
(Figure 2.9), is essentially a manual on how to conduct good 
research from a structuralist perspective,21 even though Piaget 
felt that Foucault missed the main point of structuralism.19 In 
any case, Foucault’s connection with postmodernism derives 
from the fact that the structures that he identified (the epis-
temes)22 resemble Kuhn’s paradigms and Lyotard’s “language 
games.” One episteme succeeds another, but there is no actual 
progress.

When American authors in the science studies field 
(mostly people in sociology, education, and women’s studies) 
embraced the writings of Lyotard, Derrida, and Foucault, they 
rapidly started to question the legitimacy of traditional science. 
Locally, they had the partial support of Kuhn’s writings as well 
as of newcomer Austrian psychologist Ernst von Glasersfeld 
(1917–2010), who joined the faculty of the University of 
Georgia in 1970. Glasersfeld, whose original interest was in 
cybernetics, went on to propose  radical constructivism, an 
explicit antirealism enunciation of constructivism.23

To the extent that erosion of public trust in science could 
lead to reduced federal funding of scientific research and, 

FIGURE 2.8 Cover of the 3rd edition of Kuhn’s The Structure 
of Scientific Revolutions. This book by Thomas Kuhn, first pub-
lished in 1962, is probably the best known philosophy of sci-
ence book ever published. The third edition was published by the 
University of Chicago Press in 1996.

FIGURE 2.7 Thomas Kuhn (1922–1996). This American philos-
opher of science was greatly influential in the resurgence of episte-
mological relativism in the late twentieth century. (Courtesy of MIT 
Museum, Massachusetts Institute of Technology, Cambridge, MA.)
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consequently, to a derailment of the scientific enterprise, 
scientists were justified in being infuriated by the construc-
tivists’ attacks on realism.24–28 However, it should be pointed 
out that the constructivist philosophy itself is quite sensible, 
and that it cannot be blamed for its misuse by  science studies 
authors.29 As pointed out by serious philosophers and scien-
tists, the criticism of realism does not imply the criticism 
of science.30–32 After all, absolute realism is a metaphysical 
principle that has very little to do with science. Although 
most of us assume that there is a real world lying behind 
our experiences, this assumption is not necessary and is not 
even consistent with our actual experience of the world. Let 
us look at Figure 2.3 again. Panels A and B depict the realist 
and relativist perspectives. Now notice that it is irrelevant 
whether our experience of the world involves only one view 
(realism) or multiple views (relativism). In either case, we 
and the world (or worlds) are separate entities. That is, we, 
as observers and possessors of knowledge, are not included 
in the attained knowledge, so that our total knowledge is 
necessarily incomplete. The only way that we could have 
absolute knowledge would be if we were one with the world 
(Panel C). This is a central element of the dialectical per-
spective elaborated in the early 1800s by the German philos-
opher Georg Wilhelm Friedrich Hegel (Figure 2.10). In the 
long, dense preface to his book Phenomenology of the Spirit, 
he encapsulated his thoughts in the sentence “Das Wahre ist 

das Ganze,”33 which can be translated as “The truth is in 
the whole, not in any of its individual parts” (Figure 2.11). 
That is, knowledge can never be complete if the knower is 
not integrated with the known. Absolute knowledge can be 
attained only if the “ subject–object dichotomy” is surpassed 
through a dialectical synthesis. As you can see, the notion 
of absolute truth is an idea that may capture the imagina-
tion of philosophers but that has little to do with the work of 
scientists or the lives of ordinary people.

Too much philosophical talk? Let me try a different ver-
sion of the same argument: Even if you are a realist, you can 
conceive of the existence of alternate worlds. You may feel 
that the knowledge obtained through science is knowledge 
of the real world, but you are certainly capable of imagining 
that the real world could be different from what you believe 
it to be. In fact, you do this every time you watch a science 
fiction movie. Now, because you cannot prove that alternate 
worlds do not exist, you must accept them as hypothetical 
possibilities—no matter how unlikely you believe them to 
be. And that’s all. If uncorrupted by science studies activ-
ists, this is the essence of constructivism—and, as a matter 
of fact, of philosophy in general.34 As a scientist, you have 
nothing to fear from philosophers, just as you have nothing 
to fear from movie directors. Science describes the world in 
which we live; what lies beyond this world is as meaningful 

FIGURE 2.9 Cover of the original edition of Michel Foucault’s 
The Archeology of Knowledge. This book by French philosopher 
Michel Foucault, published by Éditions Gallimard in 1969, delin-
eated the method that leads to relativism through structuralism.

FIGURE 2.10 Georg Wilhelm Friedrich Hegel (1770–1831). 
This German philosopher is considered by many as the greatest 
philosopher of modern times. He was the father of modern dialec-
tics. (Courtesy of The North American Fichte Society, University of 
Pennsylvania, Philadelphia, PA.)



38 Circadian Physiology

to scientists as the hypothetical knowledge of the genome of 
angels. If you don’t think so, it is you who is out of touch 
with reality. According to the American Association for the 
Advancement of Science,35 anyone who finished high school 
should know that “In science, the testing, revising, and occa-
sional discarding of theories, new and old, never ends. This 
ongoing process leads to an increasingly better understanding 
of how things work in the world but not to absolute truth.” 
Philosopher of science Peter Lipton put it perhaps even more 
clearly: “Nobody thinks current science is the complete truth; 
nobody thinks current science is just a story unconstrained 
by evidence. But almost every intermediate position has its 
supporters.”36

2.1.2 Rules of the method

After a long preamble, readers may now be expecting an 
extensive list of the rules of the scientific method. Ironically, 
the scientific method is rather simple. To this day, learning 
the scientific method involves not the reading of voluminous 
books but the practical experience of conducting original 
research under the guidance of a mentor. From a pragmatic 
perspective, as well as from a philosophical one, it has been 
argued that there is no such thing as the scientific method.37,38 
Of course, there are published books on the scientific 
method,39–42 but their message is usually that common sense 
is all there is to it. One will not find in science the sort of for-
mal precepts that one finds, for example, in logics. Knowing 
how to handle a simple syllogism (Figure 2.12) is probably as 
sophisticated as one must get in general research methods. 
Specific methods applied to particular research questions 
are another story, and we will deal with them in Sections 2.2 
through 2.4.

So, the scientific method consists of applying common 
sense to scientific problems. But common sense is rather 
broad. Can’t we have some advice on how to optimize the 
use of common sense? In fact, many scientists have provided 

written advice to beginners. We can start with René Descartes 
in the seventeenth century. In his Discourse on Method,43 he 
suggested four rules:

 1. Never accept anything for true if you are not certain 
about it.

 2. Divide each of the difficulties under examination 
into as many parts as necessary to facilitate their 
understanding.

 3. Always start with the simplest and easiest problems, 
and then proceed step-by-step to the more complex 
ones.

 4. Make enumerations so complete, and reviews so 
general, that you can be confident of not having 
 forgotten anything.

John Platt, a biophysicist at the University of Chicago in the 
1960s, recommended four steps in the path to “strong infer-
ences” in scientific research44:

 1. Devise alternative hypotheses to explain the 
 phenomenon that you are investigating.

 2. Devise a crucial experiment (or several of them).
 3. Carry out the experiment so as to get a clean result.
 4. Repeat the aforementioned steps to refine the 

 possibilities that remain.

A panel of scientists assembled by the American Association 
for the Advancement of Science in the late 1980s agreed on 
five criteria to determine whether an investigation can be 
 considered to be scientific45:

 1. Science demands evidence.
 2. Science is a blend of logic and imagination.
 3. Science explains and predicts.
 4. Scientists try to identify and avoid bias.
 5. Science is not authoritarian.

Major premise Minor premise Conclusion

All birds are biped. Sparrows are birds. Sparrows are biped.

FIGURE 2.12 Syllogism. A basic syllogism consists of deriving a conclusion from a major premise and a minor premise.

FIGURE 2.11 Looking for the truth. This comic strip is a pun upon Hegel’s dialectics.
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More recently, David Paydarfar and William Schwartz, profes-
sors at the University of Massachusetts Medical School, offered 
five principles for the conduct of successful scientific research46:

 1. Don’t rush; explore all possible alternatives.
 2. Read the pertinent literature, but do not allow it to 

stifle your imagination.
 3. Pursue quality for its own sake.
 4. Always look at the raw data.
 5. Cultivate smart friends.

In my opinion, there is one commonsense principle that sur-
passes all others in its importance for scientific research: the 
principle of determinism. This principle can be stated sim-
ply as “every effect has a cause” (Figure 2.13). The water for 
your coffee will not boil unless you light the stove (or provide 
heat by means of an electric heater, a microwave oven, etc.). 
A female dog will not become pregnant unless she has sex 
with a male dog (or is artificially inseminated). You will not 
get to your in-laws’ house unless you drive there (or walk, or 
fly, etc.). The principle of determinism may not apply in full 
to the most fundamental level of reality involved in quantum 
mechanics,47,48 but it is a very safe guiding principle in all 
other areas of scientific inquiry. As statistician Bradley Efron 
puts it, “a scientist at work relies on the assumption that nature 
has no will and runs by rules that make no exceptions: no 
magic, no miracles, no answered prayers, no appeal to higher 
authority.”49 Accordingly, the principle of determinism is 
 considered to be a core principle of physiology.50

Naturally, an effect may have more than one cause. This is 
why serious research always involves a control group. If you 
want to find out whether sex causes pregnancy, it is not enough to 
pair, say, six male dogs with six female dogs; you must also have 
six female dogs that are not paired with males. The fact that the 
six paired dogs get pregnant, while none of the unpaired dogs 
does, allows you to conclude that sex is the cause of pregnancy. 
Without the control group, you would not be able to exclude an 
infinite number of alternative explanations, such as “the spirit of 
pregnancy fell upon the female dogs at the same time as they 
were paired with the males.” If the “spirit of pregnancy” did 
fall upon the dogs, it should have fallen upon all 12 bitches, not 
just upon the 6 paired ones. Of course, the pairing with a male 

(without actual sex) could be the stimulus for the fall of the spirit. 
If you had this suspicion, your control group would consist of 
female dogs paired with infertile male dogs. Clearly, the idea is 
to have a control group that is identical to the experimental group 
except for the element that you are studying. Since the control 
group is not exposed to the cause, it does not display the effect. 
No cause, no effect. No heat, no hot coffee.

In clinical studies, experimental control involves one 
 additional element: the placebo control. Placebo, as you prob-
ably know, refers to fake medication—sugar pills intended 
to please the patient without having any real pharmacologi-
cal effect. There is much more to it, though.51,52 It has long 
been known that placebo medication actually improves the 
condition of a small but significant number of patients. This 
means that the mere belief that one is receiving adequate 
medication may improve one’s condition. It is a psychologi-
cal cure, in the sense that some unknown process in the brain 
has the same effect on the target organ as the intended drug 
has. Consequently, if we want to know what the effects of the 
actual drug are, our control group must be a placebo group. 
Any changes observed in the placebo group will be due to 
psychological processes, whereas changes in the experimen-
tal group will be the result of the combination of psychologi-
cal processes and the specific effect of the drug. Thus, if the 
results indicate improvement in 40% of the patients in the pla-
cebo group, any improvement below 40% in the experimental 
group will be meaningless (and may even indicate that the 
drug is actually hurting the patients).

As a side note, I must point out that the notion of deter-
minism (and causality) discussed earlier is only one of the 
several rival notions adopted by various philosophers along 
the millennia of civilization—even if it is a predominant 
one. The ancient Greek philosopher Aristotle, for example, 
recognized not one but four types of causes, usually desig-
nated as material, formal, efficient, and final.53 Biologist 
Nikolaas Tinbergen, a 1973 Nobel Prize laureate, adapted the 
Aristotelian classification and proposed that biological phe-
nomena can have not one but four causes: physiological, onto-
genetic, functional, and evolutionary.54 In modern science, it 
is common to recognize only one type of cause (which does 
not correspond exactly to any of Aristotle’s four causes), but 
there is not a universal consensus on it. This lack of consen-
sus becomes apparent sometimes when people disagree about 
whether a causal explanation is indeed a causal explanation.

An important point to be made is that believing in the prin-
ciple of determinism is of no help if one does not look for the 
opportunity to apply it. As a matter of fact, professional magi-
cians (entertainers) often take advantage of people’s tendency 
to ignore the principle of determinism through what is called 
“survivorship bias,” as exemplified in the following passage 
about an anecdotal Greek skeptic visiting a monastery55:

He sees a row of tributes given by sailors who had faced fear-
some storms, prayed to the gods, and survived. “How can you 
doubt the gods when all these sailors have testified that they 
prayed and were saved?” he is asked. “Simple,” he replies, “the 
ones who prayed and drowned aren’t around to tell us about it.”

Original Cause E�ect

Cold
Fire

Hot

FIGURE 2.13 The principle of determinism. The principle of 
determinism asserts that every change in nature requires a cause. To 
warm up some coffee, heat is needed. No heat, no hot coffee.
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Moral of the story: If you don’t demand a causal explana-
tion, you will be fooled by hidden evidence. The use of horo-
scope is an even better example of failure to apply the principle 
of determinism. There is no scientific evidence whatsoever 
that the alignment of planets in the solar system has an effect 
on the behavior of human beings on Earth (except, of course, 
that awareness of the alignment causes superstitious people to 
behave differently). Yet, hundreds of thousands of people read 
their horoscopes each day. Some do it just for entertainment, but 
many do it because they believe that the particular alignment 
of planets will actually affect their daily lives. They probably 
never thought about testing whether horoscopes actually work. 
By chance (if not by suggestion), some of the predictions of the 
horoscope do turn out to be true once in a while, and the credu-
lous reader seems to be satisfied with that. However, should the 
credulous reader bother to write down all the predictions each 
day and have somebody count how many predictions turned 
out to be correct and how many turned out to be wrong, he or 
she would soon realize that the predictions are no better than 
random guessing. Let us say that all that the astrologer had to 
do would be to predict whether the horoscope reader will have 
a good day or a bad day. Obviously, the odds that the astrologer 
would guess correctly 100 times out of 100 are very small—but 
even the credulous reader does not expect such an outstanding 
performance. What about 10 out of 10? The odds of succeeding 
by guessing are not that small in this case, but the situation is 
still unrealistic. More likely, the astrologer would predict cor-
rectly perhaps 7 out of 10 times. The credulous reader would 
consider this outcome very good and would not even bother to 
consider the odds of this outcome happening by chance (that is, 
by pure guessing). In actuality, standard statistical procedures 
allow us to calculate that the odds of this event are higher than 
1 in 20—and I doubt that this same person would ever drive 
on a highway if the odds of having a fatal accident were 1 in 
20. Thus, if the horoscope reader would seriously put to test 
the hypothesis of a causal link between planet alignment and 
human predisposition, he or she would refute the hypothesis.

A less mundane and more instructive case is that of thera-
peutic touch. No more than a few years ago, therapeutic touch 

was a widely used procedure employed by professional nurses 
who claimed to heal (or at least to improve) medical conditions 
by moving their hands around the patient to affect the patient’s 
energy field. Because the ability to heal depends on the ability 
to perceive (and then to manipulate) the patient’s energy field, a 
simple test of the procedure can be—and was—devised. Using 
a young child as a member of the research team, researchers 
were able to convince 21 practitioners of therapeutic touch to 
participate in a study. The practitioner sat down with his or her 
hands palms-up resting on a table that had a tall opaque divider 
blocking the view of the child sitting across the table. In 10 tri-
als at a time, the child would place her hand palm down about 
9 cm above either the left or the right hand of the practitioner. 
All the practitioner had to do was to identify which hand had 
been stimulated by the child’s energy field. When all the data 
were collected and analyzed, it became clear that the practitio-
ners did not perform better than chance.56 Despite their claims, 
they were not able to detect the child’s energy field.

The moral of this actual story is, again, that believing in 
the principle of determinism is of no help if one does not 
look for the opportunity to apply it. To use the terminology 
of the renowned logician Karl Popper,57 scientific statements 
(as opposed to superstitious ones) are refutable—although 
not actually refuted—by experimentation. A refuted hypoth-
esis is, of course, of no use. However, a hypothesis that is not 
refutable is also useless. Consider the following hypothesis: 
“Angels have 25 pairs of chromosomes.” This hypothesis is 
useless because it is not refutable. Since angels are immate-
rial, we cannot test the hypothesis. Now consider another 
hypothesis: “All sparrows are gray” (Figure 2.14). We can test 
this hypothesis by going outside and looking for sparrows. If 
we see only gray sparrows, we will feel like “accepting” the 
hypothesis, even though we will not be really certain about 
how many gray sparrows we need to see before we actually 
accept the hypothesis. However, if we see just one white spar-
row (see the rightmost rectangle in Figure 2.14), we can be 
confident that the hypothesis is wrong—and that it should be 
refuted. Popper used this argument to defend his view that 
there is no inductive logic (and that scientists use deductive 

Hypothesis:

Findings:

Decision: Don’t refute Don’t refute Don’t refute Don’t refute Don’t refute Refute

FIGURE 2.14 The refutability of hypotheses. If one has the hypothesis that all sparrows are gray, one can hold on to the hypothesis so 
long as one sees only gray sparrows. However, the sight of a single white sparrow is enough to refute the hypothesis.
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logic), but we need not get into this issue here. It is sufficient to 
emphasize that the principle of determinism provides no help 
if we don’t bother to test our hypotheses. To do science, we 
need refutable hypotheses.

It must be noted that disregard for hypothesis testing 
is not restricted to the realm of superstition. As a matter of 
fact, it is very common even among scientists. Many scien-
tists seem to inadvertently disregard Platt’s advice mentioned 
earlier (namely, “Devise alternative hypotheses to explain the 
phenomenon that you are investigating”). The scientific lit-
erature is filled with reports that postulate a causal relation-
ship between variables when all that was determined was a 
correlation between them. Yet, a correlation between vari-
ables does not prove anything about the nature of cause and 
effect. Consider Figure 2.15. It has been reported that chil-
dren who are breast-fed as infants are more intelligent when 
they become adults (Panel A). That is, there is a correlation 
between breast-feeding in infancy and intelligence in adult-
hood. A common, although erroneous, inference is that the 
mother’s milk contains some substance that enhances intel-
ligence. The inference is erroneous because the correlation 
itself does not specify a causal link. Two possible alternatives 
for the causal link are that mothers who are more intelligent 
tend to breast-feed their infants more often than other mothers 
do (and, of course, intelligent mothers tend to have intelligent 
children) or that infants who are breast-fed spend more time 
in close contact with their mothers and receive more stimula-
tion (so that the stimulation, not the milk, would be the cause 
of the greater intelligence). The existence of the correlation 
says nothing about cause and effect. In order to find out if 
the mother’s milk does contain some substance that enhances 
intelligence, one would need to set up an appropriate experi-
ment. For instance, one could take a sample of babies and 
randomly assign them to two groups: one to receive mother’s 
milk and one to receive cow’s milk (or infant formula), but 
both being bottle fed (Panel B in Figure 2.15). If, in this case, 
the babies who were fed mother’s milk grew up to be more 
intelligent than the babies who were fed cow’s milk, then the 
researcher would be justified in speaking of a causal link (that 
is, a refutable hypothesis was tested, and it was not refuted). 
Introductory statistics textbooks always warn readers that 
“correlation does not imply causation,”58–61 but it would seem 

that many students forget about it by the time they finish grad-
uate school and become research scientists.

I must note that the urge to infer causation from correla-
tion has led recently to strong efforts to make such an infer-
ence legitimate. For example, Judea Pearl, a computer science 
professor at the University of California in Los Angeles, has 
for many years defended the idea that cause-and-effect infer-
ences can be made from correlational data as long as one can 
develop “path diagrams” that are complex enough to incor-
porate all possible connections between the correlated vari-
ables.62 The main obstacle, of course, is to determine what 
a sufficiently complex model is.63 More radically, scientists 
involved in the analysis of very complex systems (such as eco-
systems) have proposed that causation can be established even 
in the absence of correlation. They claim that changes in pre-
dictability of temporal patterns of one variable when another 
variable is removed from the system can be used instead of 
measurable correlation (and path diagrams) to identify causa-
tion between time series variables.64

Finally, as the great French mathematician Pierre Simon 
de Laplace wisely pointed out in 1814, there is a grandiose 
philosophical implication of the principle of determinism: if 
we really believe in it, then we must consider the current state 
of the universe to be the effect of its past state as well as the 
cause of its future state. Consequently, someone who knew 
all the forces of nature at a given time would be cognizant 
of nothing less than the past and the future of the Universe.65

2.1.3 science and Religion

When one emphasizes the essential role of refutable hypoth-
eses in the advancement of knowledge, one cannot avoid con-
trasting science and religion. Requiring refutable hypothesis 
is akin to favoring reason over faith—as in religious faith. 
Because most nonscientists (and many scientists as well) have 
a religious faith, it is important to ask whether religions can be 
scientific, whether scientists can be religious, and whether any 
of this matters. These questions deserve careful examination.

On one hand, traditional religions have no interest in being 
scientific. They encourage man’s search for knowledge about 
the world, but their mission is of a moral nature. Religious 
faith is not scientific, but it usually does not wish to be. 

(A) (B)
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FIGURE 2.15 Correlation and causation. Although a correlation is often suggestive of causation (A), only controlled experiments allow 
reliable inferences about causality (B). See text for details.
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Jesus Christ’s Apostle Paul believed that faith is a gift from 
God (Ephesians 2: 8–9), and the great philosopher Immanuel 
Kant pondered that accepting a religious doctrine against 
rational arguments is a demonstration of greater faith (and, 
therefore, of greater religiosity).66 On the other hand, dog-
matic faith is incompatible with scientific inquiry, and it has 
been argued convincingly that religious education can be det-
rimental to science education67 and that religious thinking can 
be detrimental to scientific research.68–71

Some basic statistics will help us start the conversation: 
Among the general public, 91% of people worldwide believe 
in some form of God or belong to a formal religious organi-
zation,72 even if textual analysis of over five million books 
shows that use of the word “God” in print declined significantly 
from the 1800s to the 2000s,73 and analysis of census data indi-
cates that religious affiliation is plummeting in developed coun-
tries.74 Among university professors, 77% of people believe in 
some form of God.75 Among scientists, the figure is lower at 
61%, and it goes down to 7% among the very top scientists.76

If most nonscientists are religious and most top  scientists are 
nonreligious, one wonders how scientists become  nonreligious. 
It is unlikely that scientists actually become nonreligious. 
Much more likely, people with nonreligious  inclinations are 
attracted to science. Why are people with nonreligious incli-
nations attracted to science? Probably because the thought 
processes required for scientific research are discordant from 
those required for religious faith. It is likely that what brings 
one to science—and away from religion—is a belief in the 
primacy of tangible evidence and in the ultimate reality of 
 matter. If one is a materialist, one does not believe in spirits, 
and certainly not in the Supreme Spirit—that is, God.

Let us briefly review some of the reasons why people who 
were raised to believe in God end up becoming atheists (or 
agnostics, which is simply a euphemism used by those who feel 
coerced by the religious majority) and later on become scientists:

Many of us remember when we were children and were 
excited about the Tooth Fairy, the Easter Bunny, and Santa 
Claus (Father Christmas)—or equivalent fictitious entities in 
other cultures. Most of us remember how we found out that 
the Tooth Fairy was not real. It was quite simple: the Tooth 
Fairy was too fallible to be an actual supernatural entity. That 
is, our parents did not take the Tooth Fairy legend seriously 
enough to make sure that every lost tooth without exception 
was rewarded by money under our pillow, much less to make 
sure that more painful teeth were rewarded with larger sums 

of money. But how would the real Tooth Fairy not be aware 
that we lost another tooth on that night when our parents were 
too busy entertaining guests? Or how would the Tooth Fairy 
not know that this one tooth was really painful and worthy of 
much more money than the easy tooth that we lost last month?

After the Tooth Fairy, it was time for the Easter Bunny to 
be debunked. As we started to learn the difference between 
mammals, reptiles, and birds, it became impossible to believe 
that a rabbit would lay eggs—chocolate eggs, no less! By the 
time we were teenagers, Santa Claus also started to abound in 
inconsistencies: How come there was a different Santa Claus 
in each shopping mall? How could Santa Claus deliver toys to 
billions of children all over the world in one night? How could 
Santa Claus have accidentally taped the label from a local 
store on a present built by elves in the North Pole? And so on.

For the majority of us who grew up to become scientists, 
God was the next supernatural being to be debunked. The 
fact that there were at least five major religions in the world 
(Buddhism, Christianity, Hinduism, Islam, and Judaism—see 
Figure 2.16), and that their teachings were in many respects 
incompatible, was a major blow to the notion of absolute truth 
that we had been taught to associate with God. It was certainly 
possible that one of these religions was correct and the others 
were wrong, but how would we know which one was the correct 
one? If religions were compilations of truths, one would expect 
them to convince and recruit converts more or less uniformly 
all over the world. Yet, most people believe in the religion that 
they were taught when they were children, which indicates that 
belief in a given religion is not the result of reasoning but the 
consequence of indoctrination into the religion of our particular 
region of the world. Indeed, examination of a map of the world 
according to the language spoken in each region (Figure 2.17) 
makes clear that there is a close connection between language 
and religion. But, if people do not claim that one language is 
superior to another, why do they claim that a religion is superior 
to another? And, if one religion is not better than another, why 
would anyone believe that any religion is right?

Still, because we all grew up in a world where most peo-
ple are religious, we scientists-to-be wondered whether our 
scientific way of thinking might somehow be misguided. If 
God is a delusion,77 why do so many people believe in God? 
Many “atheist” philosophers, scientists, and artists have sug-
gested explanations for it. Nietzsche explained religion as an 
effort of miserable people to console themselves with the idea 
that they would have a much better existence in the afterlife.78 

FIGURE 2.16 Diversity of religions. These five symbols represent the five major religions in the world today: the Buddhist Wheel of 
Dharma, Christian Cross, Hindu Aumkar, Islamic Star and Crescent, and Jewish Star of David. (From Wikimedia commons.)
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Freud considered religion to be a form of collective  neuro-
sis.79 Marx called religion the opium of the people.80 Comte 
 suggested that individual humans (and human societies) prog-
ress through three stages of thinking, with religious thinking 
being the first stage, later replaced by metaphysics and then 
finally by “positive” thinking.81 Making use of parody instead 
of philosophical argumentation, musician Ian Anderson from 
the British rock band Jethro Tull suggested that Man created 
God, and gave God a multitude of names, and fantasized that 
God might be Man’s Lord (Aqualung, Island Records, 1971). 
Similarly, British comedian Ricky Gervais suggested in his 
movie The Invention of Lying (Warner Brothers Pictures, 2009) 
that religion was invented to help people deal with the pain of 
losing loved ones and the agony of not knowing the answer to 
the perennial questions regarding the origin of the universe, 
the nature of good and evil, the meaning of life, and so on. 
Paleontologist Gregory Paul suggested that religiosity relies 
on dysfunctional psychosociological conditions, so that reli-
gious beliefs tend to be discarded as human societies improve 
their socioeconomic conditions.82 Consistently with this lat-
ter suggestion, survey data across 132 nations indicated that 
religion is less important to people of wealthier countries.83 
Psychological research provided suggestive evidence that, 
when personal control is threatened, people try to preserve a 
sense of order by believing in an interventionist God.84,85

Whatever the reasons were for the creation and perma-
nence of religions, there is no arguing with the fact that most 
people alive today are religious to some extent. Although it 
would not be correct to say that humans have a mind for reli-
gion, it does seem to be the case that religious concepts fit 
particularly well with the minds that humans have.86 Sacred 
values associated with religions act as moral imperatives 
that facilitate adherence to societal rules and promote coop-
erative endeavors that generate commitment in low-power 
groups to face off (and often prevail over) stronger enemies.87 

Importantly, religious faith seems to be helpful to people 
irrespective of what exactly they have faith in. Psychological 
research on depression in terminally ill patients showed that 
well-structured religious worldviews effectively help people 
handle death concerns near life’s end.88 Notably, the thoughts 
need not even be religious: plain superstition (such as cross-
ing one’s finger for luck) can improve performance in various 
tasks, presumably because it boosts the participant’s confi-
dence in his or her ability to complete the task.89

Now, if, as I suggested, the real issue is the choice of 
materialism over spiritualism (or vice versa), then we must 
address what is perhaps the most effective “recruiting tool” 
of religions. Just like the relativist scared the realist by forc-
ing him or her to admit at least the possibility of alternate 
worlds (see Section 2.1.1), spiritualists often force materialists 
to admit at least the possibility that there may be something 
beyond matter. Just in case there is eternal life after death, 
isn’t it worth wasting a few hours on Earth fearing God and 
preparing for the afterlife? This thought has shaken the con-
fidence of many a materialist over the centuries. Ironically, 
the table has now been turned. The materialist can now scare 
the spiritualist by telling him or her that he or she is throwing 
away the only chance of eternal life precisely by believing 
in a spiritual illusion. Because of advances in neuroscience 
and, especially, in computer science, it may very soon be pos-
sible to “download” one’s mind to a computer, thus ensuring 
immortality of the mind.90 If this does happen, then material-
ists will have eternal life, while the minds of all of those who 
prayed for God and believed in a spiritual soul will simply 
decompose along with their bodies after death.

And yet, despite the ultimate incompatibility of science 
and religion, it often happens that a religious scientist can 
appeal to faith in religious matters but resort to scientific 
procedures in empirical matters. In such cases, religion and 
science can coexist peacefully in the same individual—or at 

Arabic
Spanish/Portuguese

Russian
Mandarin (Chinese)
Hindi/UrduEnglish

FIGURE 2.17 Languages of the world. The world distribution of languages is very similar to the world distribution of religions. The 
predominant language and predominant religion of different parts of the world are paired thus: English with Christian Protestantism, 
Spanish/Portuguese with Christian Catholicism, Arabic with Islam, Hindi/Urdu with Hinduism, Mandarin with Buddhism, and Russian 
with Orthodox Christianity. (Data from TIME Almanac, TIME Books, Des Moines, IA, 2009.)
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least so claimed a few well-known scientists and philosophers 
who had religious faith.91,92 In other instances—such as that 
of members of some Protestant denominations who perceive 
a conflict between creationism and evolution—religious faith 
requires abandonment of the scientific approach. In these 
cases, religious and scientific interests have irreconcilable 
differences.93–95

Various individuals and religious organizations in the 
United States and other countries around the world have 
attempted, sometimes successfully, to introduce creationism 
in the biology curriculum of elementary and secondary edu-
cation. Creationism is the Biblical mythology of the instanta-
neous creation of all animals by God, as described in the book 
of Genesis. Creationism is material extraneous to the biology 
curriculum. It is supported by political groups rather than by 
experts in the biological sciences and is inconsistent with fun-
damental principles of evolutionary biology.96–98

Although most of the world’s religions do not adopt a cre-
ationist perspective, various Protestant Christian sects in the 
United States see creationism as a fundamental element of 
their faith. For the members of these sects, the Bible must be 
interpreted literally and, of course, the word of God is much 
more reliable than the word of human scientists. Thus, if evo-
lutionary biology says that organisms progressively evolved 
from simple life forms into complex organisms such as mam-
mals (including humans), whereas the Bible says that God 
created all animals at once (and created humans as distinct, 
superior beings), then a man of faith should reject biology and 
trust divine knowledge (Figure 2.18).

Protestants (that is, Baptists, Episcopalians, Evangelicals, 
Lutherans, Methodists, and Presbyterians) make up slightly 

less than half of the adult population of the United States,99 
and, consistently, almost half of all adults in the United States 
are sympathetic to creationism.100,101 Although technically a 
minority, this group of individuals has historically played a 
major role in American politics. Its members feel that their 
religious faith is closely connected to their patriotism and see 
their own efforts to introduce creationism in the biology cur-
riculum as a legitimate strategy to preserve the American way 
of life. This is all understandable, but Protestantism is, and has 
always been, only one of many elements of the American cul-
ture. More fundamental than Protestantism in the American 
culture is, and has always been, the pursuit of liberty and jus-
tice. The First Amendment to the U.S. Constitution, enacted 
in 1791, warns that “Congress shall make no law respect-
ing an establishment of religion,” which means that citizens 
shall  be entitled to freedom from religion just as much as 
they shall be entitled to freedom of religion. The conservative 
Protestant groups claim that, because early European colo-
nizers of North America were Protestants, the United States 
is a “Christian nation.” However, as early as 1797, the U.S. 
Congress ratified the statement that “the Government of the 
United States of America is not, in any sense, founded on the 
Christian religion.”102 Thus, the United States is a country with 
strong Christian history, but it is not a Christian nation.103,104

Legally, when the Protestant belief in creationism con-
flicts with the constitutional principle of the separation of 
church and state, creationism must be the one to retreat. 
The judicial system of the United States, including the 
Supreme Court, has repeatedly stated so in cases such as 
Epperson v. Arkansas (1968), McLean v. Arkansas (1981), 
Segraves v. California (1981), Edwards v. Aguillard (1987), 

FIGURE 2.18 Different approaches to learning. This cartoon by John Trever characterizes well the difference in the approaches that sci-
entists and creationists use to learn about the world. (Copyright 1998 by John Trever. Reproduced by permission of PoliticalCartoons.com.)

http://PoliticalCartoons.com
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Webster  v.  New Lenox  (1990), Peloza v. Capistrano (1994), 
Freiler v. Tangipahoa (1999), LeVake v. Independent School 
District (2001), and Kitzmiller et  al. v. Dover Area School 
District (2005). Since the September 11 massacre in 2001, 
many Americans have decried the behavior of religious fanat-
ics who placed their religious faith above the fundamental val-
ues of life. Creationists do not seem to realize that, by eroding 
the teaching of modern biology, they may one day succeed in 
aborting progress in biomedical research altogether and even-
tually be responsible for the deaths of many more Americans 
than those achieved by the al-Qaeda terrorists—all in the 
name of religion.

It should be emphasized that the same constitutional prin-
ciples that prevent the teaching of creationism under the guise 
of science stand to guarantee the rights of religious groups to 
profess their faith in private and in public and even to teach it 
openly in public schools in courses on comparative religion, 
philosophy, or history. Evidently, some religious groups are 
not content with these rights. They wish to place their literal 
interpretation of the Bible at the same epistemological level as 
science. Having realized that progress in scientific knowledge 
is slow and imperfect, they feel that they may have a chance to 
disguise creationism under the cloth of a science, or at least of 
a scientific theory. They call it the theory of intelligent design 
and ask state school systems to incorporate the theory in the 
biology curriculum. According to the theory, living beings 
are too exquisitely complex to have evolved by natural selec-
tion acting on random mutations; they must instead have been 
abruptly created by an intelligent agent.105,106

In very general terms, a request to make additions to the 
educational curriculum should always be welcome—and 
intelligent design is no exception. All requests, however, must 
be evaluated by a qualified committee. When your car breaks 
down, you don’t ask a religious leader to fix it. Instead, you 
take it to a mechanic. Likewise, when a new scientific theory 
emerges, it should be scientists, not religious advocates or 
politicians, who decide whether the theory should be added 
to the curriculum. If scientists judged that intelligent design is 
a legitimate scientific theory, then it would certainly be con-
sidered for inclusion in the curriculum. However, intelligent 
design is such a poor theory that it cannot even disguise its 
main purpose of sneaking religion into the lay curriculum.

Intelligent design is not a scientific theory because it rejects 
the very first requirement of a scientific theory, namely, that it 
be open to refutation by repeated experimentation. Scientists 
do not hesitate to refer to evolution as a theory, and creation-
ists often use this technical label as an argument to question 
the validity of evolutionary principles. What eludes creation-
ists is the fact that scientists use the word theory precisely to 
emphasize that what we believe to be the truth today is open 
to refutation by continuing experimentation. There is no safe 
place for dogma in science. Yet, dogma is all there is in the 
theory of intelligent design. Even for a nonscientific theory, 
intelligent design is a poor theory for two reasons: (1) there 
are plenty of cases in which explanations of complexity in the 
world do not require an intelligent designer and (2) the world 
is filled with evidence of stupid (rather than intelligent) design.

It is logically possible that an intelligent designer created 
the whole world, including the organisms that populate it. But 
what is logically possible is not always true or necessary. Look 
at Figure 2.19, which is a genuine photograph of clouds above 
the Front Range of the Rocky Mountains in Colorado.107 The 
objects above the mountains on the left side of the picture 
look very much like flying saucers and, consequently, could 
be explained as the result of the intelligent design of extrater-
restrial beings. Yet, the mysterious objects are simply lenticu-
lar clouds that form downwind from an obstacle in the path 
of a strong air current. The extraterrestrial explanation is logi-
cally plausible but totally unnecessary. According to the prin-
ciple of Ockham’s Razor, which has guided the human quest 
for knowledge for centuries, one should choose the simpler 
theory whenever two theories of different complexities can 
equally explain a phenomenon.108 If intelligent design wishes 
to be considered a scientific theory, the first thing it must do is 
to discard the concept of intelligent design itself!

The proponents of intelligent design correctly point out that 
many biological structures and processes are so elaborate that 
one may feel inclined to infer the existence of an intelligent 
designer. However, many other structures and processes are so 
awkwardly arranged that, if we were to use the same reasoning, 
we would be inclined to infer the existence of a stupid designer. 
Of course, there is no conceptual impediment to a theory of 
stupid design. However, such theory would be of no use to reli-
gious groups, as it would imply a blasphemy: that the creator of 
the world did not always act intelligently. The very idea of intel-
ligent design requires the complementary idea of stupid design, 
which ruins the strategy of sneaking religion into science.

Examples of stupid design are well known to school chil-
dren. They include the presence of the appendix in the human 
digestive tract, the temporary presence of a tail in human 
fetuses, the presence of eyes in subterranean animals that 
are never exposed to light, the presence of penis-like vaginas 
in female spotted hyenas, and many others. These senseless 
structures are much more easily explained as mere remnants 

FIGURE 2.19 Intelligent alien design. These lenticular clouds 
over the Rocky Mountains in Colorado look like they could be part 
of a fleet of alien flying saucers. (Courtesy of UCAR Digital Image 
Library, National Center for Atmospheric Research, Boulder, CO.)
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in a haphazard evolutionary process than as blunders of an 
intelligent designer.

In conclusion, the theory of intelligent design is not only 
nonscientific but also plainly a bad theory. It is a poor attempt 
to disguise the intrusion of religion in the educational arena. 
It does not belong in science classes.

It is understandable that citizens whose religious beliefs 
are incompatible with the biological sciences feel threatened 
by science and try to subvert it. They have a constitutional 
right to do so, as long as they honestly admit that their argu-
ments are based on religious faith rather than on scientific evi-
dence. Placing religious mythology above intellectual honesty 
and respect for life may be acceptable for members of some 
religious sects, but it violates the fundamental principles on 
which civilization stands.

2.2  RESEARCH ON POPULATIONS 
AND ORGANISMS

As in many other fields of biology, research in circadian phys-
iology usually involves one or more of four major categories 
of experimental procedures: recording, stimulation, lesioning, 
and transplantation (Figure 2.20). Recording a physiological 
variable is the simplest and usually least invasive of the four 
procedures. It is also, by far, the most widely used procedure 
in circadian physiology. The specific instruments and meth-
ods that are used for recording are generally the same as those 
used in traditional biological research, except that adjust-
ments are needed to ensure long-term monitoring of the pro-
cesses under study. For the study of circadian rhythms, data 
must be recorded for at least several consecutive days. The 
adequate temporal resolution of data acquisition depends on 
the variable being measured. Generally, one data point every 
6 minutes (0.1 hour) is adequate, but higher temporal resolu-
tion may be needed in some applications, and lower resolu-
tion may be imposed by methodological limitations in other 
applications.

Circadian physiologists seldom study actual populations, 
such as a group of horses in the wild (Figure 2.21). When they 
do study populations, they may make use of satellite telem-
etry (Figure 2.22). In this case, a signal emitter is attached 
to one or more of the subjects, and the location of the emitter 
is tracked by an orbiting satellite.109 More commonly, indi-
vidual subjects are studied via land-based radiotelemetry110 
(Figure 2.23) or by the satellite-assisted Global Positioning 
System (GPS).111,112 Manufacturers of equipment for satellite 
telemetry or radiotelemetry for use in the wild include Lotek 

Wireless Co. (Newmarket, Canada), North Star Science and 
Technology (Baltimore, Maryland), Sirtrack Ltd. (Havelock 
North, New Zealand), Telenax Ltda. (Playa del Carmen, 
Mexico), Telemetry Solutions Inc. (Concord, California), and 
Telonics Inc. (Mesa, Arizona).

In the laboratory, social interaction is usually studied by 
visual inspection of video recordings, often using time-lapse 
photography.113–115 Recent advances in video-tracking soft-
ware have made it possible to computerize the video analysis 
of social interactions, at least in mice.116

Locomotor activity of individual animals in the labora-
tory is most often monitored by infrared motion detectors 
or running wheels. Traditionally, miniature motion detectors 
have been used for very small animals, such as insects,117–119 
whereas running wheels have been used for rodents120–122 
(Figure 2.24). The use of infrared detectors is predicated 
on the assumption that the organism under study cannot see 

FIGURE 2.21 Horses in the wild. The study of behavior and 
physiology of populations of organisms is one of many facets of cir-
cadian physiology. (Photo courtesy of Tim McCabe, United States 
Department of Agriculture’s Photography Center, Washington, DC.)

(A) (B) (C) (D)

FIGURE 2.20 Research methods in physiology. Research on the vital processes of living organisms always involves one or more of 
four basic methods: (A) recording, (B) stimulation, (C) lesioning, and (D) transplantation.
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electromagnetic radiation in the infrared range, which is 
generally true for many but not all animals (see Chapter 11). 
Much less common is the use of a microwave radar system123 
or of a force transducer system.124

Running wheels are the “gold standard” for the monitoring 
of locomotor activity in rodents, although many laboratories 
have recently switched to infrared motion detectors or implant-
able telemetry devices. As discussed in greater detail below 

(regarding the monitoring of body temperature), implantable 
telemetry devices have the disadvantage of requiring surgical 
implantation but the advantage of being nondisruptive after 
the unit has been implanted. Infrared motion detectors are 
totally nondisruptive.

When first introduced to running wheels, rodents may 
take a couple of weeks to reach top performance,125 but per-
formance is stable afterward, until impairment due to aging 
occurs (see Chapter 9). Running wheels are the gold stan-
dard not only for historical reasons but also because rhythm 
robustness is much greater in running-wheel activity than 
in general activity (which provides greater sensitivity to the 
effects of experimental manipulations). In golden hamsters, 
for example, running-wheel activity is almost three times as 
strong as general activity.126 Two issues deserve special atten-
tion in this matter:

 1. It could be claimed that running-wheel activity is 
an arbitrary subset of general activity, because ani-
mals only run in the wheel after they are awake and 
alert and because they stop running before they wind 
down and go to sleep. This would justify a prefer-
ence for the recording of general activity. However, 
the onset of activity is not the result of an arbitrary 
cut in the activity records. Instead, running-wheel 
activity commences each day at the time when the 
animal chooses to jump on the wheel and run. The 
activity onset is the expression of a natural physi-
ological process. Because running-wheel activity is 
more robust than general activity, it is sensible to use 
the former instead of the latter.

 2. It is a fact that the determination of free-running 
period of an animal may depend on whether the ani-
mal is allowed to exercise in a running wheel.127–135 
Some researchers have interpreted this fact as an 
indication that access to running wheels artificially 

FIGURE 2.23 Radiotelemetry. Radio signals emitted by a transmitter attached to an organism (such as a collar worn by a dog) allow for 
the monitoring of rhythms over relatively wide areas.

FIGURE 2.22 Satellite telemetry. Signals traced by satellite can 
be used for the study of populational rhythms in natural settings.
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shortens the free-running period, and these research-
ers prefer to use general activity instead of running-
wheel activity. However, these researchers make the 
unjustified assumption that exercising in a wheel is an 
unnatural activity. Man-made wheels are not avail-
able in the wild, of course, but animals in the wild 
have plenty of opportunities for exercising. What 
is certainly unnatural is to be locked in a 30 cm × 
15 cm (12 in. × 6 in.) cage for one’s whole life with 
no opportunity for exercising. It is quite possible that 
the free-running period determined without run-
ning wheels reflects the unnatural sedentary life of 
a laboratory rodent rather than the natural circadian 
period of the animal. If so, then the availability of 
a wheel may provide the animal with the opportu-
nity to have a more natural lifestyle and to exhibit its 
natural free-running period. This issue has not been 
definitively settled.

Commercial firms sell systems for the monitoring of activity in 
insects (TriKinetics Inc., Waltham, Massachusetts) and rodents 
(Actimetrics, Wilmette, Illinois; Columbus Instruments, 
Columbus, Ohio; Lafayette Instrument, Lafayette, Indiana; 
TSE Systems Inc., Chesterfield, Missouri), although the tech-
nical simplicity of the methods usually does not justify the 

high purchase price of commercial systems. Investigators can 
easily assemble their own data acquisition system instead. For 
instance, a running-wheel system can be assembled using run-
ning wheels sold at pet stores (Figure 2.25), magnetic switches 
sold at home improvement stores, and a personal computer. 
Personal computers have many interface ports that can be used 
for monitoring the closure status of the switches (Figure 2.26). 
Several simple applications have been described,136–138 and 
Exercise 2.3 at the end of this chapter describes an additional 
one. Because computer interfaces have been undergoing stan-
dardization in recent years, with most ports now using a USB 
connector, researchers may find it convenient to use USB data 
acquisition boards such as those manufactured by LabJack 
Corp. (Lakewood, Colorado) or National Instruments Corp. 
(Austin, Texas).

Infrared motion detectors with a switch output, which can 
be used instead of running wheels for the monitoring of loco-
motor activity of mid- to large-sized animals, are available at 
many home and office security stores. Two such products are 
the CX-502 passive infrared detector manufactured by Optex 
Inc. (Rancho Dominguez, California) and the AD-2 activ-
ity detector manufactured by Sable Systems International 
(North Las Vegas, Nevada). Special circuits for the monitor-
ing of drinking and feeding are also available commercially 
(e.g.,  Columbus Instruments, Columbus, Ohio; Research 
Diets Inc., New Brunswick, New Jersey; TSE Systems Inc., 
Chesterfield, Missouri).

For research involving human subjects (or animals equal 
or larger in size), wristwatch accelerometers are often used. 
These units can record activity unobtrusively over long 

FIGURE 2.25 Mouse on wheels. An albino mouse stares at you 
from his running wheel.
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FIGURE 2.24 Monitoring activity rhythms in the laboratory. 
In laboratory settings, locomotor activity of individual organisms 
is often monitored by infrared movement detectors (a, sensor; 
b,  emitter) or by mechanic or magnetic switches attached to running 
wheels (c, magnetic switch; d, magnet).
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periods of time. Traditional brands include the Actigraph 
(Ambulatory Monitoring, Ardsley, New York), Actiwatch 
(Philips Respironics, Bend, Oregon), ActTrust (Condor 
Instruments, São Paulo, Brazil), GeneActiv (Activinsights, 
Kimbolton, England), and MotionWatch (CamNtech Inc., 
Boerne, Texas). The physical exercise fad of the mid-2010s 
brought to market numerous wristwatch accelerometers at a 
price less than a tenth that of traditional brands. These “step-
tracking bands” (branded as Fitbit Charge, Garmin Vivofit, 
Microsoft Band, Nike FuelBand, Samsung Gear Fit, etc.) did 
not initially provide full access to the raw data, but they are 
likely to change the accelerometer market forever.

Monitoring of physiological variables such as body tem-
perature, heart rate, blood pressure, and sleep stages (elec-
troencephalogram) in humans can be easily accomplished 
with commercially available biomonitoring systems such as 
those marketed by AD Instruments Inc. (Colorado Springs, 
Colorado), Biopac Systems Inc. (Goleta, California), 
MindWare Technologies Ltd. (Gahanna, Ohio), and Noldus 
Information Technology (Wageningen, Netherlands). Similar 
measurements in animals require either a tether system139–142 
or a short-range radiotelemetry system143–146 (Figure 2.27). 
Tethering is less expensive than telemetry, but it has the dis-
advantage of restricting the animal’s movement in its cage. 
On the other hand, telemetry requires surgery for implan-
tation of the radio transmitter, which, in some species, can 
cause a blunting of daily rhythmicity for up to a week.147–150 
The recently introduced BioTherm13 “passive integrated 

transponder” radio frequency identification device (Biomark 
Inc., Boise, Idaho) is slim and sturdy enough to be injected 
subcutaneously in rodents for continuous measurement of 
body temperature without the need for surgery, although the 
emitted signal is rather weak and provides a very limited 
monitoring range. In studies using human subjects and lim-
ited to temperature measurements, radio transmitters may be 
swallowed instead of surgically implanted,151,152 although they 
stay in the digestive system for only a few days. Gut tempera-
ture (measured with a swallowed sensor–transmitter) corre-
lates better with rectal temperature than axillary temperature 
(measured under the arm) does.153 For women, an intravagi-
nal wireless sensor similar in appearance to a contraceptive 
diaphragm (Figure 2.28) has been recently introduced by 
Prima-Temp Inc. (Boulder, Colorado). This core temperature 
monitoring device sends signals directly to a smartphone.

Tethering equipment is marketed by most specialized sup-
pliers of equipment for animal laboratory research, including 
Harvard Apparatus (Holliston, Massachusetts), Kent Scientific 
(Torrington, Connecticut), and Stoelting (Wood Dale, Illinois). 
For biotelemetry equipment, the major manufacturers in the 
United States are Data Sciences Inc. (St. Paul, Minnesota), 
the Stellar Telemetry branch of TSE Systems (Chesterfield, 
Missouri), the Implantable Telemetry branch of Millar Inc. 
(Houston, Texas), and the E-Mitter Telemetry branch of Starr 
Life Sciences (Oakmont, Pennsylvania). The first three of 

Video port

Keyboard port

Mouse port

Sound card

Game port ISA slot

PCI slot

USB port

Serial port (COM)

Parallel port (LPT)

FIGURE 2.26 Standard computer interfaces. These diagrams 
identify the 10 interface connectors available in most personal com-
puters. Access to PCI slots and ISA slots usually requires opening of 
the computer cover. In recent years, there has been a trend to replace 
the directly accessible interfaces with USB ports.
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FIGURE 2.27 Monitoring physiological variables: tether and 
telemetry. Monitoring of physiological variables such as body tem-
perature, heart rate, and concentration of hormones in the blood 
requires tether or short-range telemetry devices.
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these four companies offer radio transmitters capable of mea-
suring body temperature, blood pressure, electrocardiogram 
(heart), electroencephalogram (brain), and electromyogram 
(muscle), as well as locomotor activity. Starr Life’s E-mitters 
can measure only body temperature, heart rate, and locomo-
tor activity, but users have the choice of purchasing simpli-
fied transmitters that are smaller and less expensive if there is 
need only for the monitoring of body temperature and activity. 
Starr Life’s E-mitters and Millar’s Telemeters are transponder 
transmitters (that is, transmitters that are teleenergized by the 
radio receiver). This feature is especially convenient in long-
term studies in which traditional transmitters will run out of 
battery, although transponders usually require maintenance 
after about 2 years of operation (thus reducing their advantage 

over battery-based transmitters). Worthy of mention is also 
the extremely small LT6 transmitter manufactured by Titley 
Scientific (Lawnton, Australia). These transmitters, which 
were designed for temperature measurements in very small 
animals in field studies, weigh as little as 470 mg, including 
the battery (whereas usual radio transmitters weigh over 2 g 
without the battery). On the other end of the body size contin-
uum, TekVet Technologies (Palmetto, Florida) manufactures 
temperature transmitters for use in livestock. The transmitters 
are placed in the animal’s ear, close to the tympanic mem-
brane, thus allowing measurement of core temperature with-
out the need for surgical intervention.

For researchers with limited budgets, I should add that, 
when only temperature measurement is needed, it is possible 
to assemble one’s own telemetry system at a fraction of the 
cost of commercially available ones.137,154–160 A major caveat 
is that considerable knowledge of electronics and substantial 
debugging time are usually required.

An alternative to telemetry, particularly for use with larger 
animals, is the data logger161–164 (Figure 2.29). Data log-
gers (such as the actigraphy equipment described earlier) are 
devices that can record and store data. The advantage over 
telemetry is that the experimental subjects can move freely 
over large distances without causing a loss of signal (because 
the “receiver” moves along with them). The disadvantage is 
that the experimenter cannot access the data until the logger 
is retrieved. Manufacturers of data loggers include DataTaker 
Ltd. (Rowville, Australia), Onset Computer Corp. (Bourne, 
Massachusetts), and Pico Technology Ltd. (St. Neots, United 
Kingdom). A very convenient data logger for research in 
rodents when only temperature measurements are needed is 
the iButton temperature logger (Maxim Integrated Products, 
San Jose, California). These miniature loggers (16 mm diam-
eter) can be surgically implanted like radio transmitters. Like 
larger loggers, iButtons have the advantage of not requiring a 
separate receiver and the disadvantage of not allowing online 
access to the data. The price of an iButton is less than 10% 
of the price of a transponder radio transmitter, and it can be 

FIGURE 2.29 Monitoring physiological variables: data loggers. Data loggers are an alternative for the use of tether and telemetry 
devices in the monitoring of physiological variables.

FIGURE 2.28 OvuRing. This wireless temperature sensor 
was developed to help women monitor body temperature changes 
along the menstrual cycle. (Image courtesy of Prima-Temp Inc., 
Boulder, CO.)
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modified to become small enough for implantation in mice,165 
but there are two downsides: iButtons have a resolution of only 
about 0.5°C and are limited to 2048 data points between down-
loads, which means that data can be collected for fewer than 
10 consecutive days if a 6-minute resolution is used. Available 
at a higher price but having better resolution and being able to 
record data for much longer are the miniature data loggers mar-
keted by SubCue Dataloggers (Calgary, Canada) and Star-Oddi 
Ltd. (Gardabaer, Iceland). Perhaps because of its low price, the 
iButton has been used in human studies for the ambulatory 
monitoring of skin temperature (usually at the wrist).166–168

Not widely used for long-term recording in animal research 
despite having been commercially available for many years 
is infrared thermography, which involves the measurement 
of infrared radiation emitted by warm-bodied animals. The 
advantage of this technology is that body temperature mea-
surements can be conducted without touching or disturbing 
the animal, from close by or from as far away as a  kilometer 
or more. Recent advances in thermal imaging technology 
have made possible the production of small instruments that 
have large storage capacity of digital thermal images with 
high temperature and spatial resolution.169

An ingenious approach for electrocardiograms in rodents 
that does not use either tethers or telemetry is the ECGenie 
system manufactured by Mouse Specifics Inc. (Framingham, 
Massachusetts). This noninvasive system records cardiac 
electrical activity through the paws of freely moving animals. 
The researcher places an animal onto the recording platform, 
and an electrocardiogram signal is acquired when the paws of 
the animal are in contact with the electrodes.

Monitoring of hormones and metabolites in the general 
circulation requires blood sampling, which is relatively simple 
in large domestic animals and humans. In smaller animals, 
human intervention can interfere with the rhythm being mea-
sured, so that tethering equipment is necessary. For rodents 
being monitored in running wheels, the tubes exiting the cath-
eters must not be blocked. Instead of full wheels, flat wheels 

(or discs) are used in such cases. Med Associates (St. Albans, 
Vermont) manufactures wireless low-profile wheels suitable 
for mice (Figure 2.30).

Some hormones and electrolytes can be measured in urine 
or saliva, which simplifies sample collection. Measurement of 
the hormone melatonin is commonly used to determine the 
phase of the circadian system in humans, and saliva samples 
can produce results as good as blood samples.170

For the monitoring of energy metabolism, traditional 
methods of indirect calorimetry171,172 are sufficient, provided 
that a computer is used to activate the air-switch valve and to 
collect the data (Figure 2.31). Indirect calorimetry is based on 
the measurement of oxygen consumed by the organism and on 
the chemical properties of oxidation. A few years after Joseph 
Priestley identified the oxygen gas (or “dephlogisticated 
air,” as he called it) in the mid-1700s, the legendary chemist 
Antoine Lavoisier observed that oxygen is equally necessary 
for combustion and respiration and that both processes release 
carbon dioxide and heat.173,174 As knowledge of the stoichio-
metric properties of oxidative processes increased, it became 
possible to calculate the amount of nutrient being used and the 
amount of heat being released, by measuring only the amount 
of oxygen being consumed. As illustrated in Figure 2.32 for 
the particular case of glucose, 6 mol of oxygen are necessary 
to fully oxidize 1 mol of glucose, which results in 6 mol of 
water, 6 mol of carbon dioxide, and 673 kcal of free energy. 
The free energy is either incorporated into molecules of ATP 
(adenosine triphosphate, the energy currency in the body) or 
lost as heat. Thus, if we measure how much oxygen is con-
sumed by an organism, we can calculate how much nutrient 
was used and how much of the end products was produced. 
Of course, most organisms do not use only glucose as the 
source of energy, so we cannot rely solely on the equation for 
glucose. However, an “average” equation for the three main 
nutrients (carbohydrates, lipids, and proteins) can be used as a 
very reasonable approximation, and even more precise results 
can be obtained if the ratio of oxygen consumed to carbon 

FIGURE 2.30 Low-profile wheel. Flat running wheels (or discs) must replace standard running wheels when research is conducted on 
tethered rodents. (Photo by R. Refinetti.)


