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Preface

Among the many demands on modern psychiatrists is
keeping up to date with the ever-increasing pace of the
development of psychiatric knowledge in recent years, both
in the biological and psychosocial spheres. The basic
sciences of psychology, neuroanatomy, neurophysiology,
neuroendocrinology, neuroimaging, neuropathology,
genetics, biochemistry, pharmacology, neuroscience,
epidemiology and social sciences have now led to a better
understanding of the basic mechanisms underlying clinical
disorders. Sub-specialties of psychiatry have rapidly
developed and the practice of psychiatry has increasingly
moved from institutions to the community. Clinicians are
now under pressure to deliver high quality cost-effective
patient-focused care based upon the best evidence
available.

The aim of this volume is to provide an up-to-date, solid,
evidence-based text. Many of our contributors are
acknowledged international leaders in their respective
fields, have often been centrally involved at the forefront of
shaping psychiatric research and practice and have, as a
result, a first-hand feel of the evidence base of their
contributions. The strength of the evidence base does still
vary widely in different fields of psychiatry, but with the
development of national guidelines, systematic reviews and
meta-analyses, individual, sometimes idiosyncratic, clinical
practices of the past are now no longer acceptable unless
based on evidence. Thus, even if not entirely evidence
based, psychiatry should always be evidence informed.
Psychiatrists who increasingly work in multidisciplinary
teams and whose practice is now increasingly challenged
by other professionals, managers and, indeed, patients, now
have to be able to defend the evidence base to their
practice, if they are to maintain their medical leadership
role in psychiatric practice.

In this book, we aim to comprehensively describe the basic
sciences and clinical disorders and their treatments - using
the UK and Ireland MRCPsych syllabus as a guide - while
emphasising the evidence underlying theory and practice
for the topics covered. However, we believe that this book
will cater not only for trainee psychiatrists studying for the
MRCPsych examinations, but also for trainees elsewhere
and, indeed, will provide a valuable resource for
psychiatrists who have completed their training and other
professionals who work in psychiatry.

To facilitate the aim of this project, the book is divided into
major sections and 79 chapters in a carefully considered
order. Chapters have been standardised and cross
referenced and include important and up to date references
and generous use of tables, figures, boxes and pictures. At
the end of each chapter major learning points are identified.
While the book strives to provide an integrated overview of
current knowledge through its sections and chapters,
,chapters have also been designed to stand alone, which
inevitably implies some overlap in content between
chapters which we hope has been kept to an acceptable
minimum.

We hope this book will achieve wide acceptance through its
succinct, user-friendly approach and its recognition of the
importance of a solid evidence base for psychiatric practice.
While a text book alone does not make a good psychiatrist,
we hope this one will provide the sound foundation of
evidence-based theoretical knowledge required for the
competent practising clinician of today.

Basant K Puri
Ian Treasaden
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Chapter 1

History of psychiatry

Trevor Turner

INTRODUCTION

Psychiatric illness seems intrinsic to - and a necessary part
of - being Homo sapiens, so it is not surprising that there
are descriptions of abnormal behaviour, and even of symp-
toms resembling schizophrenia, in the earliest written frag-
ments of Egypt, India and Babylon. Some evolutionary
theorists consider psychosis to be inextricably linked to the
genetic mutation(s) for our enlarged frontal lobe, with its
unique capacity for memory and imagination. A history of
psychiatry has to understand therefore how ‘mental’ symp-
toms - presentations of madness, sadness, foolishness,
strangeness — were understood in all societies and accepted,
or not, and what was done, or not, to help the sufferers.

There is thus a long history of mental illness consisting
of 3000 years of random descriptions (in religious writings,
legal documents, diaries, histories, romances and plays),
and a shorter and more technical/medical history of practi-
cal psychiatry, in terms of professionalized attempts to
understand, diagnose and treat mentally ill people. The long
history precedes even the Bible and Classical Greece, while
the short history starts some 200 years ago (at least in
European terms), a product of the scientific advances of the
Enlightenment, industrialization and city life. Supernatural
‘apparitions’ become secularized ‘hallucinations’, and psy-
chopathology begins to erode the varieties of religious
explanation.

HISTORIOGRAPHY - i.e. WHAT’S
BEEN WRITTEN ABOUT IT

This chapter concentrates on the past two centuries as being
essential to understanding what drives modern psychiatry.
Just as taking a history is the key to psychiatric diagnosis,
so knowing how and why we are at our present state of
knowledge and organization helps us to make sense of our
current work. In itself, the topic ‘the history of psychiatry’
has undergone a radical change in the past 30 years, from
the obscure jottings of retired psychiatrists to a thriving
subspecialty of modern historical research. It has its own
quarterly journal, History of Psychiatry (first published in
March 1990), its own European Association and a body of

dedicated academic historians. The standard heavyweight
tomes, such as The History of Psychiatry by Alexander and
Selesnick (1966), have been replaced by more svelte ver-
sions, such as Edward Shorter’s (1997) A History of
Psychiatry: From the Era of the Asylum to the Age of
Prozac, and diagnosis-based compilations such as A History
of Clinical Psychiatry: The Origin and History of Psychiatric
Disorders (Berrios and Porter, 1995). There has also been a
series of reprints of core psychiatric textbooks and careful
descriptions of whole eras of change, for example Andrew
Scull’s (1979) Museums of Madness, subtitled The Social
Organisation of Insanity in Nineteenth Century England.
Details of the most substantial histories of psychiatry, and
the most influential secondary texts and textbooks (or ver-
sions thereof) are given in Tables 1.1-3.

Most importantly, there has been a prolonged, sometimes
bitter but generally creative debate since the rise of the so-
called ‘anti-psychiatry movement’ of the 1960s and 1970s
as to what is even meant by a ‘history of psychiatry’ or a
‘history of insanity’ or of ‘madness’, and so on.
Traditionally it had been the recording of notable forms of
mental illness, whether in literature (e.g. Shakespeare’s King
Lear or Othello) or medical writings, accompanied by out-
lines of new diagnostic or treatment approaches, with
admiring biographies of the leading doctors (not always
medical) who had tried to help or even ‘cure’ the afflicted
mad folk. This so-called ‘meliorist’ history - things getting
better, in terms of more accurate diagnoses, more thought-
ful doctors (and attendants/nurses) and more humane treat-
ments — was challenged in the writings of social theorists
such as Michel Foucault and Andrew Scull (see Table 1.2).

Foucault postulated a ‘Great Confinement’ in the seven-
teenth and eighteenth centuries, whereby the world of free-
thinking and imaginative ‘unreason’ had been corralled by
the mechanistic warriors of reason and social control.
Psychiatrists and the psychiatric enterprise were even seen
as a kind of thought police of this dark Enterprise. Mental
illness was theorized as ‘socially constructed’, a means of
rounding up the deviants and low life in society rather than
a genuine part of medical practice dealing with real dis-
eases. This debate goes on, has involved historians, psy-
chologists, anthropologists, lawyers, sociologists and even a
few psychiatrists, and has now swung back to some degree
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. ______________________________________________________________________________________________________________________|]

Table 1.1 Ten histories of psychiatry

The original heroic nineteenth-century history, written as a celebration of Victorian
achievement in building asylums and rescuing ‘lunatics’ from the neglect and abuse of whips,
chains and supernatural beliefs

Zealously pro-Freudian (‘the second psychiatric revolution’), this is written in the classic ‘great
men’ style of history but has good details and nice photographs. Psychoanalysis is seen as the
cure for all mental illness and more

An extraordinary collection, over 1000 pages long, of exiracts from several hundred original
(primary) sources arranged chronologically and with a superb index. The ideal reference book
for any facet of psychiatric diagnosis, language and treatment. Great for lecture introductions

The standard of its time but also in awe of Freud, more than half being devoted to the
‘Freudian Age’. Much material from classical/medieval times, but unreliable in details. For
example: ‘It does not seem probable that ... pharmacological and biological methods will throw
more light upon the complex phenomena of interpersonal relationships and replace
psychological methods of treatment’

Describing how services developed, this is the best analysis of the rise and fall of the asylums,
with special insight into the social, legal and political influences on psychiatry, including the
deinstitutionalization of the past 50 years. Very critical of the weaknesses of ‘care in the
community’.

An updated version of the author’s groundbreaking Museums of Madness (1979), which
introduced a radically new take on psychiatry as representing social power and social control,
thus reinforcing the status quo via an often doubtful construct of ‘mental illness’. A
challenging way of looking at history, even if you disagree

The best modern history by far, though avowedly organicist in tone. Readable, beautifully
detailed and with real narrative drive, concentrating on developments since ¢.1800. The
author concludes that ‘neurochem’ and ‘neurochat’” augment each other as the optimum form
of care

A highly detailed and extensively researched 750 pages of modern social history, published to
celebrate Bethlem Hospital's 750th anniversary. A very technical text, for the specialist

A multi-author volume reviewing the clinical and social history of our understanding of the
major mental disorders (e.g. dementia, schizophrenia, anxiety), including neuropsychiatric
conditions and the epilepsies. Not for reading through, but it is well referenced, and individual
topic chapters (e.g. post-traumatic shock disorder, shell shock) are fascinating

A spirited and informative outline concentrating on the theory that severe schizophreniform
mental illness represents a modern epidemic due to industrialization and urbanization. Diet,
toxins, infectious agents (related to vaccination?) and even pet cats are among the postulated
aetiological agents. Or is this retrospective history gone too far?

towards a general acceptance that there, probably, is such a and sometimes earlier), the casebooks of individual doctors,
thing as mental illness. for example the famed eighteenth-century ‘mad-doctor’
The key research has been into archival sources such as and physician to Bethlem (‘Bedlam’) Hospital, John Monro

asylum records (going back to the mid-nineteenth century (1715-91), the writings of psychiatric patients themselves,
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Table 1.2 Ten influential secondary texts

The key work of the most celebrated cultural historian of the past 50 years, this posits
a belief that mental iliness is ‘not a natural fact but a cultural construct’, not a disease
needing treatment but an issue of freedom, knowledge and power. Written in the
impressionistic, deliberately indefinite style of much modern French philosophy, it is a
real challenge, both to psychiatry as a reasonable profession and to the average
empirical English reader

Classic outline of good archival research into the much debated illness of King George
Il (1760—1820). Was it porphyria or just another routine manic disorder? More
recently turned into a popular play and then a film, The Madness of King George, by
the writer Alan Bennett

Over 900 pages on the development of psychological approaches to mental illness,
and how Freud emerged successfully from numerous rivals. An absorbing matchless
account of how theories come and go

Minutes, reports, photos, patients, medical and nursing staff — the archetypal asylum
history, unvarnished but perfectly evocative of the practical management of an
enormous institution (up to 2700 inmates) in a bygone era

The classic exposition of Greek ideas, with chapters on ‘tragedy and therapy’ and
‘Plato and Freud’

A detailed analysis of the records of Richard Napier (1559-1634), a mystic and
astrologer, much famed in his time, who treated over 2000 mentally disturbed
patients who might be ‘mopish’, ‘troubled in mind’ or ‘mad/lunatic’

A collection of 27 accounts of being mentally ill, written by the patients, from the
fifteenth to the twentieth century. A selective selection, but well edited historically.
History from the patient’s viewpoint, and so a unique version of common symptoms

[t will ‘chill the marrow of naive readers’ ran the blurb, and this is a well-researched
account of lobotomy, its leading exponents (Moniz and Freeman) and its rationale.
Imagine having your brain cut into as part of an out-patient procedure, and then being
sent home to convalesce

A vivid collection of 28 essays, mainly by psychiatrists, covering the ‘institutions’,
‘ideas” and ‘people’ dominating UK psychiatric development. Wonderfully,
obsessionally(?) detailed. Much praised by professional historians

A mere 230 or so pages. A brief, lively and easy-to-read historian’s account of
‘madness’ — so not in fact confined to ‘psychiatry’

and court records dealing with, for example, insane mur-
derers. If you are prepared to hunt around in medieval doc-
umentation - and that is hard work, in terms of finding and
even reading the material, which is often in Latin - and in
dusty library records, a much more nuanced picture of how
madness has been dealt with through the ages can be

extracted, albeit often in bits and pieces, like the shards of
pottery from an archaeological dig.

For example, if we consider how people deemed to be
‘mad’ or ‘lunatic’ were dealt with in Shakespeare’s time
(1564-1616), whether in his plays or in the plays of his con-
temporaries, it is not a lot different from today. Recognizing
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Table 1.3 Ten interesting textbooks

An outline of ‘maniacal disorders’, including an attempt at classification and numerous
case histories. A humane, detailed and easy-to-read masterpiece — the first modern
textbook with delightful descriptions of treatments, theatrical(s), and moral and physical
approaches to managing very disordered people

A book-length account of a contended case, illustrating a ‘first-rank’ series of colourful
symptoms typical of a florid paranoid schizophrenia, but that nevertheless generated
considerable doubt and debate at that time

The first proper English treatise of psychiatry, indicating the growing size of the specialty
and the need for a student’s textbook. Easy to read, quite sceptical, and with excellent
clinical descriptions and references to the literature. Treatment is divided into ‘hygienic’,
‘moral’ and ‘medical’

A much admired textbook outlining the physical basis of mental disease as opposed to the
‘metaphysical’ theorizing that tended to dominate public discussion. Maudsley was a bluff
Yorkshireman with a sarcastic tongue, but he was widely read in the French and German
literature. Although much quoted, it was probably not practically used by working
psychiatrists of his time

The first detailed description of abnormal sexual behaviours, including sadism,
masochism, ‘congenital inversion’ (i.e. homosexuality) and fetishism. An entertaining
collection of case histories, in great detail, bringing to light a wide range of sexual
‘pathologies’ usually suppressed even in the technical and medical literature of the time

The classic Freud text on his theory of the unconscious, dreams being considered
essential to understanding one’s inner mental life. From this he moved on to developing
his highly influential theories of childhood sexuality and the ‘Oedipal complex’ of character
development. Lots of examples, but not ‘scientific’, although claimed as such

Summarizing the classic and groundbreaking textbook — Kraepelin in fact produced eight
editions of his Lehrbuch from 1886 to 1924, which first described dementia praecox as a
distinct psychotic disorder. His distinction between dementia praecox/schizophrenia and
manic-depressive insanity continues to dominate diagnostic categories today

The book that introduced the term ‘schizophrenia’, fusing psychoanalytic theory derived
from Freud with the clinical descriptions of Kraepelin. The Bleulerian outline of
schizophrenia dominated psychiatry until the 1960s. His four ‘A’s (autism, affective
impairment, ambivalence, impaired associations) made reliable diagnosis rather difficult

The (wartime) classic of biological psychiatry, trumpeting the use of insulin therapy,
electroconvulsive therapy (ECT), chemical sedation, malaria treatment and prefrontal
leucotomy, as opposed to psychotherapy, to which the authors barely paid lip service.
Biology red in tooth and claw, claiming mental disorders as ‘dependent on physiological
changes’

The summation of the theories and work of Carl Jung (1875-1961), the long-lived
alternative to Freud. Many ‘Jungian analysts’ are still influential today. His notion of
archetypes and the collective unconscious are at the very edge of psychiatry, verging into
spirituality, anthropology and religion. And he did actually try to psychoanalyse psychotics,
unlike Freud, as outlined in his 1907 The Psychology of Dementia Praecox




mental illness was based on people’s behaviours, what they
said and what they perceived (e.g. Lady Macbeth’s recurrent
and obsessional hand-washing), doctors are called to attend
them (e.g. Dr Caius in The Comedy of Errors), and disor-
dered brains are seen as part of the problem (‘canst thou not
minister to a mind diseased ... raze out the written troubles
of the brain ..., asks Macbeth of his physician).
Confinement in madhouses, or ‘dark houses’ (e.g. Malvolio
in As You Like It), or somewhere out of the way, is a
common resort. We even have, in the character of Tom
0’Bedlam in the play King Lear a vivid description of some-
one pretending to be mad. This is the eventual hero, Edgar,
who in order to avoid entrapment and murder hides out
half-naked, gibbering to himself and expressing a range of
symptoms that today are entirely consistent with what we
call ‘schizophrenia’ If that is what early-seventeenth-
century play-goers recognized as mental illness, then it
seems reasonably indicative of the persistence of what we
call schizophrenia, over some 400 years or more, rather
than it being (as some have postulated) a relatively new dis-
ease of the industrial age of the nineteenth century and
beyond (see especially Fuller Torrey, in Table 1.1).

TREATING MENTAL ILLNESS:
WHERE, HOW, WHO?

The past 200 years have seen the rise and fall of a standard
approach to mental illness - the asylum. Founded as a vehi-
cle for delivery of what was essentially a structured psy-
chosocial intervention, namely the ‘moral treatment’, the
asylum has dominated psychiatric practice since the mid-
nineteenth century - throughout the world - and only in
the past 30 years has it became subservient to the notions
of ‘community care’. In fact the asylum arose because of the
failures of community care - troubled souls wandering the
countryside and dying of starvation, or being chained up in
cellars or attics (& la Rochester’s wife in the 1847 novel Jane
Eyre) or unreliable private madhouses. The combination of
Quaker concern, evangelical Christianity and the bricks-
and-mortar solution of Victorian industrialization
demanded that the ‘pauper insane’ be placed in large sanc-
tuaries, i.e. the asylums, rather like medieval lepers in lep-
rosaria. The rise of modern risk management and the
medium-secure unit (MSU) are merely a replication of this
process under a new guise. ‘Normal’ folk distrust (and
exploit) ‘mad’ folk - thus the unique role of the psychiatrist
in negotiating the relationship.

There is also during this period the development of a spe-
cialist profession, from a few scattered individuals, good-
hearted clergymen looking after people in their houses, to
the organization of medico-psychological associations and
the first regular journals (e.g. The Asylum Journal in 1854,
now the British Journal of Psychiatry). The troubled story
of the development of psychiatry reflects another essential
theme, namely stigma, the fear of the insane, and the diffi-
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culties their case has met in terms of resources, trained
staff, research-based treatments and integration back into
‘normal’ society. Even today many doctors and nurses qual-
ify, all over the world, without having partaken in any gen-
uine psychiatric training or practice.

Yet psychiatry, one of the first true specializations in
medicine, actually spawned the subspecialty of neurology
and is the branch of medicine most outward-looking in
terms of its relationship with sociology, psychology, crimi-
nology, the law, architecture, and social and working life. It
has its heroes and its villains of course, more of the former
than the latter, and has been cruelly mocked, not least in
modern cinema (e.g. Hannibal Lecter in The Silence of the
Lambs in 1991) and for indulging in what are termed ‘des-
perate remedies’ such as lobotomy and electroconvulsive
therapy (ECT). But much retrospective criticism, which
rarely comes from mainstream historians, often fails to
understand how difficult it always has been to cope with
chronic, unremitting, progressive psychosis.

The journey from essentially social and institutional
treatments (e.g. asylums) to various psychological
approaches (e.g. Sigmund Freud and friends), and on to the
1950s rise of psychopharmacology, is full of iconic stories.
Philippe Pinel (1745-1826), the father of French psychiatry,
unchaining the insane in 1792, in the middle of the chaos
of the French Revolution (a battalion of soldiers hiding
round the back of the hospital in case all hell broke loose);
John Conolly (1794-1866) introducing, against mocking
scepticism, non-restraint to the enormous Hanwell asylum
(his monograph on non-restraint was published in 1856);
the unravelling of ‘general paralysis of the insane’ (GPI) as
in fact an infectious disease, tertiary syphilis, and its
response to malaria therapy researched and developed by
Julius Wagner-Jauregg (1857-1940), psychiatry’s first
Nobel Prize winner; the shell shock debate during and after
the First World War (was it physical, a form of brain
damage, or nervous, or cowardice even?), and the million or
more war pensions generated; the transformed acute wards
of the 1950s and the reported great interest of the nursing
personnel when chlorpromazine, a ‘neuroleptic’, was intro-
duced. These are mainly true, and some of the key historical
themes are outlined in Table 1.4.

THE WORLD OF BEDLAM
PRE-1800

Biblical and classical writings give many descriptions of
people going mad, mainly kings and heroes such as Saul,
Nebuchadnezzar and Ajax (who ran amok and slaughtered
a herd of sheep). The long-influential Greco-Roman physi-
cian Galen (c.ApD129-200) reinforced the Hippocratic doc-
trine of the humoral theory - the four humours (i.e. visible
bodily secretions) being phlegm (tears or sweat), blood,
yellow bile (choler) and black bile (= ‘melancholia’ in
Greek), imbalances of which were seen as the basis of all
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Table 1.4 Key historical themes

From ‘mania’ and ‘melancholia’ to ‘madness’, ‘insanity’ and ‘mental illness’ — via ‘neurosis” and ‘psychosis’ — there has
been a constant and often confusing expansion of terms. Does this represent a changing pattern of illness or simply
changing presentations? (Are mental illnesses cultural constructs or real diseases?) James Prichard’s descriptions of
cases of ‘moral insanity’, in 1835, would be diagnosed today as either personality disorder or bipolar illness. George
Beard’s 1869 outline of ‘neurasthenia’ is now covered by various forms of depression, anxiety and phobias. Modern
‘schizophrenia’ is relatively unique as a diagnostic term, surviving for over 100 years, unlike most of its contemporaries

Theories of humoral imbalance (i.e. some form of physical disorder) vied with supernatural beliefs (curses, witchcraft,
secret sins) well into the eighteenth century. By the nineteenth century concerns about ‘moral’ causes (i.e. bad habits,
sexual excess, cigar-smoking) vied with increasingly physical theories, as indicated by the practice of phrenology, with
leading exponents being Drs Franz Gall (1758—1828) and JC Spurzheim (1776-1832). Phrenology considered the
brain as the organ of the mind, different activities being located in different areas (the precursor of cerebral
localization), demanding careful examination therefore of the shape of one’s head (e.g. the notion of high-brow v. low-
brow). This led on to the criminal anthropology of Cesare Lombroso (1836—1909) identifying criminality (and mental
illness) via various physical stigmata. The ongoing debates as to nature v. nurture and organic v. psychological reflect
this long-standing argument. The journey of the ‘psychoses’ from being disorders of the soul (i.e. psyche) to established
diseases of the brain nicely illustrates this history

Psychiatrists have always been asked to talk to patients in a special way (‘fixing with the eye’) in order to persuade
them out of their delusions or into sober personal habits, voluntarily or by overt or covert enforcement. They have used
‘behavioural’ medications (e.g. to make one sweat or vomit), physical controls such as straitjackets or special chairs,
locked wards and controlled diet and exercise, and social activities or even amusements, in a community context.
Specific antipsychotics or monitored psychological therapies, as in the last half-century, are genuinely innovative.
Putting mentally ill people into prisons is a reversion of Enlightenment principles

When James Hadfield shot at King George Il in a theatre on 15 May 1800 and was charged with ‘high treason’, he
stated that he had been acting on God’s instructions. Deemed not responsible, he was sent to Bethlem, and deciding
on whether someone is ‘mad’ or ‘bad’ has subsequently dominated public attitudes to mental illness. The attempted
murders of royalty (Queen Victoria endured at least seven failed assassinations), and murders by and of famous people,
have always made excellent journalist copy. The McNaughton Rules, determining criminal insanity (e.g. ‘knowing the
nature of the act’), derive from the famous 1843 trial of Daniel McNaughton who murdered the then prime minister’s
private secretary, mistaking him for the prime minister. The 1863 founding of Broadmoor Hospital, for the reception of
criminal lunatics, institutionalized the acceptance that capital punishment was not appropriate for people labouring
under any ‘defect of reason’. Henry Maudsley’s 1874 Responsibility in Mental Disease was the first forensic psychiatric
textbook, and the ‘insanity defence’ has been a key arbiter of psychiatry’s public standing

Patients and practitioners have constantly wanted to distance themselves from ‘raving and furious’ madmen, even
though they might seek help in dealing with chronic anxiety, tiredness, ‘nerves’, ‘vapours’, etc. The rise of a middle
class generated a need for physicians specializing in ‘office practice’ (as opposed to asylum management). Mesmerism
and hypnotism, spas and ‘the water treatment’, tonics and electric machines, and special dietary regimes such as Silas
Weir Mitchell’s ‘Fat and Blood’, a disgusting diet consisting of just those products while bed-bound for 6 weeks, could
be fashionable and lucrative. The success of Sigmund Freud and other psychotherapists reflected this search for
special, personal understanding. The ultimate mystique of the doctor therapist can be seen in TS Eliot’s 1950 play The
Cocktail Party

disease, physical or mental. Most of the latter came under
the terms ‘mania’ and ‘melancholia’, people being overex-

From the fall of Rome to the Renaissance, such notions
became a fixed part of approaches to treatment. The agrar-

cited by too much blood/choler or slowed down by too
much phlegm or black bile. In the West the rise of
Christianity led to the elaboration of supernatural and later
witchcraft theories, mental illness even being seen as a
punishment for wickedness, despite Jesus Christ ‘casting
out devils’ from madmen, as regularly reported in the four
Gospels.

ian poor looked to holy shrines, magic potions, wise women
or necessary beatings. The ‘furious’ mad were tied up in cel-
lars or driven from parish to parish. Suicide was a sin -
with a loss of possessions - and thus coroners’ juries
increasingly tried to establish a non-compos mentis verdict,
medicalizing the deed in order to avoid penalizing the
family. Physicians might be sought for the wealthy (Henry



VI, king of England from 1422 to 1461, when he heard
‘voices’ saw a learned doctor), with the use of laxatives
(‘purging’) or bleeding as the standard approaches (to get
rid of the excess humours).

With the Renaissance came a questioning of accepted
ideas, with witchcraft trials (some 50 000 executions during
the sixteenth and seventeenth centuries) providing one bat-
tleground. This European ‘witch-craze’ was fuelled by chal-
lenges to papal authority, for example by ‘Protestant’
preachers such as Martin Luther (1483-1546) or by scien-
tists, such as Galileo Galilei (1564-1642) demonstrating
that the earth went round the sun (not the other way
round). Reactionary work appeared, famously Malleus
Maleficarum (1486) written by two monks, Kraemer and
Sprengler. A kind of handbook for witch-finding, this
‘Hammer of Evil-Doing’ was like a modern National
Institute for Clinical Excellence (NICE) guideline, and it
took a brave German physician, Johannes Weyer (1515-88),
to produce the sceptical counterblast. His De Praestigiis
Daemonum (‘The Devil’s Signs’) of 1563 suggested that
mental illness, with its ravings and imaginings, was often
and easily mistaken for witchcraft.

Were these disordered women - and they were mainly
women - dangerous witches, needing to be burnt at the
stake, or brain-sick lunatics? Regular physicians such as
William Harvey (1578-1657), discoverer of the circulation
of the blood and physician to King Charles I, had another
role as detectors of witchcraft, advising courts on what was
illness and what was not. His contemporaries included
Richard Burton, author of the Anatomy of Melancholy
(1621), an enormous compendium of exemplary cases -
troubled minds, not necessarily ‘depressed’, in all their dif-
ferent lifestyles and presentations - and Richard Napier (see
Table 1.2), an astrologer-cum-psychotherapist who gained a
reputation for helping mentally ill people and whose note-
books still survive.

By about 1700 most of Europe was over its witch beliefs,
and during the seventeenth and eighteenth centuries a
rising demand for sympathetic treatment rather than incar-
ceration demonstrated the swing from religious supernatu-
ralism to rationalist and early scientific explanations. Now
come the first medical writings on mental illnesses and the
beginnings of the ‘mad-doctoring’ business. William Battie
(1703-76), with his Treatise on Madness (1758) and a
famous debate with John Monro (1715-91) as to the real
basis of mental illness (deluded imagination or impaired
judgement?), and George Cheyne (1671-1743), with his
1733 description of The English Malady, were the most
famous of their time, doing very well for themselves in a
seemingly lucrative trade. The better-off English middle
classes had discovered neurosis.

Apart from a 1744 Vagrancy Act, however, the first law
passed ‘for the better maintenance and care of Lunatics’
was in 1808, fear of mental illness creating shame and
family cover-ups. When George III went mad in 1788, put-
ting the constitution itself at peril, psychiatry was repre-
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sented by a self-made Lincolnshire reverend/therapist,
Francis Willis. The king was ‘knocked flat as a flounder’ via
a behavioural regime that eventually brought him back to
his senses, and he was even ‘cured’. Treatment of disease
rather than punishment for sins gradually became the stan-
dard approach. Contemporary descriptions of Parkinson’s
disease (in 1817), delirium tremens (in 1813) and the brains
of post-mortem syphilitics (in 1822) demonstrated
the physical basis of some (but not most) disordered
behaviours.

THE RISE OF THE ASYLUM
1800-1900

The early private madhouses have few records, as privacy
was required, but business flourished in the rising prosper-
ity and urbanization of the eighteenth century. There had
always been St Mary Bethlem (founded in 1247) - home of
the Tom-of-Bedlams, wandering madmen, of myth and
Shakespeare - and from the 1750s new charitable institu-
tions (e.g. St Luke’s in London, the Bethel in Norwich) were
set up. A flourishing area for private madhouses was
around Shoreditch, Bethnal Green and Hackney in east
London, some of them family businesses (‘Mr Balme’s
House’) with lurid reputations. Concerns about maltreat-
ment (patients left tied up in filthy, faeces-coated cots), and
especially the death of Hannah Mills, in the York Hospital,
led the local Quakers to set up, for their ‘brethren’, ‘the
Retreat’, which became a European model. Not least this
reputation was thanks to the masterly public relations of
the 1813 Description of the Retreat by Samuel Tuke, outlin-
ing a form of treatment called ‘moral therapy’ based on
kindness, reason, behavioural limits, exercise and activities,
a family atmosphere and setting a good example.

In the year of the Battle of Waterloo (1815), there was
also a widely reported Inquiry into Bethlem Hospital, detail-
ing abuses and negligence, for example keeping one notori-
ous patient in a metal contraption and chains for over
7 years (Figure 1.1). Especially scapegoated was the apothe-
cary John Haslam, whose case study (1810) of Bethlem
inmate James Tilly Matthews, Illustrations of Madness (see
Table 1.3), is often quoted as the first description of a full-
blown schizophrenia-type illness, with delusions, halluci-
nations and a bizarre range of other symptoms, including
the patient’s belief in an infernal air loom machine, run by
a dangerous gang, that could do things such as ‘thigh-
talking’, ‘thought-making’ and ‘cutting soul from sense.
The ignorance of such disorders among the medical profes-
sion was a particular target of Haslam, since two prominent
society physicians actually tried to have Tilly Matthews
released, on the grounds that he was perfectly sane.

The resultant evangelical reform movement, led by the
long-lived Lord Ashley, seventh Earl of Shaftesbury (1801-
84), based on the principles of moral therapy, unchaining
the insane (as Philippe Pinel in revolutionary Paris) and the
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JJ central role of the medical profession, created a specific
I therapeutic device for curing madness. This was the asylum,
where ‘lunatics’ could be taken away from the hurly-burly
of modern life (deemed to be driving them mad) and
restored amidst fresh air, nice views, clean water and regu-
lar exercise. By 1845 every county in England had a statu-
tory duty to build one (the Asylums Act). Such ring-fencing
of money, for a particular specialty, has even been consid-
ered a kind of precursor to the start of the National Health
Service (NHS), and over 120 asylums were eventually con-
structed in Britain (Figure 1.2), amidst a relentless rise in
people deemed officially to be insane.

The psychiatric profession, throughout Europe, developed
alongside the new asylums. Journals were founded, reports
were published, posts were created and formal legal powers
(certification) were introduced. Still readily stigmatized as
‘mad-doctors’ - hence the increasing fears about sane
people being locked up for nefarious reasons (e.g. in novels
such as The Woman in White by Wilkie Collins (1860) and
Hard Cash by Charles Reade (1863)) - this new breed of
‘alienists’-cum-‘medical psychologists’ wrote and held
meetings and lobbied Parliament, but treatment approaches
remained basic. Apart from the traditional purging, bleed-
ing, confinement and exercise, they had to resort to devices
such as whirling chairs, mustard baths (hot and cold),
leeches and even early forms of electricity. Laying open the
scalp, filling the wound with various herbs and ointments,

—— M'Nmmr 7, and letting it suppurate for a week or two was practised by
S R ) Dr Prichard, author of the much admired A Treatise of
s o e Vo i s Insanity, published in 1835. For sedating medication they

-

W
T e
/)

o

Figure 1.1 The iconic image of the Bethlem Inquiry: William Norris in the chained
contraption in which he was kept in for 7 years
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had only opium/morphine, chloral hydrate and, of course,
cannabis indica and brandy (Table 1.5).

But these first-generation psychiatrists and asylum
superintendents did have one advantage. They could watch
diseases evolve as the lunatic asylums grew larger and
larger (see Figure 1.2), and they could start to classify the
diseases more clearly. From the hordes of deranged, crip-
pled, feeble-minded, epileptic and dementing inmates that
filled up every new asylum, and each newly built asylum
extension, doctors began to sort out different conditions,
psychiatric, neurological, metabolic (e.g. hypothyroidism)
and nutritional. Every leading alienist would publish his
system, with new words, new diagnoses and new theories of
causation. Abandoning the basics of ‘mania’ and ‘melan-
cholia’, they created moral insanity, neurasthenia, catato-
nia, hebephrenia, lactational insanity and numerous others.
By 1892 Daniel Hack Tuke, from the same family of Quaker
Tukes that had founded the Retreat 100 years earlier, was
able to publish his two-volume Dictionary of Psychological
Medicine. This defined and discussed several thousand
terms and phrases used by his zealous European-wide col-
leagues (including 200 legal cases).

But the asylums themselves, with their crowded 100-bed
wards, their poorly paid and often untrained attendants,
their handful of ‘medical men’ - perhaps four or five for
two or three thousand patients - and their farms, drains and
outbreaks of dysentery and typhoid, became less and less
therapeutic and more and more just ‘museums of madness’.
Energetic superintendents burned themselves out trying to
activate, morally treat, feed and semi-medicate their shuf-
fling collections of ‘chronic dements’ Paperwork and cer-
tificates dominated their days and nights, and ruthless

Table 1.5 Nineteenth-century medications

Laxatives to ‘purge’ the bowel, e.g. croton oil
Tonics, e.g. quinine, caffeine, strychnine

Opium/morphine (hypodermic introduced 1855),
cannabis, digitalis

Bromides

Hyoscyamus — hyoscine (from henbane plant)
(also in combination with morphine/atropine)

Chloral hydrate — widespread use in asylum, at
home and as an addictive agent

Apomorphine — sedation and vomiting

Barbiturates

NB: By 1900, patent remedies were 72 per cent of pharmaceutical sales, often
containing alcohol and stimulants (e.g. cocaine).
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magistrates imposed admissions and economies. Doctors
could not refuse admissions, since all ‘lunatics’ were certi-
fied by the courts and simply sent in without warning.
Formal inspections, unpleasant sounds and smells (inconti-
nence was rife), and even random assaults dominated their
day, although by the 1900s football matches and cricket
leagues were well established. The good and bad of asylum
life is summarized in Table 1.6.

Even worse news was that the numbers of insane people
were rising faster than the population was growing, leading
to fears of ‘degeneration’ - a theory first espoused by BA
Morel (1809-73), a leading French asylum physician - and
even a qualitative decline of the human race. Further clas-
sifying people as ‘feeble-minded’ led to more building (the
Binet-Simon tests of intelligent quotient (IQ) appeared in
1905) of ‘colonies’ (i.e. very large asylums) of ‘pauper imbe-
ciles’ designed to segregate the degenerate and to stop them
overbreeding. In the early twentieth century some countries
even sterilized large numbers of the ‘mentally deficient’,
with certain American states such as California leading the
way. The rise of eugenics (i.e. the theory of selective breed-
ing of healthy genes) and the 1930s Nazis’ attitudes to psy-
chiatric patients, eliminating them as a precursor to the
Holocaust, were the dark outcome of these developments.

The most positive effect of the asylums was the work of
first-class researchers such as Emil Kraepelin (1856-1926).
Using a computer-like system of library cards, he classified
symptoms and followed their course, separating out demen-
tia praecox (DP), a progressive, deteriorating psychotic dis-
order, from the better prognosis of manic-depressive illness,
from which patients seemed to recover. This distinction,
despite many attempts at redefinitions, remains at the heart

Table 1.6 Asylums: the good, bad (and ugly)

Sanctuary for ‘lunatics’/
public safety

Stagnant, cut off from the
‘normal” world

Food, shelter, clothes,
‘attendants’

Internal abuses, neglect,
scandals

Diagnostic research/ Institutionalization*

classification

Occupational activities (farm,
laundry, woodwork)

Failure of moral therapy

Recognition of mental illness/
vulnerability

Distant, ‘brooding’, stigmatized

Financial/social commitment Qversized, underfunded

*A twentieth-century term describing the effects on the individual of living in a
controlled environment, with food, activities, contacts, clothes and time completely
regimented by the needs of the institution.
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12 History of psychiatry

of modern diagnosis, despite the term ‘schizophrenia’
replacing ‘DP’ as the standard terminology by the 1950s,
probably because of its connotations of understandable
treatability.

THE TWENTIETH CENTURY:
I - THE BIOMEDICAL MODEL

Research advances in the late nineteenth century, especially
in bacteriology, even started to pay dividends for psychia-
try. Some 10 per cent of inmates of asylums had GPI,
namely syphilis of the brain. When Noguchi and Moore dis-
covered the syphilitic organism in 1913 (the brain abnor-
malities of syphilis had been known since the 1820s), it was
the first clear connection of a mental illness to a disease
process. Linked in with nineteenth-century knowledge of
the effects of trauma to the brain, nutritional deficiencies,
thyroid disease (‘cretinism’), and the association between
forms of epilepsy and types of hallucinations, a stronger
line of research developed as to mental illness having a
physical basis. Forget moral theories, ‘religious excess’ and
the supernatural; here was cerebral disease generating
crazy behaviours. Unfortunately this concentration on
brain disorder did not generate much in the form of a bio-
chemical marker or an effective treatment. Critics, often
psychologists and psychotherapists, used the mocking term
‘brain mythology’

The pre-1950s asylums were full of chronic psychotics
(schizophrenics and manic depressives), but the neuroses
such as anxiety, depression, obsessionality and sexual per-
versions also had their proposed physical associations. A
range of drugs, operations and shock therapies, of varying
scientific reliability, ensued. Numerous records, photo-
graphic and written, graphically describe what happened.
These unfortunately mainstream remedies may seem comic
or gothic, for example excising colons or adenoids in search
of ‘focal infection’, or giving injections of monkey gland
cells to boost libido, but they reflect the desperation of
patients, patients’ families and physicians. The asylums had
become enormous, crowded ‘Private Worlds’, as illustrated
by Phyllis Bottome’s 1932 novel of the same name and by
the 1948 Warner Brothers movie The Snake Pit. In 1944, the
textbook Physical Methods of Treatment in Psychiatry
(Sargant and Slater) included insulin treatment, convulsion
therapy (i.e. ECT), chemical sedation with drugs such as
bromides and stimulation via Benzedrine (amphetamine),
narcotherapy, malarial treatment (for GPI: give the patient
malaria and a high fever and kill off the bugs before killing
off the patient) and prefrontal leucotomy.

In the 1950s the discovery of chlorpromazine, other
antipsychotics and a range of antidepressants led to the
psychopharmacological revolution (Tables 1.7 and 1.8) and
even new diagnoses to fit the new formulations available.
The rise of the international drug companies in the 1970s
and 1980s, pushing products such as Prozac, became a

Table 1.7 Treatments for schizophrenia/psychosis

Sedative: chloral, hyoscine, opiates

Physical: insulin coma, leucotomy, prolonged sleep
Chemical/electrical shock

Surgical excision (tonsils, colon, teeth)
Psychological: psychoanalysis in various forms
Deniken and Delay report on use of

chlorpromazine in 38 patients treated at St Anne’s
Hospital, Paris

Widespread research/use worldwide; asylum
numbers start to fall; term ‘neuroleptic’ coined

Haloperidol introduced

Depot preparations of various dopamine-blocking
antipsychotics

Sulpiride

Clozapine (reintroduced in the late 1980s)

‘Atypical antipsychotics’

stock market phenomenon. Such approaches also enabled
the gradual closure of the asylums, towards what has been
called ‘community care’, and an increasing sense of neglect
in that the sanctuary provided by the old asylums was no
longer available. The continued failure, despite billions of
dollars spent, to establish a clear biological marker for
schizophrenia, depression or any other mental illnesses
(although some brain imaging techniques are showing
promise) has created a semi-mythical feeling about the need
for ‘counselling’. But the drugs do work, thus the now vocif-
erous user movement and a rising anti-stigma campaign.

THE TWENTIETH CENTURY:
IT - PSYCHOLOGICAL
APPROACHES

The asylums and classifications of the nineteenth century
also led to a richer language of psychological description
and a rising interest in psychological methods of treatment.
Dominant personalities (among many) were Sigmund Freud
(1856-1939) and Pierre Janet (1859-1947), the former's
Interpretation of Dreams being published (but largely
unsold) in 1900. For reasons that are hard to understand -
although playing the sex card helped? - Freudian psycho-
analysis swept aside many of its rivals. Like the Bolsheviks
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Table 1.8 The road to modern psychopharmacology

Von Bibra identified 17 different mind-altering plants (Die Narkotischen Genusmittel unde der Mensch)
Adrenaline identified

‘Mezcal: a new artificial paradise’ in Contemporary Review (a magazine of the time) by Havelock Ellis — ‘an afternoon with
peyote most educated gentleman should try once or twice’

‘Adrenalin’ preparation marketed
Acetylcholine identified in the synapse by Henry Dale
Amphetamine (B-phenyl-isopropylamine) first used — ‘feeling of wellbeing’ noted 18 min after injection

Lysergic acid diethylamide (LSD) discovered by Albert Hofmann — while cycling home, he found ‘buildings yawned and rippled’
and that his neighbour was wearing ‘a lurid mask’

Chlorpromazine (4560RP) and meprobamate synthesized
Reserpine and meprobamate introduced for anxiety/depression
Methylphenidate ‘the happy medium in psychomotor stimulation’ (marketed, and later targeted at childhood problems in 1961)

Chlordiazepoxide, from a class of chemical dyes, ‘causes a mouse to hang limply when held” (marketed in 1960 as Librium)

Diazepam (marketed as Valium in 1963)

Laboratory testing of fluoxetine (Lilly 110140)

effects)

Fluoxetine (Prozac®) approved as an antidepressant

Imipramine, isoniazid and amitriptyline introduced as specific antidepressants

Zimelidine the first selective serotonin-reuptake inhibitor (SSRI) to be marketed (withdrawn in 1983 due to neurotoxic side

Prozac had become the second best-selling drug in the world

in revolutionary Russia, the diehard commitment of Freud’s
followers created a new language of ‘id’, ‘ego’, ‘transfer-
ence’ and ‘Oedipus complex’, loved by intellectuals and fit-
ting the zeitgeist of post-First World War Europe. The shell
shock of tens of thousands of previously ‘normal’ young
men also helped to strengthen beliefs that mental illness
was not due to heredity or degeneration, but rather was the
understandable effects of a hellish environment, trench
warfare. The treatment of the poet Siegfried Sassoon by the
British psychoanalyst WHR Rivers (1864-1922), at
Craiglockart Hospital, is especially well documented.
Although basing his theories upon some half a dozen
famous cases, such as the Wolf Man (Sergei Pankaev, who
died in 1979 having wandered around Europe, uncured,
looking for help from many other therapists), Freud’s
approach to individual psychotherapy became the shibbo-
leth of the cultured middle classes, especially in the USA.
Despite schismatic alternatives developing under the lead-
ership of Carl Jung (1875-1961) - the founder of analytical
psychology and theories about archetypes - and Alfred
Adler (1870-1937) - inventor of the inferiority complex,
elaborated in The Nervous Character (1912) - the notion of
the psychiatrist as a German Jewish professorial figure who

put you on a couch while listening silently became the
standard image. Even so, an undercurrent of - often misin-
formed - critical attitudes towards psychoanalysis persisted
in mainstream medicine, not helped by some of the cruder
approaches about childhood sexuality made by Freudian
disciples such as Ernest Jones, who had to go off to Toronto
to get away from the paedophilic taint. Scepticism also met
the Freudians’ beliefs that they could even ‘cure’ serious
psychoses such as ‘schizophrenia’. Given the looseness of
that diagnostic term (i.e. the mistaken notion of a ‘split’
mind, like Dr Jekyll and Mr Hyde), this was not surprising.
It took several decades of careful worldwide research to
develop a reliable ‘operational’ system of diagnosing schiz-
ophrenia during the 1960s and 1970s, helped by the rise of
effective antipsychotics, the need to counter the criticisms
of anti-psychiatry and the new brain scanning techniques,
such as magnetic resonance imaging (MRI).

In those same decades, however, radical psychology
(e.g. RD Laing, Thomas Szasz), alongside alternative anti-
establishment cultures, reached its pinnacle. This became
the dominant mode of understanding the world, was critical
of hidebound, asylum-bound, biology-bound ‘straight’ psy-
chiatry, and scored notable victories. Diagnostic categories
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were seen as loose or corrupt (e.g. the Russian KGB’s term Table 1.10 Psychiatry in Britain
‘latent schizophrenia’ for political dissidents), and mental
illness was seen as caused by parental impositions (e.g. the
1971 film Family Life; Table 1.9), social injustice and
restrictive mores. Therapeutic drug experience using lyser-
gic acid diethylamide (LSD) was even mooted as the real
breakthrough. Increasingly influential, however, were the
behavioural psychologists, developing sophisticated theo-
ries of - and treatments for - anxieties and phobias, and
moving on to cognitive behavioural therapy (CBT) and cog-
nitive analytical techniques. Linking the psychoanalytical
and behavioural approaches were group therapies, family
therapies and patient-centred approaches such as
Alcoholics Anonymous (AA) and an increasingly vociferous
user movement.

Psychiatrists, from being asylum keepers in the nineteenth
century to being proto-neurologists in the first half of the
twentieth century, were now trying to be eclectic - that is,
doctors-cum-therapists-cum-psychopharmacologists, with
sophisticated interpersonal and therapeutic skills and an
enhanced awareness of social and legal constructions. The
organizations, publications and legislation psychiatry in
Britain are summarized in Tables 1.10 and 1.11.

Organizations

Association of Medical Officers of Asylums and
Hospitals for the Insane

Medico-Psychological Association (MPA)
Royal Charter — R(oyal) MPA
Royal College of Psychiatrists

Publications
Annales Medico-Psychologiques
American Journal of Insanity

Journal of Psychological Medicine and Mental
Pathology

Asylum Journal (ed. JC Bucknill)
Journal of Mental Science
British Journal of Psychiatry
Psychological Medicine

Bulletin of the Royal College of Psychiatrists
(— Psychiatric Bulletin 1988)

WHAT NOW?

By the 1990s, the ‘talking therapies’, although intellectually
established in terms of art criticism and literature, had run
into a series of debates as to effectiveness, cost-benefit and

the nature of ‘distress. Why talk a la Woody Allen to a
shrink three times a week for 15 years, when Prozac could
make you feel alright within a month? Newly recognized,

Table 1.9 Psychiatry’s history in the cinema

‘In 1645 a villainous lawyer finds it profitable to travel the country instigating witch hunts’. Hammer horror,
colourful and savage, absorbs you in its world of supernatural belief and religious terror. The ‘witchcraft
delusion’ as reality

Earnest and hagiographic biopic set in 1885 Vienna, when young Dr F uses hypnotism and discovers a boy
who hates his father because he loves his mother; dream sequences and detailed discussions follow. A
perfect outline of mid-century certainties as to the ‘science’ of psychoanalysis

Set in a 1940s’ New York asylum, this film depicts electroconvulsive therapy (ECT) without anaesthesia,
crowds of caged patients, chain-smoking psychiatrists and a heroic Freudian doctor/analyst. Warnings were
posted that children were not allowed in the cinema and that conditions in British mental hospitals were
‘unlike’ those depicted

Set in a Californian state mental hospital, with staff and patients playing some roles, this reflects 1950s’
rather than 1970s’ in-patient treatments, but it is the classic 1970s’ anti-psychiatry, patient-as-freedom-
fighter (Jack Nicholson) movie, with ‘Big Nurse’, ECT and lobotomy used to enslave the inmates. A powerful
reinforcement of the continuing stigmatization of psychiatry, and psychiatrists, in the movies and the media

A small, TV-style, British take on a ‘schizophrenogenic’ family driving a young woman into psychosis via
double-hinds, excessive criticism and suburban life. Vividly redolent of the late 1960s and the predominant
psychosocial theories




Table 1.11 Legislation (England and Wales)

Act for ‘better maintenance and care of Lunatics’

Lunatics and Asylum Acts — statutory duty to provide
asylums; lunacy commissioners appointed

Lunacy Act — legalism triumphant, complex
certification process

Mental Deficiency Act — ‘colonies’ for mental
defectives; ‘Board of Control’ to supervise asylums

Mental Treatment Act — out-patients and involuntary
admissions allowed

Mental Health Act — ending of magistrates’ courts
and Board of Control; review tribunals introduced

Mental Health Act — introduced consent, approved
social workers (ASWs) and a Mental Health Act
Commission

Patients in the Community Act — Supervised
Discharge and Supervision Register (abandoned later)

Revised Mental Health Act — approved clinicians and
approved mental health professionals

though still controversial (vis-a-vis their aetiological role),
conditions such as child sex abuse and post-traumatic
stress disorder were rife, but talking about them didn’t nec-
essarily help. ‘Counselling’ research in primary care showed

What now?

limited evidence of making you feel better or even happier;
CBT has become almost a panacea.

By the end of the twentieth century, therefore, psychiatric
practice had become an embattled profession. Still
enmeshed in stigma, and beset by homicide inquiries, risk
management and a rising demand for public safety, psychi-
atrists are seen by many as poodles of corporate power (the
drug companies) failing to deliver enough talking therapy
or real understanding of user problems. Their own history
has even been subverted by historical sociologists, who
view its so-called ‘advances’ as nothing more than a cover-
up for Orwellian social control and the medicalization of
unhappiness. Ever the war zone of conflicting attitudes to
the normal and the mad, psychiatry therefore continues to
find itself fighting for the neglected Cinderellas of society,
nowadays the prison-housed thousands yearning for under-
standing (asylum and prison populations tend to relate
inversely, the one rising as the other falls, and vice versa).
Key themes of this historical process are outlined in Table
1.4.

This ‘history of psychiatry’ is merely one version of a
complex series of events, discoveries, social movements and
intellectual developments. It has barely touched upon the
philosophical basis to modern psychopathology, the numer-
ous Parliamentary committees generating legislative
change, the popular books and articles informing public
attitudes, or even the individual case histories that have
influenced clinical practice. There is a rich range of sources
still awaiting thoughtful research, and some degree of cyn-
icism as to, for example, why doctors became the agreed
experts on managing mental illness. But one theme is con-
stant: psychiatrists are in demand because of their unique
combination of clinical and personal skills. History enables
us to know what those mean and how they can work.

15
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Introduction to evidence-based

medicine

Stuart Carney

INTRODUCTION

It is hard to argue with the principle that decisions should
be informed by the best available evidence. However, since
the early 1990s, evidence-based medicine (EBM) has evoked
fierce debate. This debate has focused essentially on two
questions: what is the best available evidence for clinical
decision-making, and what role should this evidence
play?

In this chapter, I use the term ‘evidence-based medicine’
to refer to decision-making in the care of an individual
patient. Other terms in common use are ‘evidence-based
healthcare’ (EBHC) and ‘evidence-based practice’ (EBP).
EBHC relates to decision-making about groups of patients
or populations. The generic descriptor EBP is often used to
embrace both EBM and EBHC.!

EBM grew out of the need to improve the effectiveness
and efficiency of medical education. It offers clinicians,
mindful of their limitations, a strategy for recognizing and
managing clinical uncertainty and information overload.
With over two million articles published in 20 000 biomed-
ical journals each year, it is impossible for busy clinicians
to keep up to date without competence in EBM.

THE BEST AVAILABLE EVIDENCE

EBM proposes a paradigm shift in clinical decision-making.
Instead of relying on reasoning from basic sciences, EBM
demands that clinical decisions are informed by the best
available clinical research data. In other words, evidence
showing that a drug does work in clinical practice is valued
above inferences from basic sciences that a drug should
work.

Implicit in this paradigm shift is the principle of a hierar-
chy of evidence. Just as clinical trial data trump reasoning
from basic sciences when considering what drug to pre-
scribe, a systematic review of two or more randomized con-
trolled trials (RCTs) will typically provide more convincing

evidence than an individual RCT, which again provides
more convincing evidence than an individual cohort or
case-control study. Recognizing the inherent strengths and
weaknesses of different study designs for different types of
question is essential for the efficient identification of the
best available evidence. The development of electronic
databases has made searching for and retrieving research
data much easier.

As a reader of the biomedical literature, you will be
aware that publication in a scientific journal is no guaran-
tee of study quality. The EBM revolution serves to equip all
healthcare practitioners with the opportunity to question
received wisdom and constructively, yet critically, appraise
research findings in order to determine whether they are
valid, important and applicable to the specific clinical situ-
ation. Critical appraisal requires a working knowledge of
the possible pitfalls in scientific research.

Having identified the best available evidence, what role
should it play in decision-making?

THE ROLE OF EVIDENCE IN
CLINICAL DECISION-MAKING

Dave Sackett, one of the earliest advocates, defined EBM
as ‘the conscientious, explicit, and judicious use of best
evidence in making decisions about the care of individual
patients’? Critics of EBM have drawn attention to the
limitations of wusing research evidence alone when
making clinical decisions. Approaches such as values-based
medicine and ‘the expert patient’ have challenged tradi-
tional models for the doctor-patient relationship.’* As
these models have evolved, so has the philosophy of EBM.
Perhaps EBM can be best understood as a component of
clinical expertise that is ‘the ability to integrate research evi-
dence and patients’ circumstances and preferences to help
patients arrive at optimal decisions’® This model for patient
decision-making is illustrated in Figure 2.1.



Values and preferences

Evidence m——)> Choicc m—p> Decision

Circumstances

Figure 2.1 Role of evidence in patient decision-making

EVIDENCE-BASED PRACTICE AND
CLINICAL EXPERTISE

Competence in EBM should help us empower patients to
make optimal decisions. Helping patients to arrive at opti-
mal decisions requires new and enhanced skills. These skills
include the ability to use electronic databases, to critically
appraise clinical research and data, and to communicate
effectively with patients and other colleagues. Books and
courses can help us develop our knowledge base, but the
most effective way of developing competence in EBM is
through reflective practice - that is, learning embedded in
clinical practice.®

Drawing upon the public health disciplines of epidemiol-
ogy and biostatistics, EBM seeks to simplify the process of
accessing, appraising and applying research evidence. The
EBM components of clinical expertise can be broken down
into five steps:’

1 Translation of uncertainty to an answerable question.

2 Systematic retrieval of best available evidence.

3 Critical appraisal of evidence for validity, clinical rele-
vance and applicability.

4 Application of results in practice (empowering patients
to make clinical decisions).

5 Evaluation of performance.

The knowledge, skills and attitudes underpinning each of
these five steps are summarized in Box 2.1.

It is clearly impractical to systematically retrieve and
critically appraise the primary literature for every question
that emerges in clinical practice. Meta-resources present
pre-appraised summaries addressing some of the more
common clinical questions, while evidence-based guide-
lines are becoming increasingly common. The art of EBM is
judging, in partnership with patients, which questions are
addressed adequately through guidelines, meta-resources
and those that require appraisal of systematically retrieved
primary evidence.®

Whatever the source of the evidence, the critical step in
this process is the last one: the assessment of performance.
This is easier to describe than to practise, but as we strive to
improve patient safety and care we must not only evaluate

Evidence-based practice and clinical expertise 17

Box 2.1 Knowledge, skills and attitudes
underpinning the five steps of evidence-based
medicine

To practise the five steps, clinicians should be able to:

Translate their clinical uncertainty into answerable

questions:

Be able to assess patients and formulate a management
plan.

Be aware of their own limitations and uncertainties.

Be motivated to seek guidance from published literature
and colleagues.

Be able to translate these uncertainties into clinical
questions.

Systematically retrieve the best available evidence:
Have knowledge and understanding of the resources
available.

Have knowledge and understanding of how research is
catalogued and strategies for efficient retrieval.

Have knowledge and understanding of the hierarchy of
evidence.

Be able to effectively and efficiently access appropriate
research evidence.

Critically appraise the evidence:

Have knowledge and understanding of basic epidemiology,
basic biostatistics, basic qualitative methods, basic health
economic methods and the principles of guideline/protocol
development.

Be able to critically appraise primary research evidence
and secondary sources, including guidelines.

Be able to determine whether the appraised evidence is
applicable to this patient.

Apply the results in practice:

Be able to effectively communicate the strengths and
weaknesses of the evidence, in a way that is respectful of
the individual’s circumstances and preferences, so that
the patient is able to make an informed decision.

Evaluate own performance:

Have knowledge and understanding of the strategies to
evaluate performance, including the importance of
accurate, legible records, the role of electronic databases
and the principles of audit.

Be able to evaluate their own performance and that of
their team, and be actively engaged in developing
strategies for quality improvement.

Be committed to monitoring performance (in a blame-free
culture of learning).

our fidelity to the EBM process but also assess whether
patients have been helped. The evaluation of performance
remains the greatest challenge to truly practising EBM.
Why? - because it requires a ‘culture that is free of blame
and encourages an open examination of error and failure’’
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Chapter 3

History and philosophy of science

Bill (KWM) Fulford and Tim Thornton

INTRODUCTION

The psychiatrist and neuroscientist Nancy Andreasen has
pointed out that a crucial characteristic of psychiatry as a
research-led clinical discipline is the unique way in which it
combines some of the most challenging scientific questions
with equally challenging conceptual problems. Andreasen
argues that the conceptual difficulties that we face have
been driven increasingly to the top of psychiatry’s practical
agenda by the recent rapid pace of advances in the neuro-
sciences.! These conceptual and empirical difficulties are
evident in a wide range of contexts; examples include (i)
disputes around the current revision processes for both the
International Classification of Diseases (ICD) and the
American Psychiatric  Association’s  Diagnostic — and
Statistical Manual;? (ii) the contested shift in the UK and in
many other countries in service delivery from psychiatry to
a more multidisciplinary approach;* and (iii) growing pres-
sure for a move away from professional-led mental health
and social care services to a more equal partnership
between professionals and service users and carers.*

In this chapter we set the conceptual difficulties sur-
rounding current challenges of this kind in their historical
context, with the aim of illustrating the extent to which the
history and philosophy of science provide both context and
direction for responding to the issues that we face today. It
is natural to think of history and philosophy as perhaps
subordinate to science as resources for improving service
delivery in psychiatry. What we hope this chapter will illus-
trate is that the uniquely challenging nature of psychiatry,
as a research-led clinical discipline, demands the resources
of rigorous historical and philosophical work alongside,
and as a full partner to, equally rigorous empirical methods.

Clearly, in a chapter of this length, we will not be able to
cover the history and philosophy of science as it relates to
psychiatry in any way comprehensively. Rather than giving
an overview, therefore, we will adopt a case-study
approach, exploring in some depth one particular strand in
the history and philosophy of psychiatry that we believe is
particularly relevant to current challenges. This strand con-
cerns the role of both meanings and values as a comple-
ment to the brain sciences. The key protagonists that we

will be considering are, respectively, one of the fathers of
modern descriptive psychopathology, Karl Jaspers, and the
Kantian philosopher of science Wilhelm Windelband, both
writing around the start of the twentieth century.

The first section of this chapter focuses on Jaspers’ work
and in particular on his attempt to reconcile meaningful
understanding with causal explanations in psychiatry. The
second section examines Windelband’s work, which focuses
on the role of values in understanding individuals. Finally,
we bring the story right up to date with recent develop-
ments in the counterparts of Jaspers’ and Windelband’s
work, respectively phenomenology and what has become
known as ‘values-based practice’. This concluding section
illustrates how these developments build on philosophical
and empirical sources to provide practical approaches to
decision-making in psychiatry that are directly comple-
mentary to the resources of the sciences.

ASPERS ON THE ROLE OF
NDERSTANDING MEANING IN
PSYCHIATRY

Karl Jaspers was born in 1883. He studied first law and then
medicine at university, graduating as a doctor in 1908 when
he started to work as an assistant in the department of psy-
chiatry in the University of Heidelberg. Kraepelin’s influen-
tial textbook of psychiatry was in its eighth edition at this
time. As a young man, Jaspers read widely, studying not
only medicine but also psychology and philosophy, and it
was the depth of his philosophical understanding that
equipped him to make his unique contributions to psychiatry.

Jaspers and psychiatry’s first biological phase

Jaspers was working at a time in the development of psy-
chiatry very similar to our own, in that there were dramatic
advances in the neurosciences of the day: the period has
indeed become known as ‘psychiatry’s first biological
phase’. Jaspers’ professor in the Heidelberg department of
psychiatry was Franz Nissl, a neurohistologist who discov-
ered the dye that allowed the structure of nerve cells to be



20 History and philosophy of science

clearly seen for the first time. Using this technique, he had
shown that the neurohistological changes in general paral-
ysis were different from the changes described by Alois
Alzheimer in dementia. General paralysis was a degenera-
tive dementia that had swept Europe after the wars of the
late nineteenth century. It was shortly to prove to be a form
of neurosyphilis. These were dramatic discoveries, there-
fore, and the young Jaspers was impressed with Nissl as a
scientist. But when it came to clinical work, however,
Jaspers was considerably less impressed.

Psychiatry at the turn of the century in Germany had
moved out of the large institutions into university clinics.
There was considerable resentment among the institutional
psychiatrists that their discipline had been taken over by
academic neuroscientists, whose knowledge of clinical psy-
chiatry was scant, and whom they perceived as being under
the spell of a crudely natural scientific model, epitomized
by the German psychiatrist Wilhelm Griesinger’'s famous
aphorism ‘Mental illnesses are brain illnesses’®> Psychiatric
researchers at the time, such as Griesinger, Alzheimer, Nissl,
Carl Meynert and Theodor Wernicke, were actively search-
ing for the neuropathological changes by which they
believed the major psychoses could be characterized. And,
given their success with general paralysis, hopes were high.
Jaspers shared these hopes. But he believed that the under-
lying biological approach had been pushed too far. ‘These
anatomical constructions, however, became quite fantastic
(e.g. Meynert, Wernicke) and have rightly been called
“Brain Mythologies””

Jaspers and the Methodenstreit

Jaspers’ reservations about what he perceived as the exces-
sively natural-scientific approach to psychiatry were driven
by his understanding of the philosophical debates about
psychology in the late nineteenth century, the so-called
Methodenstreit. This concerned whether the human sciences
(Geisteswissenschaften) should try to emulate their far more
successful cousins the natural sciences (Naturwissen-
schaften) or whether they should go their own methodolog-
ical way. ‘Positivists’, including John Stuart Mill in England
and both Auguste Comte and Emile Durkheim in France,
argued that the human sciences were no different from the
natural sciences. Others argued that the human or cultural
sciences were different from the natural sciences, in terms
of either the nature of their subject matter or their method-
ology, or both. The latter, in Germany, included Heinrich
Rickert, Wilhelm Dilthey and Wilhelm Windelband, to
whom we will return in the next section. Crucially for
Jaspers, the German philosopher and sociologist Max
Weber was among the latter camp.

Jaspers met Max Weber in 1909. He was invited to join
Weber’s elite intellectual circle, and he quickly became one
of Weber’s key intellectual antagonists. Jaspers thought of
Weber as the ‘Galileo of the human sciences’® Although
Weber believed that the human sciences involved a distinc-

tive approach, he believed that sociology, his own disci-
pline, was a hybrid subject, living partly within the natural
and partly within the human sciences.

Jaspers and general psychopathology

Jaspers regarded psychopathology as Weber regarded soci-
ology. It lay both within the natural sciences, pursuing
abnormalities of brain functioning, and within the human
sciences, pursuing the experiences, aims, intentions and
subjective meanings of its patients. Of course, at a time
when psychiatry was dominated by the ‘brain mytholo-
gists’, Jaspers’ major aim was to bring psychiatry back
within the ambit of the human sciences. He wanted to bal-
ance things up. In Weber’s work, therefore, which in turn
had drawn on the work of Dilthey, Windelband and Rickert,
Jaspers saw things falling into place, and much of Weber’s
social theory - interpretation/understanding, Evidenz, ideal
types and so forth — was to find its way into Jaspers’ psy-
chopathology. Some time later he wrote:

My article of 1912 and this present book (1913) were greeted as
something radically new, although all | had done was to link psy-
chiatric reality with the traditional humanities. Looking back
now, it seems astonishing that these had been so forgotten and
grown so alien to psychiatry. In this way within the confines of
psychopathology there grew a methodological comprehension of
something which had always been present, but which was fading
out of existence and which appeared in striking reverse, ‘through
the looking-glass' as it were, in Freud's psychoanalysis — a mis-
understanding of itself. The way was clear for scientific con-
sciousness to lay hold on human reality and on man's mental
estate, his psychoses included, but there was an immediate need
to differentiate the various modes of understanding, clarify them
and embody them in all the factual content available to us.®

The period 1909-13 was a time of high output for
Jaspers. He wrote papers on homesickness, hallucinations,
pathological jealousy, phenomenology, and the need for
both ‘causal’ (natural scientific) and ‘understandable’
(human scientific) connections in psychic life. We will dis-
cuss two papers published in this period below: ‘The phe-
nomenological approach in psychopathology’” and ‘Causal
and “meaningful” connections between life history and
psychosis’® But the culmination of this burst of output was
that, in 1911, he was commissioned by the publisher
Springer to write a textbook of psychopathology. It was
thus that his General Psychopathology (Allgemeine
Psychopathologie) appeared in its first edition in 1913.

Jaspers on subjective and objective

In ‘The phenomenological approach in psychopathology’,’
Jaspers sets out his account of the role within psy-
chopathology for a phenomenological approach. As we will
explain shortly, phenomenology is, in Jaspers’ view, a form
of static understanding by contrast with what he calls



genetic understanding (see below). But both forms of
understanding have in common that they are attempts to
explore subjective, as opposed to objective, symptoms.
What is the distinction between subjective and objective?
Jaspers describes objective symptoms as follows:

Objective symptoms include all concrete events that can be per-
ceived by the sense, e.g. reflexes, registrable movements, an
individual's physiognomy, his motor activity, verbal expression,
written productions, actions and general conduct, etc.; all
measurable performances... It is also usual to include under
objective symptoms such features as delusional ideas, falsifica-
tions of memory, etc., in other words, the rational contents of
what the patient tells us. These, it is true, are not perceived by
the senses, but only understood; nevertheless, this ‘understand-
ing' is achieved through rational thought, without the help of
any empathy into the patient's psyche.”

The distinction between what is available to rational
thought and to empathy is important and one to which we
will return. It helps to form a broader conception of what is
objective than would generally be accepted today. But this
in turn gives rise to a correspondingly narrower sense of
‘subjective’:

Objective symptoms can all be directly and convincingly demon-
strated to anyone capable of sense-perception and logical
thought; but subjective symptoms, if they are to be understood,
must be referred to some process which, in contrast to sense
perception and logical thought, is usually described by the same
term 'subjective’ Subjective symptoms cannot be perceived by
the sense-organs, but have to be grasped by transferring one-
self, so to say, into the other individual's psyche; that is, by
empathy. They can only become an inner reality for the observer
by his participating in the other person's experiences, not by any
intellectual effort.’

Jaspers complains that a purely objective psychology
leads ‘quite systematically to the elimination of everything
that can be called mental or psychic’.” In order to illustrate
what he means, Jaspers refers to the assessment of a
patient’s fatigue through measurable performances where
‘It is not the feeling of fatigue but “objective fatigue” which
is being investigated'” This suggests a contrast between
objective and measurable aspects of physiology and the
subjective aspect of what it is like to be or to feel fatigued.
Assessing such subjective symptoms requires a kind of
imaginative transference or empathy, which, thus, lies at
the heart of psychopathology.

Jaspers on phenomenological understanding

Having drawn this distinction between subjective and
objective, Jaspers goes on to characterize the aims of phe-
nomenological psychopathology in the following terms:

What then are the precise aims of this much-abused subjective
psychology? ... It asks itself — speaking quite generally - what
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does mental experience depend on, what are its consequences,
and what relationships can be discerned in it? The answers to
these questions are its special aims... So before real inquiry can
begin it is necessary to identify the specific psychic phenomena
which are to be its subject, and form a clear picture of
the resemblances and differences between them and other
phenomena with which they must not be confused. This
preliminary work of representing, defining, and classifying
psychic phenomena, pursued as an independent activity,
constitutes phenomenology.’

Thus, the key aim of phenomenology, or static under-
standing, is to identify the specific psychic phenomena that
are to be its subject and to form a clear picture of the
resemblances and differences between them and other phe-
nomena. How does it set about this task?

We should picture only what is really present in the patient's
consciousness; anything that has not really presented itself to
his consciousness is outside our consideration. We must set
aside all outmoded theories, psychological constructs or materi-
alist mythologies of cerebral processes; we must turn our atten-
tion only to that which we can understand as having real
existence, and which we can differentiate and describe. This, as
experience has shown, is in itself a very difficult task. This par-
ticular freedom from preconception which phenomenology
demands is not something one possesses from the beginning,
but something that is laboriously acquired after prolonged and
critical work and much effort - often fruitless - in framing con-
structs and mythologies.’

A key aspect of the task of getting a very clear picture of
psychological phenomena is thus to attempt to strip away
theoretical descriptions or constructs and to get back to the
things themselves, to use a slogan of the philosophical phe-
nomenologist Edmund Husserl (1859-1938) (the precise
nature of whose influence on Jaspers is contested). Of
course, from a modern perspective, the aim of a theory-free
approach has echoes of the aetiological-theory-free
approach of the glossary to ICD-8 and its successors in both
the ICD and DSM series of classifications. Quite how suc-
cessful a genuinely theory-free approach can be in the face
of arguments as to the essential theory-ladenness of data is
a matter of debate (see Fulford et al.?).

So far, Jaspers’ discussion has presented the difficulties
of the phenomenological method rather than offering spe-
cific guidance as to how it is to be achieved. The most con-
crete account offered of that in this essay runs as follows:

How then do we proceed when we isolate, characterise and give
conceptual form to these psychic phenomena? We cannot por-
tray them, or bring them before our eyes in any way that can be
perceived by the senses. We can only guide ourselves by a mul-
tiple approach. We have to be led, starting from the outside, to a
real appreciation of a particular psychic phenomenon by looking
at its genesis, the conditions for its appearance, its configura-
tions, its context and possible concrete contents; also by making
use of intuitive comparison and symbolization, by directing our
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observations in whatever ways may suggest themselves (as
artists do so penetratingly) ...

[TIhe phenomenologist can indicate features and characteris-
tics, and show how they can be distinguished and confusion
avoided, all with a view to describing the qualitatively separate
psychic data. But he must make sure that those to whom he
addresses himself do not simply think along with him, but that
they see along with him.”

Jaspers on genetic understanding

As remarked above, Jaspers distinguishes between two
legitimate forms of understanding (of subjective phenom-
ena): static understanding, which he also calls phenomenol-
ogy, and genetic understanding. In ‘The phenomenological
approach in psychopathology’, he characterizes the differ-
ences thus:

‘Genetic understanding' [is] the understanding of the meaning-
ful connections between one psychic experience and another,
the ‘'emergence of the psychic from the psychic. Now phenome-
nology itself has nothing to do with this 'genetic understanding’
and must be treated as something entirely separate.’

What then is genetic understanding? A fuller discussion
is given in another essay from this period, ‘Causal and
“meaningful” connections between life history and psy-
chosis’® Again, an important clue comes from the distinc-
tion mentioned above between rational connections and
those that require empathy. Taking the case of understand-
ing a speaker and understanding what the speaker has said,
Jaspers comments:

The first important differentiation was made by Simnel, who
showed the difference between the understanding of what has
been said from understanding the speaker. When the contents
of thoughts emerge one from another in accordance with the
rules of logic, we understand the connections rationally. But if
we understand the content of the thoughts as they have arisen
out of the moods, wishes, and fears of the person who thought
them, we understand the connections psychologically or empa-
thetically. Only the latter can be called 'psychological under-
standing" Rational understanding always only enables us to say
that a certain rational complex, something which can be under-
stood without any psychology whatever, was the content of a
mind; empathic understanding, on the other hand, leads us into
the psychic connections themselves. Whereas the rational
understanding is only an aid to psychology, empathic under-
standing is psychology itself.®

This fits the earlier quotation in which the rational con-
tent of what a patient reports was characterized as an
objective symptom. Equally, the rational interconnection
between reports, their implications and so forth are also
outside the domain of subjective psychology. But if empa-
thy, in the service of genetic understanding, does not chart
the logical or rational connection between one thought and
another, then what is the basis of such psychological under-

standing? Jaspers’ answer is not entirely clear. He says: ‘We
experience immediate evidence which we cannot reduce
further nor base on any kind of other evidence...
Meaningful connections are ideally typical connections.
They are self-evident.®

In other words, when there is a self-evident connection
between one state and another, a connection that is typical
although perhaps not always realized in practice, genetic
understanding of it, through empathy, is possible. Realizing
that one has won the lottery and thus solved all one’s
financial problems might lead, ideally and typically, to a
state of happiness. Normally, to explain someone’s sudden
happiness, we might simply and sufficiently say that they
have just heard that they have won the lottery. But, of
course, in some unusual cases, that might not be a reason
for happiness. The normal connection is basic - no more
needs to be said - but it need not hold in all cases. It is ide-
ally typical.

Thus, the relationship between static and genetic under-
standing is like this. The former articulates and vividly
presents what it is like, for example, to have a sudden real-
ization or what it is like to be in a state of happiness. It
makes these kinds of state clear for further enquiry before
the imposition of psychological theory. Genetic understand-
ing adds to this the connection of how one state arises —
ideally and typically - from the other. Such connections are
shared empathically by psychological subjects, including
psychiatrists and their patients.

Jaspers’ characterization of static understanding has
echoes in a more recent debate within the philosophy of
mind between ‘theory theory’ and ‘simulation theory’
accounts of knowledge of other people’s minds.!® According
to theory theory approaches, access to, and thus knowledge
of, other people’s minds is mediated by possession of a
theory of mind. The theory is a body of deductively struc-
tured generalizations about the unseen causes of observable
(speech and other) behaviour. This approach to the episte-
mological problem of how we can know about other minds
thus dovetails with what are called ‘functionalist’
approaches to the ontological problem of what sort of
things mental states are. Functionalism characterizes
mental states in causal and functional terms, mediating
between perceptual inputs and behavioural outputs. In
other words, according to functionalism, mental states are
akin to software states running on the brain as a computer.
By characterizing types of mental state in second-order
terms, functionalism aims to answer the problem of relating
minds and bodies without simply reducing mental states to
brain states. Theory theory approaches deploy broadly
functionalist characterizations of what mental states are to
explain, in addition, how we can have knowledge of them
(in the case of other people).

Simulation theory, by contrast, explains knowledge of
other minds not by possession of a theory of minds but
merely by possession of a mind itself. The idea is that it is
possible to have knowledge of another person’s mental



states by imaginatively putting oneself into his or her
predicament. One ‘runs’ one’s deliberative processes
‘offline’, as it were. Simulation theory is thus a form of
empathy. But, unlike Jaspers’ account, there is no restriction
to non-rational patterns of thoughts emerging from one
another. Indeed, one of the key arguments for simulation
theory and against theory theory is that rational connec-
tions lie at the heart of mental phenomena but are not
reducible to or codifiable in any set of principles of good
thinking that could thus form part of a theory of mind.™!?

The limits of understanding

Despite its centrality in Jaspers’ conception of psy-
chopathology and thus psychiatry, understanding has
limits. One kind of limit is quite general and concerns its
scope by contrast with natural scientific explanation. In a
section of ‘Causal and “meaningful” connections between
life history and psychosis’ called ‘The limits of understand-
ing and the universal application of explaining’, he says:

The suggestive assumption that the psychic is the area of mean-
ingful understanding and the physical that of causal explana-
tion is wrong. There is no real event, be it physical or of psychic
nature, which is not accessible to causal explanation ...

The effect a psychic state may have could in principle lend itself
to a causal explanation, while the psychic state itself of course
must be phenomenologically (statically) understood. It is not
absurd to think that it might one day be possible to have some
rules which could causally explain the sequence of meaningfully
connected thought processes without paying heed to the mean-
ingful connections between them ...

It is therefore in principle not at all absurd to try to understand
as well as to explain one and the same real psychic event. These
two established connections, however, are of entirely different
kinds of validity.?

The thought here seems to be this: Understanding and
explanation do not have two distinct subject matters.
Rather, the difference between them is one of method or of
the kind of intelligibility that they deploy. As applied in
psychiatry, they share the same subject matter: ‘real events’
or ‘thought processes’, in Jaspers’ terms. These can in prin-
ciple be charted in either way: either by looking to the law-
like causal relations between them or by looking to the
meaningful relations between them.

The idea that neural events might be susceptible to two
distinct patterns of intelligibility was articulated by the US
philosopher of mind Donald Davidson (1917-2003). On his
model of the mind, Anomalous Monism, the very same
events that comprise mental events and that — according to
Davidson - stand in essentially rational relations also com-
prise physical events and can be subsumed under nomolog-
ical or law-like causal explanations.”” When described in
mental property terms, however, there are no laws that fit
them. Hence - qua instantiations of mental properties -
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they are anomalous. But there are laws that fit them that
use their physical or neurological properties.

Given this broad view of the relation between under-
standing and explanation, one might expect the following
asymmetry between them. Although every mental event is
also a physical event, not every physical event is a mental
event. There were no mental properties in the event of
comet Shoemaker Levy 9 colliding with Jupiter in 1994, for
example. That collision was not a mental event. Thus, one
might expect Jaspers to say that, although every event that
can be understood can also be explained, not every event
that can be explained can also be understood. It is rather
curious, therefore, that he actually says: ‘there is no event
which cannot be understood as well as explained’?

Although he does not recognize that plausible general
limitation on understanding - that non-mental events can
only be explained, not understood - Jaspers does suggest a
more specific local limit in the case of psychopathology. He
believes that ‘primary delusions’ cannot be understood. To
unpack that claim, we will now outline his taxonomy of
delusions.

Jaspers suggests that delusions fall into two kinds: pri-
mary and secondary, or delusions proper and delusion-like
ideas. Primary delusions fall into four further kinds. The
first is mentioned in General Psychopathology almost in
passing: delusional atmosphere. He says:

with this delusional atmosphere we always find an 'objective
something' there, even though quite vague, a something
which lays the seed of objective validity and meaning... Patients
feel as if they have lost grip on things, they feel gross uncer-
tainty...5

To a person with schizophrenia, the world as a whole can
seem subtly altered, uncanny, portentous or sinister. This
general transformation prompts Jaspers to say elsewhere:
‘We observe that a new world has come into being’® There
are then three further forms of primary delusion:

Delusional perceptions. These may range from an experience of
some vague meaning to clear, delusional observation and
express delusions of reference...

Delusional ideas. These give new colour and meaning to memory
or may appear in the form of a sudden notion - 'l could be King
Ludwig's son' - which is then confirmed by a vivid memory of
how when attending a parade the Kaiser rode by on his horse
and looked straight at the patient...

Delusional awareness. This constitutes a frequent element par-
ticularly in florid and acute psychoses. Patients possess a knowl-
edge of immense and universal happenings, sometimes without
any trace of clear perceptual experience of them...®

In each of these cases, there is a deep change in the expe-
rience of the significance of features of the world. In the
case of delusional perceptions, an experience is trans-
formed. In the case of delusional ideas, the significance of a
memory is transformed. In delusional awareness, a delu-
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sional idea springs unbidden. But in all cases: ‘All primary
experience of delusion is an experience of meaning’®

[TIhe experiences of primary delusion are analogous to this
seeing of meaning, but the awareness of meaning undergoes a
radical transformation. There is an immediate, intrusive knowl-
edge of the meaning and it is this which is itself the delusional
experience.®

The key feature of primary delusions, however, is that
they are un-understandable. While secondary delusions or
delusion-like ideas are, in principle, understandable in the
context of a person’s life history, personality, mood state or
presence of other psychopathology, primary delusions have
a kind of basic status.

We can distinguish two large groups of delusion according to
their origin: one group emerges understandably from preceding
affects, from shattering, mortifying, guilt-provoking or other
such experiences, from false perception or from the experience
of derealisation in states of altered consciousness etc. The other
group is for us psychologically irreducible; phenomenologically
it is something final. We give the term 'delusion-like ideas' to
the first group; the latter we term 'delusions proper.®

As Andrew Sims says in a contemporary introduction to
descriptive psychopathology:

[W]hen we consider the middle aged schizophrenic spinster who
believes that men unlock the door of her flat, anaesthetize her
and interfere with her sexually, we find an experience that is
ultimately not understandable. We can understand, on obtain-
ing more details of the history, how her disturbance centres on
sexual experience; why she should be distrustful of men; her
doubts about her femininity; and her feelings of social isolation.
However, the delusion, her absolute conviction that these things
are happening to her, that they are true, is not understandable.
The best we can do is to try and understand externally, without
really being able to feel ourselves into her position (genetic
empathy), what she is thinking and how she experiences it [Sims
1988: 85].'

Thus, although Jaspers places empathic understanding
(both static and genetic) at the heart of psychopathology
and thus psychiatry, he also argues that some of the key
phenomena that characterize psychopathology cannot be
understood. They are un-understandable. If Jaspers is cor-
rect, then psychiatry has a fundamental limitation. We
return to this point later, when we bring the story up to date
with developments in modern phenomenology.

WINDELBAND ON THE ROLE OF
UNDERSTANDING VALUES IN
PSYCHIATRY

In this section, we consider a second strand of conceptual
work from psychiatry’s first biological phase, namely the
role of values, which as a complement to the neurosciences

has particular relevance to psychiatry today. As noted ear-
lier, although Jaspers had important things to say about the
role of meanings, he was less interested in the role of
values. In the following passage, for example, he distances
his conception of understanding meaning from forming or
understanding value judgements:

It is a fact that when dealing with meaningful connexions as
such we inevitably tend to value positively or negatively, while
everything meaningless we merely value, if we do so at all, only
in relation to something else. Thus the emergence of moral
demands from resentment we may value as something despica-
ble, whereas we value memory merely as a tool. In the science of
psychology, however, we must strictly refrain from any such
value judgement. Our task is merely to grasp the meaningful
connexions as such and to recognize them.®

Thus, Jaspers separates understanding meanings from the
kind of evaluation that properly involves the assessment of
values. But another European philosopher of science,
Wilhelm Windelband, did wish to stress the importance of
values for a properly rounded scientific account. He did this
via an account of idiographic understanding, which, as we
will outline later, is itself at the forefront of contemporary
thinking about psychiatry.'

Windelband and idiographic understanding

Wilhelm Windelband was a Kantian philosopher of science.
He first introduced the distinction between ‘idiographic’
and ‘nomothetic’ in his rectorial address of 1894. Key com-
ponents of the distinction between them are that it is a dis-
tinction of method not of subject matter, that it concerns
treating events as unrepeated, and that it is a reaction
against an overreliance on an essentially general concep-
tion of knowledge.

Windelband contrasts his own methodological distinc-
tion with one of substance, between natural sciences
(Naturwissenschaften) and sciences of the mind
(Geisteswissenschaften): ‘I regard the dichotomy as unfor-
tunate. Nature and mind is a substantive dichotomy ... not
equivalent to a dichotomy based on modes of cognition.'®

Such a distinction of substance is a hostage to the for-
tune of a metaphysical distinction of kind between mind
and the rest of nature. In psychiatry, the interplay of both
broadly psychological methods and neurology makes draw-
ing such a distinction premature and unhelpful.

Windelband proposes, instead, a distinction that places
psychology (as he understands it) and other natural sci-
ences on one side and other disciplines, which in Germany
at the time were called ‘sciences of the mind’ but which
have a distinct method, on the other. This gives rise to a
characterization of what he goes on to label ‘idiographic’,
as follows:

[Tlhe majority of the disciplines that are usually called sciences
of the mind have a distinctively different purpose: they provide
a complete and exhaustive description of a single, more or less



extensive process which is located within a unique, temporally
defined domain of reality.'®

Idiographic understanding and the uniqueness
of individuals

As first introduced, idiographic understanding concerns
individual or unique cases. But, given that the distinction is
supposed to be at the level of method and not substance,
this is fixed not by the subject matter so much as how that
subject matter is approached. This is made clearer in the fol-
lowing passage, in which the term ‘idiographic’ is first intro-
duced:

In their quest for knowledge of reality, the empirical sciences
either seek the general in the form of the law of nature or the
particular in the form of the historically defined structure. On
the one hand, they are concerned with the form which invari-
ably remains constant. On the other hand, they are concerned
with the unique, immanently defined content of the real event.
The former disciplines are nomological sciences. The latter disci-
plines are sciences of process or sciences of the event. The
nomological sciences are concerned with what is invariably the
case. The sciences of process are concerned with what was once
the case. If | may be permitted to introduce some new technical
terms, scientific thought is nomothetic in the former case and
idiographicin the latter case.'®

This suggests the following rough practical distinction:
nomothetic approaches are those that chart law-like, or
nomological, generalities. Their aim is to describe generali-
ties. Idiographic understanding concerns individual cases
described in non-general ways. Both are, however, forms of
empirical enquiry.

Such a distinction fits modern psychological usage influ-
enced by Gordon Allport (1897-1967), in which ‘idio-
graphic’ is used to describe case-study-based qualitative
research by contrast with quantitative cohort-based
research (although whether Allport’s use of nomothetic
accords with Windelband’s is a matter of dispute!’). But
although contemporary use in psychology suggests that
idiographic and nomothetic forms of understanding are
practically distinguishable but not fundamentally distinct,
Windelband suggests that his distinction goes deeper. He
relates it to a fundamental metaphysical divide:

[Tlhis distinction connects with the most important and crucial
relationship in the human understanding, the relationship which
Socrates recognized as the fundamental nexus of all scientific
thought: the relationship of the general to the particular.’®

What Windelband means is this. Scientific understanding
has, since the Greeks, concentrated on generalities. It has
concentrated on laws of nature that govern many objects
and events. But in so doing it has neglected the importance
of understanding individual objects, events or people not as
instances of general kinds but in their individuality. He
says:
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The commitment to the generic is a bias of Greek thought, per-
petuated from the Eleatics to Plato, who found not only real
being but also real knowledge only in the general. From Plato
this view passed to our day. Schopenhauer makes himself a
spokesman for this prejudice when he denies history the value
of a genuine science because its exclusive concern is always
with grasping the specific, never with comprehending the gen-
eral... But the more we strive for knowledge of the concept and
the law, the more we are obliged to pass over, forget, and aban-
don the singular fact as such...’®

Unique individuals and values

This raises a question — which arguably Windelband never
answered satisfactorily - as to the nature of this individual-
istic understanding. What is it to understand an individual
in essentially non-general terms? But he did give an impor-
tant clue as to why he thought there was need for idio-
graphic understanding. What we value when we value
people or events is tied to their individuality, he argues.

In opposition to this [general, nomothetic] standpoint, it is nec-
essary to insist upon the following: every interest and judgment,
every ascription of human value is based upon the singular and
the unique... Our sense of values and all of our axiological sen-
timents are grounded in the uniqueness and incomparability of
their object.®

Examining value judgements helps to reveal the funda-
mental importance of particular cases as opposed to general
kinds in judgements. It suggests that there is an important
role for clinical judgement aimed at reflecting the nature of
individuals and their experiences. Windelband himself
seems to have taken this to imply the need for a particular
kind of individualistic judgement in which there is no
implicit comparison - as there is with any general concept
- with other cases. Such a judgement would be essentially
particular or individualized.

Windelband’s fellow neo-Kantian Heinrich Rickert also
argues that there can be essentially particular or individual-
ized judgements and that these are exemplified by value
judgements. Unlike nomothetic accounts of, for example,
the forces acting on bodies, which are described and
explained in general terms, judgements about the value of
things are individualized judgements.

We are concerned here with the connection of objects with
values; for a generalizing approach the objects are free of value-
connection, they are exemplars, replaceable... This is what hap-
pens when we free the object of all connection with our
interests — it becomes a mere exemplar of a general concept. An
individualising approach is necessarily connected with the
value-bound grasp of the object [mit der wertverbindenen
Auffassung der Objekte]..."®

But although Windelband’s discussion supports the sus-
picion of subsuming individuals under categories and the
role, instead, of a kind of individualized judgement, he does
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not offer a very clear account of what form such an idio-
graphic judgement might have. How precisely is a judge-
ment supposed to reject an historical overemphasis on the
general? In fact, there is reason to be suspicious of the sug-
gestion that reflecting individuals needs a special kind of
individualistic judgement.!*-%°

Thus, the lasting importance of Windelband’s discussion
is this: he reminds us of the importance of the individual as
well as the general. He suggests that judgement aimed at
understanding individuals in their own terms rather than
instances of generalities can be an important aspect of a
scientific understanding, albeit one that contrasts with
essentially general statistical or law-like explanation. And
he suggests that understanding of individuals can be
importantly connected to value judgements. In the final
section of the chapter, we will outline a more recent
approach to reflecting the values of individuals that avoids
Windelband’s reliance on the contested notion of ‘individu-
alising judgement’.

MEANING AND VALUES IN
PSYCHIATRY TODAY

In this section we outline current developments in psychia-
try as they reflect respectively meanings (phenomenology
and related disciplines) and values (values-based practice),
both of which are philosophically derived resources for
clinical practice that are complementary to the resources of
the sciences. Again, we are unable to cover either of these
in detail, but we include a list of suggested further reading
at the end of the chapter.

Phenomenology and related disciplines

Although not prominent in much of Anglo-American psy-
chiatry, there was a strong continuing tradition of work in
phenomenology and related disciplines in continental
Europe through much of the twentieth century. This tradi-
tion was indeed one of a number of important sources of
the remarkable resurgence of cross-disciplinary work
between philosophy and psychiatry that began in the 1990s
in parallel with the dramatic advances in the neurosciences
of that period.”

As a rich theoretical discipline, phenomenology has con-
tinued to develop strongly along with other disciplines
broadly within the ‘philosophy of mind’, very much in part-
nership with research in the neurosciences; see, for exam-
ple, a number of papers in the double special issue of
Philosophy, Psychiatry, and Psychology, edited by Christoph
Hoerl.?? As in Jaspers’ day, it has been crucial in this respect
that careful analysis of the subjective content of experience
is available as a complement to the findings of empirical
disciplines, such as functional neuroimaging and behav-
ioural genetics. Equally important, though, has been the
clinical impact of phenomenology, and related disciplines

such as hermeneutics and existentialism, through improved
understanding of the subjective experience of mental disor-
der. We return in a moment to a particular application of
phenomenology to the problem of understanding as raised
by Jaspers’ work. Examples of other clinical applications of
this area of philosophy include the work of the Dutch
philosopher Guy Widdershoven on improved decision-
making in old-age psychiatry;?* of the American philoso-
pher and psychologist Steven Sabat on interpretation of
language difficulties in Alzheimer’s disease;** and of the
Oxford philosopher of mind Katherine Morris on body dys-
morphic disorders.?®

Returning, then, to the problem of understanding as
raised by Jaspers, recent work by psychiatrists and philoso-
phers alike has challenged the assumption that this rules
out meaning-laden understanding as an aim, at least. The
Italian psychiatrist and phenomenologist Giovanni
Stanghellini, for example, treads a middle ground between
explaining and understanding schizophrenia. In his book of
essays Disembodied Spirits and Deanimated Bodies, he has
argued that some understanding of the experiences of suf-
ferers of schizophrenia is possible on the hypothesis that
they experience a threefold breakdown of common sense.?®
This involves a breakdown of three distinct areas: the abil-
ity to synthesize different senses into a coherent perspective
on the world (coenaesthia); the ability to share a common
world view with other members of a community (sensus
communis); and a basic pre-intellectual grasp of, or attune-
ment to, social relations (attunement). Stanghellini says:
‘The philosophical kernel of my proposal is to show how all
these dimensions of the phenomenon of common sense
(coenesthia, sensus communis, and attunement) are related
to each other.?®

But Stanghellini does not attempt to use these ideas to
step wholeheartedly inside the world view of subjects with
schizophrenia. Rather, breakdowns of these are postulated
as clues to interpret the strange things that people with
schizophrenia report. But a basic phenomenon remains: the
inaccessibility of experiences and thoughts:

Listening to a person affected by schizophrenia is a puzzling
experience for more than one reason. If | let his words actualize
in me the experiences he reports, instead of merely taking them
as symptoms of an illness, the rock of certainties on which my
life is based may be shaken in its most fundamental features.
The sense of being me the one who is now seeing this sheet,
reading these lines and turning this page; the experience of per-
ceptual unity between my seeing this book, touching its cover
and smelling the scent of freshly printed pages; the feeling that
it is me the one who agrees or disagrees with what | am reading;
the sense of belonging to a community of people, of being
attuned to the others and involved in my actions and future; the
taken-for-granted of all these doubtless features of everyday
life, may be put at jeopardy.

Although my efforts to understand, by suspending all clinical
judgement, allow me to see these person's self-reports as a pos-



sible configuration of human consciousness, | must admit that
there is something incomprehensible and almost inhuman in
these experiences, something that makes me feel radically dif-
ferent from the person | am listening to0.%®

This suggests that understanding is an ongoing and ulti-
mately unfinishable task. The clinician has to make a series
of interpretative judgements taking broad account of the
life of the sufferer from, for example, schizophrenia. Such
judgements can help towards at least a partial understand-
ing of the person as a whole while at the same time taking
account of the vividly alien quality of their psychopatho-
logical experiences.

On this approach, interpretative judgements presuppose
that, as it were, the basic unit of meaning is the life of the
whole person. Attempts at individual interpretation of spe-
cific delusions can be guided by a more general framework
that takes schizophrenia, for example, to involve a break-
down of common sense. But such an approach goes only so
far and, once they have given out, the interpretation of indi-
vidual experiences has to be replaced by a sometimes partial
and shifting understanding of the person as a whole based
on contextual judgements. As in other areas of psychiatry,
there is no quick route to bypass the need for good and sen-
sitive judgement and hence to the irreducible role of the
individual. It is the link between the general and the indi-
vidual as mediated by values that is illustrated by recent
developments in values-based practice outlined below.

Values and values-based practice

As described earlier, although Jaspers rather dismissed
values, it was the particular contribution of Windelband
during psychiatry’s first biological phase to show their
importance in relation to the uniqueness of individual
people. As with phenomenology, then, so values have
sprung back into prominence in recent years as part of the
new philosophy of psychiatry, alongside and as a comple-
ment to developments in the neurosciences. The most
familiar aspect of the new prominence of values is of course
ethics; but other examples of emerging disciplines include
health economics (e.g. Brown et al.*’) and decision analysis
(Hunink et al.?®).

Values-based practice is distinctive theoretically in that it
is derived from both philosophical and empirical sources.
At a practical level, it is the closest to Windelband’s work in
providing a complement to the generalized sciences:

e in the emphasis it places on the importance of the diver-
sity of individual values, including the values of clini-
cians, researchers and managers as well as those of
patients and carers; and

e in relying on a number of elements of good process, in
particular specific and learnable clinical skills, to sup-
port balanced decision-making where values conflict.

It is because it is process- rather than outcome-based that
values-based practice is most directly complementary to the
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sciences as a resource for clinical decision-making. Values-
based practice, as we describe further below, is indeed in
this respect directly complementary to evidence-based
practice.? In this section, we describe briefly (i) the theory
and empirical base of values-based practice, including its
philosophical roots, and (ii) illustrative examples of recent
policy, training and service development initiatives in
values-based practice in the UK and internationally.

The theory and empirical base of values-based
practice

The theory underpinning values-based practice is based on
work in linguistic analytical philosophy of the ‘Oxford
school’ in the middle decades of the twentieth century, on
the meanings of key value terms, such as ‘good’, ‘ought’
and ‘right. Exemplar work from this period includes RM
Hare’s The Language of Morals,*® Freedom and Reason®' and
Descriptivism,*> in which he explored the logic of value
terms. Although not drawing directly on the work of
Windelband and others in the Methodenstreit, Hare can be
understood as being concerned with broadly the same
issues, namely how factual terms are related to value terms.
Hare’s line on this was that there is always a logical distinc-
tion (i.e. a distinction of meaning) to be made between
these two kinds of term: this is essentially because to eval-
uate something as good or bad always means something
more than merely describing it. Thus, in one of Hare’s
examples, an eating apple that is (i.e. can be described as)
red and crisp happens to be, for most people, a good eating
apple; but to actually call such an apple a ‘good eating
apple’ means more than merely describing it as red and
crisp - it also commends it.

Hare’s work did not go uncontested, of course: alterna-
tive views were put forward, for example by another Oxford
philosopher, GJ Warnock, in his The Object of Morality.*?
The debate between Hare and Warnock was itself set in a
tradition of analytical philosophy running through much of
the twentieth century,®® and also back to the work of the
British empiricist philosopher David Hume.?> The debate
indeed continues to this day; see, for example, the 2002
collection by the American philosopher Hilary Putnam.*®

Nonetheless, work in this tradition, and in particular
Hare’s disentangling of descriptive and evaluative meaning,
provides a powerful set of insights that, although not devel-
oped originally with medicine in mind, can help us to
understand the relationship between facts and values in
healthcare. Fulford applied these insights to the meanings
of medical terms such as ‘illness’, ‘disease’, ‘disability’,
‘function’ and ‘dysfunction’ in his Moral Theory and
Medical Practice (Fulford, 1989).>’As a contribution to the
continuing debate about the meanings of these medical
terms as they are used particularly in psychiatry, it is
Fulford’s work, in Moral Theory and Medical Practice
together with a number of subsequent articles,*®-*° that pro-
vides the key theoretical underpinnings for values-based
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practice. We do not have space here to go into the theory of
values-based practice in detail, but among the practical
implications of the theory are clear ways of articulating the
relationships between values-based practice and both
ethics- and evidence-based practice.?

Values-based practice also builds on empirical work on
values guided by the philosophical theory just outlined.
Thus, a key prediction of the theory of values-based prac-
tice is that the implicit values driving medical decision-
making are often far more diverse than is generally
recognized. This prediction has been tested by the British
social scientist Anthony Colombo in a major study of the
models of disorder (including values and beliefs) guiding
decisions in the management of people with long-term
schizophrenia in the community.” The study combined
empirical methods from the social sciences with the analyt-
ical philosophical theory just outlined and was innovative
in a number of respects.*” The results of the study were
widely disseminated in both research and non-governmen-
tal organizations (NGO) journals (e.g. in the house journal
of MIND), and the methods developed in this study became
the basis for one of the main areas of skills training for
values-based practice (see below).

Policy, training and service development
initiatives in values-based practice

As noted above, values-based practice starts from the diver-
sity of individual values and relies on good process to sup-
port balanced decision-making in practice. In its reliance
on good process, rather than preconceived correct out-
comes, values-based practice is very much a partner to evi-
dence-based practice: evidence-based practice provides a
process for effective healthcare decision-making where the
relevant evidence is complex and possibly conflicting;
values-based practice provides a different but complemen-
tary process for effective healthcare decision-making where
the relevant values are complex and possibly conflicting.
Again, we do not have space here to describe the process
of values-based practice in detail. Ten key principles of the
process of values-based practice have been set out by
Fulford, together with a detailed case history of a patient
with manic-depressive disorder, showing how each of these
principles interweaves in practice with evidence-based
approaches.? The ten principles have been applied in
mental health and social care as the basis of a series of
policy, training and service development initiatives. This
work has been carried out in partnership with both service
users and service providers and with institutional support
from NGOs, including the Sainsbury Centre for Mental
Health (SCMH), the Mental Health Foundation (MHF) and
Turning Point in London, and the World Psychiatric
Association, and from government departments, in particu-
lar the UK Department of Health. Internationally, corre-
sponding developments have been included in the World
Psychiatric  Association’s Institutional Program on

Psychiatry for the Person.** Examples of these develop-
ments are described below.

Policy

The National Institute for Mental Health in England
(NIMHE), as the body responsible for mental health policy
implementation in England and Wales, published a frame-
work of values that was based explicitly on the approach of
values-based practice (Box 3.1).* This in turn guided a
range of subsequent policy developments, including a
generic skills programme,*® as the basis of moves towards
more multidisciplinary and person-centred approaches to
service delivery.? The approach has also been applied in a
number of specific areas of policy development, including
delivering race equality?’ and the introduction of commu-
nity development workers.*®

Training

The first training manual for values-based practice was
developed in a partnership between the Sainsbury Centre
for Mental Health and Warwick Medical School, with the
support of NIMHE. Published as Whose Values?,* the train-
ing manual was launched at a conference in London by the
minister Rosie Winterton and, together with the NIMHE
values framework, supported the policy initiatives noted
above. A further application of values-based practice has
been in the training materials produced to support the
amended Mental Health Act in England and Wales. These
training materials combine evidence-based resources with
an innovative values-based approach to using the guiding
principles defined by the code of practice (Table 3.1) as a
framework of values guiding the application of the general
provisions of the Act to individual cases (Figure 3.1).%°
Outside the UK, training programmes in values-based

Purpose
principle

Values-based practice

Figure 3.1 The guiding principles as a framework of values. Reproduced with
permission from Ref. 50



Box 3.1 National framework of values for
mental health

The work of the National Institute for Mental Health in England
(NIMHE) on values in mental health care is guided by three
principles of values-based practice:

Recognition: NIMHE recognizes the role of values alongside
evidence in all areas of mental health policy and practice.
Raising awareness: NIMHE is committed to raising awareness
of the values involved in different contexts, the role(s) they
play and their impact on practice in mental health.

Respect: NIMHE respects diversity of values and will support
ways of working with such diversity that makes the principle
of service-user centrality a unifying focus for practice. This
means that the values of each individual service user/client
and their communities must be the starting point and key
determinant for all actions by professionals.

Respect for diversity of values encompasses a number of specific
policies and principles concerned with equality of citizenship. In
particular, it is anti-discriminatory because discrimination in all its
forms is intolerant of diversity. Thus, respect for diversity of values
has the consequence that it is unacceptable (and unlawful in
some instances) to discriminate on grounds such as gender,
sexual orientation, class, age, abilities, religion, race, culture or
language.

Respect for diversity within mental health is also:

user-centred: it puts respect for the values of individual users
at the centre of policy and practice;

recovery-oriented: it recognizes that building on the personal
strengths and resiliencies of individual users, and on their
cultural and racial characteristics, there are many diverse
routes to recovery;

multidisciplinary: it requires that respect be reciprocal, at a
personal level (between service users, their family members,
friends, communities and providers), between different
provider disciplines (such as nursing, psychology, psychiatry,
medicine, social work), and between different organizations
(including health, social care, local authority housing,
voluntary organizations, community groups, faith communities
and other social support services);

dynamic: it is open and responsive to change;

reflective: it combines self-monitoring and self-management
with positive self-regard;

balanced. it emphasizes positive as well as negative

values;

relational: it puts positive working relationships supported by
good communication skills at the heart of practice.

NIMHE will encourage educational and research initiatives aimed
at developing the capabilities (the awareness, attitudes,
knowledge and skills) needed to deliver mental health services
that will give effect to the principles of values-based practice.
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practice have been developed in a number of European
countries and in South Africa.”!

Service developments

Many of the above policy and training initiatives have been
associated with corresponding developments in service
delivery. An example of a direct application of values-based
practice to service development is a programme on diag-
nostic assessment in mental health and social care. This
programme followed a series of international research sem-
inars, initially in Dallas, USA,”*> and subsequently in
London, supported by the Department of Health, exploring
the role of values in psychiatric diagnosis. The last of these
seminars, which was hosted jointly with the Mental Health
and Substance Abuse section of the World Health
Organization (WHO), led to the launch of a wide-ranging
consultation on approaches to assessment that were consid-
ered best practice by all stakeholders - that is, by service
providers from different disciplinary backgrounds, and also
by service users and carers.

The programme on diagnostic assessment was distinctive
in building on a specific prediction of the theory of values-
based practice that, in psychiatry, values are as important in
diagnosis - that is, in how we come to understand a prob-
lem - as they are in what we do about it - that is, in such
areas as treatment and resource allocation. The programme
has strongly practical outcomes, however, much of the pub-
lication itself comprising examples of innovative practice
from the field. As with other work in values-based practice,
these examples illustrate in a very practical way how the
resources of generalized evidence-based science can be
combined with an approach to assessment that is fully
responsive to the needs, wishes, strengths and other values
of the individual concerned (see Box 3.2).>

CONCLUSIONS

The period around the start of the twentieth century was
one of great progress for biologically based neuroscience. It
was a time of great promise for the science of psychiatry.

Box 3.2 Three keys to a shared approach to
assessment in mental health and social care

Active participation of the service user concerned in a shared
understanding with service providers and, where appropriate,
with their carers

Input from different provider perspectives within a
multidisciplinary approach

A person-centred focus that builds on the strengths,
resiliencies and aspirations of the individual service user and
identifies his or her needs and challenges.
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Table 3.1 Guiding principles in the code of practice for the new Mental Health Act (England and Wales)

Decisions under the Act must be taken with a view to minimizing the undesirable effects of mental disorder, by
maximizing the safety and wellbeing (mental and physical) of patients, promoting their recovery and protecting

other people from harm

the decision was taken

People taking action without a patient’s consent must attempt to keep to a minimum the restrictions they
impose on the patient’s liberty, having regard to the purpose for which the restrictions are imposed

People taking decisions under the Act must recognize and respect the diverse needs, values and
circumstances of each patient, including their race, religion, culture, gender, age, sexual orientation and any
disability. They must consider the patient’s views, wishes and feelings (whether expressed at the time or in
advance), so far as they are reasonably ascertainable, and follow those wishes wherever practicable and
consistent with the purpose of the decision. There must be no unlawful discrimination

Patients must be given the opportunity to be involved, as far as is practicable in the circumstances, in planning,
developing and reviewing their own treatment and care in order to help ensure that it is delivered in a way that
is as appropriate and effective for them as possible. The involvement of carers, family members and other
people who have an interest in the patient’s welfare should be encouraged (unless there are particular reasons
to the contrary) and their views taken seriously

People taking decisions under the Act must seek to use the resources available to them and to patients in the
most effective, efficient and equitable way, to meet the needs of patients and achieve the purpose for which

Nevertheless, two figures of great importance for psychiatry
realized that the science of natural laws and general mech-
anisms needed to be complemented by distinct approaches.
As we have shown, Jaspers argued that the very nature of
the subject matter of psychiatry called for an understanding
of the meanings of and meaningful connections between
subjects’ experiences. Windelband argued that understand-
ing the values that we place in and are held by individuals
required a different approach from general nomological or
nomothetic science.

As with any other area of research, their suggestions
were not without problems, and there has been genuine
progress in developing their key ideas. Jaspers’ claim that
key aspects of psychopathology are both genuinely mental
phenomena and yet brutally ‘un-understandable’ has
prompted attempts to explain simultaneously how there
can be at least shifting and partial understanding of still
difficult phenomena. We have mentioned work drawing on
a phenomenological tradition, but equally the US psycholo-
gist Brendan Maher’s suggestion that delusions are an
understandable response to abnormal experiences®* can be
seen as a reaction to Jaspers’ work. Similarly, Windelband’s
idea that value judgements require a special kind of indi-
vidualistic judgement has been replaced by an approach,
values-based practice, that is derived from analytical phi-
losophy and relies on ‘good process’, in particular learnable
clinical skills, as a basis for balanced decision-making
where complex and conflicting values are in play.

Our aim in giving this brief outline of the work of Jaspers
and Windelband, as two key figures in the history and phi-
losophy of science, together with their modern counter-
parts, has been to indicate the extent to which resources
derived from philosophy can contribute alongside the sci-
ences to improving mental health care. Phenomenology
and values-based practice, furthermore, it is important to
add, are themselves set within a new and rapidly expanding
international field of cross-disciplinary work between phi-
losophy and psychiatry.?! As Box 3.3 shows, this is a rapidly
expanding field, and there are other potentially important
practical developments, notably in relation to tacit knowl-
edge (the basis of professional skills) and individual judge-
ment (as in clinical judgement).>

It might seem surprising to some that there should have
been this expansion of philosophy and psychiatry over
the past two decades, in parallel with dramatic develop-
ments in the neurosciences underpinning psychiatry. The
history of ideas outlined in the first two sections of this
chapter not only makes sense of these parallel develop-
ments but also helps us to see their likely future direction.
Then, as now, there were dramatic (actual or anticipated)
advances in the sciences underpinning psychiatry; and
these advances, far from reducing the need for careful
conceptual work alongside empirical studies, actually
increased it. There are several reasons for this: the challenge
of applying generalized scientific knowledge to particular
individual human beings, but also theoretical challenges
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Box 3.3 Developments in the new philosophy of psychiatry

43 New academic and research groups around the world

Special sections in the WPA and AEP

Establishment of the International Network for Philosophy and Psychiatry (INPP), launched Cape Town, South Africa, 2002

Annual international conferences in different parts of the world

New professorial chairs in Italy, Netherlands, South Africa and the UK

Training and research programmes, including a recently launched Oxford DPhil

The international journal Philosophy, Psychiatry, and Psychology (PPP) now in its fourteenth year, from Johns Hopkins University Press
Several book series, including International Perspectives in Philosophy and Psychiatry (IPPP) from Oxford University Press

Establishment of the Institute for Philosophy, Diversity and Mental Health (IPDMH) at the University of Central Lancashire in the UK, with over

£1 million funding
Philosophy into practice, e.g. values-based practice (see text).

within the sciences themselves - we noted at the start of
this chapter Nancy Andreasen’s claim that advances in
the neurosciences have driven many of the deepest prob-
lems of traditional philosophy to the top of our practical
agenda.

Jaspers” work in the early twentieth century represented
one clear response to these challenges. Naive models of
empirical science, he believed, would reduce the sciences of
the day to mere scientism (you will recall that he called
such models ‘brain mythologies’); and his response was to
argue that we needed to find ways of working with mean-
ings alongside and in parallel with scientific work on
explanatory causes. Windelband’s work on values repre-
sents a different response to scientism - one built on values
in so far as these are distinct from meanings. What is
shared by these approaches, then, is a recognition of the
need to bring together in one way or another the findings
of generalized science with the uniqueness of individual
human beings.

The need to reconcile generalized science with individual
human beings is perhaps particularly acute at the present
time, with growing pressure to base service delivery on a
narrow model of evidence-based practice that Jaspers
would perhaps have characterized as scientistic. Yet, again
as during psychiatry’s first biological phase, the dangers of
a scientistic use of evidence-based practice have been most
evident to those who have been at the very forefront of
developing this approach. As David Sackett puts it, in his
seminal training manual on evidence-based practice, it is
only when best research evidence is combined with clinical
skills and, importantly, patient values that ‘clinicians and
patients form a diagnostic and therapeutic alliance which
optimises clinical outcomes and quality of life’*® There is no
better statement of the need for combining rigorous empir-
ical methods with equally rigorous philosophical
approaches in developing a psychiatry for the twenty-first
century that is both fully science-based and genuinely
patient-centred.

KEY POINTS

Jaspers divides symptoms between subjective and objective.
Another person’s objective symptoms can either be detected by
one’s senses (such as by sight or hearing) or by merely rational
understanding. To be sensitive to another’s subjective symptoms
requires that one imaginatively puts oneself into their predicament
in a way that goes beyond merely rational understanding. The dis-
tinction between objective and subjective corresponds to a distinc-
tion between explanation and understanding.

Jaspers distinguishes between two forms of (subjective) under-
standing. Static understanding, also called phenomenology, con-
cerns what mental states feel like. Genetic understanding, also
called empathy, concerns the way one mental state, ideally and typ-
ically, arises from another.

Jaspers believes that some forms of apparently mental phenomena
nevertheless cannot be understood. Primary delusions are, he
claims, ‘un-understandable’.

Windelband distinguishes between idiographic and nomothetic sci-
ences. Nomothetic sciences concern law-like and general phenom-
ena. ldiographic sciences concern one-off events or processes. The
most obvious need for an idiographic approach, according to
Windelband, concerns judgements about values.

Values-based practice is a new skills-based approach to working
with complex and conflicting values that has been developed from
philosophical value theory to stand alongside evidence-based prac-
tice as a support-tool for clinical decision-making in mental health.

WEBSITES AND FURTHER
READING

Fulford and others have examined the links between
values-based practice and a number of specific areas of
medicine including Child and Adolescent Mental Health
Services (CAMHS), management, spirituality and other
aspects of the medical humanities, ethics, diagnosis and
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neuroscience. See Warwick Medical School website
http://www2.warwick.ac.uk/fac/med/study/cpd/subject_
index/pemh/vbp_introduction/.

Teaching and learning materials on values-based practice
have now been published in a wide range of professional
journals and textbooks. See the Warwick Medical School
website noted above, and also the Royal College of General
Practitioners’ 2005 Curriculum Statement: Ethics and
Values Based Medicine at www.rcgp.org.uk/gpcurriculum/
pdfs/ethicsAndVBPsfRCGPCouncilDec2005.pdf.

Details of Jaspers’ work and of other important figures in
the early development of psychiatry are given in ‘History of
ideas’ in The Oxford Textbook of Philosophy and Psychiatry
(Fulford KWM, Thornton T, Graham G (2006) Oxford:
Oxford University Press). Section 3 of this same book
covers modern developments in the philosophy of science,
Section 4 covers values-based practice and ethics, and
Section 5 covers phenomenology and the philosophy of
mind. The Oxford Textbook includes a series of readings (on
a CD-ROM) and includes detailed guides to further reading
and key learning points.
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Chapter

and statistics

Daniel Stahl and Morven Leese

INTRODUCTION

In this chapter we review study designs and statistical tech-
niques commonly used in psychiatry, focusing on the
requirements of the MRCPsych examination. For reasons
of space, we have not included details of all tests and defi-
nitions, but where appropriate we have given one or two
key references. General texts that would be very useful to
consult are: Bland (2000),' for a comprehensive guide to
methods; Petrie and Sabin,”> an excellent handbook cover-
ing all the standard statistical tests, including examples;
and Everitt,® for concise definitions. Some useful articles
can be found in the journals Bandolier and BMJ Teaching.

Psychiatric data: a typical scenario

We introduce here a typical scenario that will be used as an
example throughout the rest of the chapter. A medication
training package is offered to nurses, who each care for a
caseload of patients. Each nurse willing to participate in a
trial of this package is randomized to receive the training or
be placed on a waiting list to receive training later, after the
trial. Two patients are chosen at random from each nurse’s
caseload for assessment of patient outcomes. Outcomes are
at two levels: a knowledge test for nurses, before and after

Table 4.1 Data types encountered in psychiatry

the trial has taken place, and a global assessment of func-
tioning (GAF) for patients. This is fairly typical of psychi-
atric data because it involves comparing groups at different
levels within the same study, which leads to ‘clustering’ of
data (because patients of a particular nurse are likely to be
more similar to each other than patients of different
nurses).

We shall use output from the package Stata to illustrate
the results of analysing various types of data. Another
package that is widely used is SPSS. Both programs are
very comprehensive, but Stata has particularly good facili-
ties for the types of data encountered in psychiatry. A good
introduction to statistics using Stata is Dupont.* First we
discuss some aspects of study design and general concepts
such as precision and bias.

Classification of data types

The type of data being analysed determines which statisti-
cal methods are appropriate. In Table 4.1 we have given
some examples of types of data that may be encountered in
psychiatry and how they are classified.

Apart from the clustering feature mentioned above, psy-
chiatric data have other characteristics that make them
somewhat distinct from medical data in general. One of

Discrete (categorical, including binary)

Nominal Gender, diagnostic group

Ordinal Age group, Likert scale, Discrete (ordered categorical)
adjectival scale

Interval Visual analogue pain score, Discrete or continuous
functioning score

Ratio Number of symptoms, cost Discrete or continuous
of treatment

No particular order; values are same/different

Categories are ranked — (ordered data);
values are smaller/larger

Absolute difference; 0 has no real meaning

Absolute difference and proportion;
0 has real meaning




these is the widespread assessment of patient outcomes
from questionnaires. Establishing validity and reliability is
particularly important for such data, as are issues con-
cerned with combining responses to several individual
questions (or items) into an aggregate score. Before describ-
ing the design and analysis of collected data, we first con-
sider some aspects of scale development.

SCALE DEVELOPMENT

Measurement scales

Measurement involves the estimation of a quantity relative
to some standard. Measurements usually need a measuring
instrument, such as a measuring tape. The type of unit on
which something is measured is called the scale (e.g. metre,
second, kilogram) of the measuring instrument. In psychia-
try, typical measurement problems involve identifying and
assessing the severity of a disorder and evaluating the out-
come of a treatment. However, many traits, such as abili-
ties, attitudes, quality of life and personality, are difficult to
measure, since they are unobservable and subjective.
Psychometrics is concerned with the theory and technique
of measuring such psychological phenomena, which are
called constructs, latent traits or attributes. In psychomet-
rics, unobservable and subjective phenomena are inferred
from variables (items) that can be observed and measured,
in the case of psychiatry through the use of questionnaires
and structured interviews. Such questionnaires are some-
times called instruments. Adjectival, Likert and visual ana-
logue scales (VAS) are often used in such situations. Figure
4.1 shows an example of each of these.

An example of a published adjectival scale is the Beck
Depression Inventory (BDI).> This consists of a 21-question
multiple-choice self-report inventory and asks questions
about the feelings of the subject during the past couple of

Adjectival scale

In listening to my problems, the psychiatrist was

o o o o o

Very Detached Neutral Involved Very
detached involved

Likert scale

Psychiatrists should adopt a detached manner when dealing with patients

o o o o o

Strongly  Agree No Disagree Strongly
agree opinion disagree

Visual analogue scale

How bad are the side effects of medication today (mark position on line)?

As bad as they No side
could be effects

Figure 4.1 Examples of questionnaire data commonly used in psychiatry
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days. Each question (item) offers four possible answers,
arranged in increasing severity. An example of statements
for one item is:

0 - I do not feel like a failure.

1 - I feel I have failed more than the average person.

2 - As I look back on my life, all I can see is a lot of
failure.

3 - I feel I am a complete failure as a person.

In Likert scales, a declarative sentence is given along
with a number of response options. Respondents specify
their level of agreement to this. While the descriptor of the
adjectival scale is unipolar (from low to high), a Likert item
is bipolar, with a neutral/undecided/no opinion term in the
middle.

Constructing a measuring instrument

The aim is to develop a scale that is reliable (i.e. measuring
consistently) and valid (i.e. measuring what it is supposed
to measure). The first step in the development of a ques-
tionnaire is to generate a pool of items, which is assumed to
measure the latent construct(s).® From a statistical point of
view, the choice of the scale (e.g. adjectival or Likert scale),
the level (continuous, ordinal or categorical), the definition
of the scaling responses (e.g. choice of adjective or the
number of answer steps) and the wording of the question
will influence the quality of the final scale. Particularly
troublesome are floor and ceiling effects in short scales,
where respondents tend to use a compressed interval at the
top or bottom of the scale; this limits variability and hence
the discriminatory power of the questionnaire.

To investigate how items might relate to latent con-
structs, it is common to perform a factor analysis, either
exploratory (if little is known about how the items relate to
factors) or confirmatory (if theory can predict this). Once
the items that measure the construct(s) have been decided
on, it is then common practice to add them up to make a
scale total and/or subscale totals. In calculating totals, it is
important that the response values (e.g. from O to 5) are in
the same conceptual order to obtain a meaningful total
score, so some items may need to be reverse-coded (e.g. 5 to
1,4to 2,3 to03,2to4,1to5). Asummary of issues relat-
ing to health measurement scales in general is given in
Streiner and Norman.’

Types of reliability

A reliable measure is measuring something consistently, in
a reproducible fashion. In psychiatry, many questionnaires
are self-administered and the reliability of the respondent
needs to be evaluated by administering the scale on two or
more occasions. This is called test-retest reliability. The
choice of the time interval between two administrations is
crucial. It must be sufficiently long that respondents do not
remember their previous answers, but short enough that the
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underlying process (such as degree of depression) has not
changed. Typical test-retest time intervals for health-
related studies range between 2 days and 14 days. Often
tests are administered through structured interviews. In this
case, one needs to assess the degree to which different
raters give consistent estimates of the same phenomenon
when rating the same patients (inter-rater reliability).
Finally, the individual items need to reliably estimate the
latent construct. Internal consistency reliability assesses the
consistency of items within a scale or subscale.

Indices of reliability

Classical test score theory assumes that each person has a
true score that would be obtained if there were no errors in
measurement. However, measuring instruments are imper-
fect and an observed score will be the sum of the true score
and error. Reliability reflects the relative contributions of
those two sources of variation. Reliability for continuous
variables is usually based on the intraclass correlation coef-
ficient (ICC).® It is the proportion of variance that reflects
between-subject (‘true’) variability and ranges between 0 (no
reliability) to 1 (perfect reliability). The most commonly used
measure is the ICC for absolute agreement, which measures
the absolute agreement between raters or between two
observations at different time points and is the between-
subject variance divided by the total variance. If we are
interested only in relative agreement (i.e. ignoring constant
bias between the raters or time points), then the between-
rater or between-time-point variance would be removed
from the model. The ICC for relative agreement would be
estimated by the between-subject variance divided by the
sum of between-subject variance and within-subject vari-
ance, and is consequently larger than the ICC for absolute
agreement. Another statistic that can be used for pairs of
observations (different occasions or two raters) is the so-
called concordance index (see Bland and Altman®); this is
numerically similar to the ICC for absolute agreement.
Although many software packages calculate ICCs, they
can also be estimated through random effects models (see
Multivariate and other more complex techniques, below),
which can easily extend the ICC to account for more than

Table 4.2 Summary of reliability measures

two factors. It is, for example, possible to include therapist
as another random factor in the model to estimate sources
of errors due to therapist effects. This extension of reliabil-
ity is known as generalizability theory and is a powerful
tool to identify sources of error in a measurement process.'

The test-retest or inter-rater reliability of categorical
variables is evaluated using Cohen’s kappa, a measure of
chance-adjusted agreement that takes a value of 1 when
there is perfect agreement and of O when observed agree-
ment is equal to chance. Ordinal categorical variables, such
as symptom scores with possible scores of low, medium,
high, can be assessed using weighted kappa, which penal-
izes according to the extent of disagreement. The kappa
coefficient is dependent on the prevalence of the different
response types. For example, if the prevalence of depression
is low, we can obtain a good reliability for the diagnosis of
depression between two raters, even if the raters disagree
strongly about the classification of the few positive cases of
depression. It is therefore advisable not to rely solely on the
kappa but also to assess the percentage agreement within
each class.

For internal consistency, a common approach is to calcu-
late Cronbach’s alpha for continuous data, which is the aver-
age of all possible split-half reliabilities (where the items are
divided in half, e.g. odd versus even questions, and the relia-
bilities computed for the two halves). If the data are binary,
the formula is the same but the index is known as the Kuder-
Richardson Formula 20 (KR20). Because reliability increases
with the number of items, the index can be adjusted by the
Spearman-Brown formula, so that the reliability of scales
with different lengths can be compared directly.

Table 4.2 summarizes the various types of reliability
discussed.

Intraclass correlations can be classified as 0.6 (fair), 0.7
(good), 0.8 (very good) and 0.9 (excellent), although note
that these are all subjective terms; kappas and Cronbach’s
alphas are sometimes classified in a similar way.

Types of validity

Reliability does not say anything about what is being meas-
ured. A measure also requires validity - that is, finding

Inter-observer
are rating the same information

Test—retest (or intra-observer)

Internal consistency (or item
reliability)

Agreement among interviewers, raters or coders who

A measure at two different times with no treatment (or
other changes) in between should yield the same results

Do the items measure the same construct/domain?
Alternatively, do the scores of the items correlate with
scores of all other items of the same construct/domain?

Intraclass correlation (continuous data)

Kappa (categorical data; possibly weighted if
more than two categories)

Cronbach’s alpha (or Kuder—Richardson for
binary data); possibly corrected using the
Spearman-Brown formula




results that accurately reflect the concept being measured.
Reliability is irrelevant without validity and validity implies
reliability. Thus, reliability places the upper limit on validity.
Some of the types of validity are summarized in Table 4.3.
The evaluation of validity is more of a scientific issue
than a statistical one, since it depends on choosing appro-
priate scales for comparison. It is typically assessed through
correlation or regression analysis, comparing the results of
the scale of interest with results from other scales or
designing experiments to reveal facets of the causal role of
the construct. A common validity test involves comparing a
screening test against a gold standard diagnosis that has
established the true condition, for example as shown in the
contingency table or cross-tabulation in Table 4.4.

Diagnostic test measures

In a diagnostic test (and other situations where one predicts
the value of a binary variable), there are a number of meas-

Table 4.3 Types of validity

Face Subjective assessment that the
instrument/item appears to measure the
desired qualities

Content Subjective assessment that the instrument
samples all the important

contents/domains of the attribute

Is the measure consistent with what we
already know and what we expect?

Criterion

Does the new measure associate with a
different scale that measures something
similar?

Concurrent

The new measure should not associate
with constructs that should not be related

Discriminate

Predictive Does the measure predict outcome

accurately?

Is the measure related to other variables
as required by theory? Sensitivity to
change, responsiveness

Construct

Table 4.4 Example of cross-tabulated data as used in a screening test

Screen positive  a b a+b
Screen negative ¢ d c+d
Total n=a+c n=b+d a+b+c+d
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ures of predictive accuracy. Sensitivity (specificity) is the
proportion of those with (without) the true diagnosis who
screen positive (negative). The (positive) likelihood ratio
(LR) is the value of the screening test in predicting a posi-
tive result and is the ratio of the probability of a positive
test from someone with the disorder to the probability of a
positive test from someone without the disorder (and simi-
larly for the negative LR). These measures are independent
of prevalence and so are generalizable across samples.
Positive (negative) predictive power is more useful in clini-
cal situations and is the proportion of those who screen
positive (negative) who do (do not) have the diagnosis.
Positive predictive value (PPV) and negative predictive
value (NPV) are specific to the particular clinical situation
since they depend on prevalence. Table 4.5 summarizes
these various quantities.

The post-test probability is a useful measure for clini-
cians in assessing a positive test result for individual
patients. It takes account of known prevalence and com-
bines it with the test result, through the intermediate step of
computing odds from probabilities, using the following
relationships:

0dds = probability/(1 — probability)
Probability = odds/(1 + odds)

The relevant prevalence is that for the specific population
of interest or may be obtained from similar samples. The
post-test odds, and hence the post-test probability, can be
calculated as follows:

Post-test odds = pre-test odds x likelihood ratio

If a patient undergoes a series of tests, the LRs can be
multiplied together to obtain the post-test probability based
on all the tests simultaneously.

For example, suppose the prevalence in the population of
interest is 20 per cent, so the pre-test probability of the con-
dition is 0.2 and odds is 0.2/0.8 = 0.25. A patient tests posi-
tive using a test that has sensitivity 0.8 and specificity 0.9,
and that therefore has LR, = 0.8/0.1 = 8. The post-test odds

Table 4.5 Diagnostic test measures

Sensitivity alla+o
Specificity d(b+ ad
Likelihood ratio for a positive test  Sensitivity/(1 — specificity)
Likelihood ratio of a negative test (1 — sensitivity)/specificity
alla+b)

allc+a)

Positive predictive power

Negative predictive power
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is 8x0.25 = 2. Using the relationship above, the post-test
probability is therefore 2/(1+ 2) = 0.667 (67%).

Finally, we illustrate a receiver operator curve (ROC) in
Figure 4.2. This is a plot of sensitivity versus 1— specificity
for situations where the screening tool produces a continu-
ous score. In that case, by using different cut-offs, one can
balance sensitivity and specificity. The area under the curve
is an overall measure of the predictive success of the tool.
The example in Figure 4.2 is not particularly good at 0.609:
perfection would be 1, and 0.5, the diagonal line, no better
than chance. The further the curve is towards the left-hand
top corner, the better (high sensitivity and low specificity).

1.00

0.75+

0.50+

Sensitivity

0.25+

0.00+
0.00 0.25 0.50 0.75 1.00
Area under ROC curve = 0.6086 1 — specificity

Figure 4.2 Example of a receiver operator curve (ROC)

STUDY DESIGNS

Although some psychiatric studies can be described as
exploratory, most aim to answer specific questions such as:
Does this new therapy work better than a standard therapy
already in use? Can we identify factors that are risk or pro-
tective factors for developing certain diseases? Is it worth
spending money on specific therapies or methods of deliv-
ering services? These three questions most often lead to
intervention, observational and health economics studies,
respectively. This classification is somewhat simplistic, as
there are often going to be overlaps, but it provides a con-
venient way of thinking about study design. See Pocock"
for an introduction to clinical trials.

Intervention studies

The main types of intervention (or ‘experimental’) study are
now described.

In a randomized controlled trial (RCT), random allocation
of patients to the treatments to be compared ensures fair
comparisons. Any differences will be due to chance, and
with large samples they will tend to be small. A crossover
design involves giving the intervention and control to two
randomized groups as usual but then, after a washout

period, patients swap over, so that the controls have the
intervention and vice versa. The advantage is that the dif-
ference between intervention and control is measured for
each patient, so that patient differences are controlled for in
the design. It is only possible for certain types of interven-
tion (mainly drugs whose effect will become negligible
during the washout period).

Randomization may be performed separately within strata
(e.g. by centre in a multicentre trial, or by gender and/or age
group). Methods of randomization include permuted blocks
and minimization. The former produces sequences of codes
(e.g. ABBA) that are generated at random and used to
allocate patients to treatment arms A and B in small blocks,
in this case four. Minimization is not a truly random
method, but nevertheless it is generally acceptable and
allows easy balance across several strata simultaneously.
Double blinding means that neither the patient nor the
therapist knows the group to which the patient has been
assigned; a further protection is triple blinding, where the
person analysing the data is also blind. The double-blind
randomized, controlled trial is the gold standard of experi-
mental designs since it minimizes most types of bias.

The interventions to be compared may include a placebo
- that is, a dummy treatment that appears similar to
patients but that has no medical effect. In open-label stud-
ies, both the patient and the therapist know the group to
which the patient has been assigned. An example of the
latter might be a comparison of cognitive-behaviour ther-
apy (CBT) with drug treatment for anxiety; clearly neither
the patient nor the therapist will be blind to the treatment
arm and in this case a placebo is not feasible.

An ethical principal for RCTs is that there should be
equipoise — a genuine uncertainty in the minds of the doc-
tors concerned (whether specialists or the wider scientific
community) about which arm would most benefit a subject.
Another key issue is intention-to-treat (ITT): this refers to
the recommended practice of analysing subjects as random-
ized, whether or not they are receiving the allocated treat-
ment. This means that the benefits of randomization are
retained, but it also means that it is the offer of treatment,
rather than the receipt of treatment, that is being tested.

Trials are classified into phases depending on the stage of
development of the intervention. The classification shown
in Table 4.6 is most often used for drug trials. See also the
Medical Research Council (MRC) Clinical Trial Unit defini-
tions at www.ctu.mrc.ac.uk, from which some of these defi-
nitions were taken.

The reporting of trials is covered by the CONSORT guide-
lines,'*"® which include a diagram showing the numbers
recruited, randomized and followed up (Figure 4.3).

Loss to follow-up has traditionally been dealt with using
last observation carried forward (LOCR), but this is now dis-
credited and so-called principled methods of dealing with
missing values are recommended, such as multiple imputa-
tion, model-based methods such as maximum likelihood
with predictors of being missing, and probability weighting.



Table 4.6 Classification of phases in randomized controlled trials
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Test the safety of a new treatment

Test the new treatment in a larger group of people who

usually have the disease for which the treatment is

to be used, to see whether the treatment is effective

Test the new treatment in a larger group of people

Tests drugs that are already available for prescription (rather

than new drugs under development)

Involve only a small number of people, who may be healthy

volunteers

Usually a few hundred people are involved at this stage;

phase Il trials also look at safety

Compares the new treatment with the treatment currently in use,
or occasionally with a placebo; these trials look at how well the
new treatment works and at any side effects it may cause

Done after a drug has been tested in phases I-lll and has been

granted a licence

Figure 4.3 Example of a CONSORT diagram for an individually randomized trial

Assessed for eligibility (n=..)

Excluded (n=...)

Not meeting inclusion criteria (n =
Refused to participate (n =..)
Other reasons (n=..)

.

h Randomized (n = ﬁ

Allocated to intervention (n =
Received allocated intervention (n=..)

Did not receive allocated intervention (n =
give reasons

!

Lost to follow-up (n=..)
give reasons

Discontinued intervention (n =..)
give reasons

!

Analysed (n=..)

Excluded from analysis (n = ..)
give reasons

Allocated to intervention (n=..)

Received allocated intervention (n=..)

give reasons

Did not receive allocated intervention (n = .

)

!

Lost to follow-up (n=..)
give reasons

Discontinued intervention (n =..)
give reasons

]

Analysed (n=..)

Excluded from analysis (n = ..)
give reasons
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In a cluster randomized trial, a group of patients (e.g.
those in a particular hospital ward) are randomized
together; outcomes may be measured at the patient level
(e.g. symptoms) or the group level (e.g. ward atmosphere),
or both. This type of design is relatively common in psychi-
atry, since therapies are often administered to whole groups
at a time. The phrase ‘clustered data’ should not be con-
fused with ‘cluster analysis’ (see Multivariate and other
more complex techniques, below). Although randomization
can balance the characteristics of the groups across the
arms of the trial, it may not be sufficient to balance those of
patients. This is a disadvantage compared with individually
randomized trials, although practical considerations or a
need to avoid dilution may override this. Dilution refers to
the possibility of patients randomized to the different arms
interacting with one another and sharing some of the effect
of therapy. A slightly different version of the CONSORT dia-
gram would be used for clustered trials,'"* and sample sizes
need to be increased to take account of the lack of inde-
pendence within clusters."

In non-randomized controlled studies, two groups are
compared but individuals are not allocated at random;
rather, the intervention is given to a group of patients and
another group is chosen to be as similar in all respects to
the intervention group as possible. Data may already exist
(historical controls) or may be gathered at the same time
(concurrent controls). Sometimes this design is the only fea-
sible option, but it may be associated with bias (see Deeks et
al.'® for a discussion).

Patient preference trials allow patients or doctors to
choose the arm of the trial according to their preference;
clearly this design loses the bias-reduction advantages of
randomization, and it tends to be used only where random-
ization is unethical or would lead to impossibly low recruit-
ment rates. Sometimes preference trials are combined with
RCTs to give four groups: those who are content to be ran-
domized (two groups) and those who choose for themselves
(two groups).

Before-after (pre-post) studies measure an outcome on
the same group of patients before and after an intervention.
Patients are sometimes described as being ‘their own con-
trols’ Major disadvantages of this approach are that one
cannot distinguish the effect of the intervention from (i)
natural improvement over time and (ii) regression to the
mean. The latter phenomenon occurs where improvement
of some patients is inevitable because their initial symp-
toms were high by chance. See Morton and Torgerson'’ for
a discussion of this phenomenon.

Observational studies

Observational or epidemiological designs are used to
describe populations, to investigate risk or protective fac-
tors, or to study interventions when it is not feasible or eth-
ical to perform an RCT."

In case-control studies, a group of cases is identified and

then a comparison group of controls is assembled; if each
case is matched individually with one or more controls, this
is known as an individually matched case-control study.
The important point is that a control would be a case if they
had the outcome of interest. By comparing two groups with
respect to hypothesized risk factors, one can infer some-
thing about the aetiology of the disease. If the control
group is similar in general respects to the cases (e.g. they
may be chosen to have a similar age range and to live in
similar areas) without being individually matched, this is
sometimes known as group matching. The analytical meth-
ods for an individually matched case-control study would
be to estimate odds ratios (ORs) for the risk factor in rela-
tion to case-control status using, for example, conditional
logistic regression (see Correlation and regression, below).
Positive ORs indicate increased risk for those with the
factor, but note that ORs can be numerically identified with
risk ratios (RRs) only when the risk is small, say less than 5
per cent.

A typical scenario might be to identify cases of schizo-
phrenia and find an individually matched control for each
of them of the same age, within +2 years, of the same
ethnic group and born in the same postcode area. One
might then look at birth records to determine whether birth
trauma had occurred. Higher odds of birth trauma among
those with schizophrenia compared with controls might
imply that this was a risk factor.

Retrospective cohort studies compare outcomes in a
group of people who have been exposed to a risk factor and
another group who have not. An example would be a study
of students in which previous neurotic symptoms in adoles-
cence are self-reported. Current diagnosis of schizophrenia
is made by a psychiatrist, and the association between the
earlier self-reported symptoms and schizophrenia is esti-
mated. Prospective cohort studies look forwards rather than
backwards in time and collect data on patients as they
become exposed to the risk factor, comparing the outcomes
after the passage of time. An example might be a study of
people from retirement comparing time to death for those
with diagnosis of Alzheimer’s disease with those without.
Prospective studies are preferable scientifically because
there is less danger of recall bias (see below), but they may
be impractical because of the need to wait until data on suf-
ficient people have been collected. Figure 4.4 contrasts the
designs of case-control and cohort studies.

Cross-sectional studies take a snapshot in time in order to
investigate associations between risk factors and outcomes
or to estimate the prevalence of a condition. For example, a
survey might seek to detect all people in contact with
mental health services in a specific area over a 6-month
period; given the total population figures for the area, this
could yield an estimate of the period prevalence of severe
mental illness. If health service providers were asked how
many new cases of severe mental illness occurred in the
period, this would yield an incidence rate per year. If
patients’ sociodemographic details were recorded, the
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Figure 4.4 Contrast between the design of case—control (ieft) and cohort studies (right)

association between ethnic group and particular types of
mental illness could be estimated (an association study).
Where the unit of observation is an area or group of
people, such as a general practitioner’s (GP) practice, rather
than an individual, the study is termed ecological. Such
studies are most useful for health service provision, where
conclusions are sought at institutional level so that changes
might be implemented at that level. The ecological fallacy
refers to the incorrect attribution to individuals of findings
at the group level. For example, the link between the levels
of presentation with depression among adolescents might
be studied at health authority level, with local information
campaigns as a possible predictor. If a link were found, one
could increase campaigns as a public health measure. The
fallacy would be to assume that information campaigns
affected individual adolescents when in fact their influence
was more diffuse. Confounding is a particular problem for
ecological studies, although they are convenient to perform
because routinely collected administrative data can be used.

Health economic studies

Health economic studies are usually focused on comparing
the costs and consequences of competing courses of action,
such as the use of a new drug, or ways of providing health
services, such as the use of assertive outreach teams. See
Phelps' for a general introduction.

The consequences in a cost-effectiveness analysis might
be, for example symptom reduction or social functioning.
Cost-effectiveness analysis thus tends to be performed
where there is a specific disease-related outcome. For
example, if a new drug to lessen symptoms in schizophre-
nia were tested, the effectiveness might be the reduction in
a symptom score. Typically, cost-effectiveness is measured
as the average extra cost per unit increase in effectiveness —
the incremental cost-effectiveness ratio (ICER). If this is less
than a maximum willingness to pay, the therapy is consid-
ered cost-effective at that level. Cost-utility analysis is sim-
ilar to cost-effectiveness analysis, except that, in order to
place treatments for different diseases on a common basis,
outcomes are measured in generalized units of utility. A

(individually or
group matched
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commonly used utility is the quality-adjusted life year
(QALY). One QALY is equivalent to 1 year of perfect health
or 2 years in a health state valued at 0.5.

Typically, the results are displayed in a cost-effectiveness
plane, as in Figure 4.5. Here, many samples consistent with
the data have been bootstrapped to indicate the degree of
uncertainty in the overall cost-effectiveness figure (the bold
dot). Bootstrapping is a technique whereby many sub-
samples are taken from the observed data in which some
cases are dropped and some replicated; each subsample
supplies point estimates, the variation in which indicates
the uncertainty in the data; it is used where distributional
assumptions of standard statistics cannot be met - as is
often the case for cost data. Two lines showing different
values for willingness to pay are also shown. Points below
these lines would be cost-effective using these criteria.

In cost-benefit analysis, clinical consequences are meas-
ured in monetary terms and can therefore be set directly
against cost. It is used where different health technologies
are to be compared with each other and/or with other types
of expenditure. Cost-minimization analysis may also be a
part of economic evaluation, where the health technologies
to be compared have equal benefit, so that one requires
only to compare costs. An increasingly widespread tech-
nique is the use of the cost-effectiveness acceptability curve
(CEAC), a plot of the probability of cost-effectiveness
against various choices of minimum willingness to pay.

IMPRECISION, BIAS AND
CONFOUNDING

Psychiatrists want to know whether the observed advan-
tages of a new therapy in comparison with one already
existing can be generalized to all patients and need to be
confident that the new therapy will work (on average) for
all patients with the same diagnosis. A population in statis-
tics represents all units of interests, such as all patients with
a similar diagnosis or all nurses in the UK who care for
patients with dual diagnosis. Usually we cannot study the
entire population, and we have to draw a random sample
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Figure 4.5 A cost-effectiveness plane showing bootstrapped samples

from a defined population, for example a sample of 30 Chance
nurses. Outcomes for the sample are assessed in relation to
risk factors or interventions, and conclusions are assumed Risk or protective n—————)p Discase
to be valid for the underlying population. factor, or is associated with

How far the conclusions can be justified depends on intervention Causes? Outcome
imprecision, bias and confounding. It is part of the job of (Independent (Dependent
the investigator to identify the sources of these errors and oredictor o ' variable)
to control for them, as far as possible, either through an explanatory
appropriate design or through the use of a particular type of variables)
analysis. On top of all of these factors is chance or random
variation, which can affect results despite perfectly meas- Imprecision Confounding
ured data, and the possibility of a conceptual error. An Bias Reverse
example of the latter might be reverse causality, when A is causality

assumed to cause B because of an association between
them, when in fact B causes A. Figure 4.6 shows a summary
of these various factors.

Figure 4.6 Factors that can affect inferences from data

who care for similar patients. However, due to sampling
variation (random fluctuations), parameter estimates differ

ImpreC|S|0n from the true values in the population, and different studies
Suppose we measure the mean knowledge before training will reveal different estimates. Precision can be increased by
for a random sample of nurses. This can be used to estimate using larger sample sizes, since imprecision reflects the type

the mean for the underlying population - that is, all nurses of error that will be averaged out in summary statistics. Two



measures are commonly reported to quantify the precision
of parameter estimates: standard errors and 95 per cent con-
fidence intervals (see Statistical inference, below).

Bias

Bias - a systematic error in results or inference - is poten-
tially more serious than imprecision, since it will not aver-
age out. Often little can be done other than to recognize that
bias may have occurred and to make due allowance in inter-
pretation. Many sources of bias have been classified and
given names. Some important ones are described below: see
Sackett®® for a more complete list and Lee et al.* for infor-
mation about bias in case-control studies in psychiatry.

e Attrition bias: the loss to follow-up of subjects from a
study (once the population to whom the study applies
has been defined). Reasons for attrition include illness
that prevents contact, death (unless this is the primary
outcome), a move to another area, the patient becoming
well and being less interested in participation, and some
other personal reason for unwillingness to continue.
Attrition is a common problem in long cohort studies,
but it can also occur in randomized controlled trials.

e Ascertainment bias: occurs when the disease or risk
factor is not perfectly identified. This would be a prob-
lem in the Alzheimer’s cohort study mentioned above if
it were designed as a prospective study, because of the
difficulty of diagnosing Alzheimer’s except postmortem.

e Berkson’s bias (or admission rate bias): a spurious asso-
ciation may be inferred because the case data arise from
a special source. This type of selection bias occurs espe-
cially in case-control studies based in hospitals; for
example, if in-patients with schizophrenia are matched
with controls, also in hospital, in order to investigate
cannabis use as a risk factor. However, cannabis use in
itself may tend to lead to admissions and therefore is
seen more frequently among those in hospital.

e [nformation bias: a systematic difference in the informa-
tion obtained for different groups of subjects. For exam-
ple, risk factor data may be either easier or more difficult
to obtain for controls than cases. Recall bias is a type
of information bias particularly associated with case-
control studies based on retrospective data. For example,
parents of people with schizophrenia may be more likely
to attribute the illness to childhood experiences because
they have been searching for an explanation; on the
other hand, they may be less likely to recall
unfavourable circumstances such as poor nutrition if
they felt themselves to be responsible. Observer or inter-
viewer bias is another specific example of information
bias, where the information gathered is affected by the
views or experience of the observer.

e Selection bias: when those who are selected for a study
are not representative of those to whom the conclusions
are to apply. If each person in the population to whom
results are to apply has an equal chance of being
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selected, then the sample is said to be representative.
This is difficult to ensure, and representativeness is often
tested after data collection by comparing characteristics
of the sample obtained with the wider population. An
example might be a study where advertisements are
placed in the press for subjects. Only the section of soci-
ety who read newspapers will be recruited. Membership
bias is a subtype of this type of bias: people who choose
to be a member of a group may tend to have particular
characteristics, which differ from those people with the
illness in general. For example, members of user groups
may derive psychological advantage from campaigning
on behalf of their fellow sufferers.

Causal inference and confounding

Causality can rarely be inferred directly from association
with complete confidence. Some criteria for causal infer-
ences have been suggested by a number of authors, includ-
ing the famous epidemiologist Bradford Hill.** Table 4.7
lists Hill’s criteria (the comments are from the useful discus-
sion by Hofler).?

The applicability of the above needs to be judged in rela-
tion to each study, and those in Table 4.7 are perhaps
common sense. However, confounding is a key issue that is
ever present, although not always obvious. Confounders are
variables associated with the outcome of interest and also
with the risk factor or intervention. For example, keep-fit
classes for patients with depression might be more attrac-
tive to young people than to middle-aged or older people. If
young people were more likely to recover spontaneously
from depression, then one might wrongly attribute a good
outcome to the keep-fit classes rather than to youthfulness.
Usually a confounding factor will produce a spurious posi-
tive finding, but in some cases confounding factors can
mask a real association. Randomization (in intervention
studies) and matching (in epidemiological studies) can aver-
age out unknown (or known but unmeasured) confounders
to some degree. Analytical techniques such as regression
can also deal with remaining confounding to some extent,
by controlling for them. However, residual confounding can
still occur when a particular factor has not been controlled
for (perhaps because it was never measured or recognized
or because it was measured inaccurately).

Sometimes intermediate variables are associated with
both outcome and the explanatory factor of interest (e.g.
intervention group or risk factor) but they lie on the causal
pathway. Such variables are not considered as confounders
and would not be controlled for in the analysis or design if
the aim were to assess the increased risk associated directly
with the factor of interest. For example, in a study of asso-
ciation between antipsychotics and bone fractures in eld-
erly people, in order to predict who might need additional
interventions, one would not control for bone density in
assessing the risk of antipsychotics. This would control
away the effect of interest. Finally, one would usually
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Table 4.7 Bradford-Hill criteria for establishing a causal relationship

Strength of association A strong association is more likely to
have a causal component than is a

modest association

Consistency A relationship is observed repeatedly

Specificity A factor influences specifically a
particular outcome or population

Temporality The factor must precede the

outcome it is assumed to affect

Biological gradient The outcome increases monotonically
with increasing dose of exposure or
according to a function predicted by

a substantive theory

The observed association can be
plausibly explained by substantive
matter, e.g. biological explanations

Plausibility

A causal conclusion should not
fundamentally contradict present
substantive knowledge

Coherence

Experiment Causation is more likely if evidence is

based on randomized experiments

Analogy For analogous exposures and
outcomes, an effect has already been

shown

assume that, in a well-thought-out study, the exposure has
the potential to cause the outcome. However, sometimes it
is necessary to consider reversing the outcome and the
exposure (reverse causality). An example might be a
hypothesized causal relationship between cannabis and
schizophrenia: does cannabis cause schizophrenia through
a direct action on the brain, or are people with mental ill-
ness more likely to take cannabis because it helps with the
side effects of medication?

DISTRIBUTIONS AND SUMMARY
STATISTICS

In a clinical trial, the first table presented in a report might
contain estimates of the means, standard deviations, fre-
quencies and proportions for key variables for the ran-
domised groups at baseline. (Contrary to some practice,
there should be no significance tests here, because it can be
assumed that any differences, even if large, are due to
random fluctuation.) The second table might contain the
estimates of the mean difference between the groups at
follow-up (after the intervention), its 95 per cent confidence

interval and an associated P value. The first table provides
essentially descriptive information. The second provides
information from which inferences can be made - because
in that case we hope to come to some conclusion about the
effectiveness of the intervention in the population at large.
This is discussed later in the section Statistical inference;
here, we give some information on summary statistics and
distributions that describe data.

Distributions describing data

In many datasets encountered in psychiatry, the underlying
population distribution from which such data arise is the
bell-shaped normal or Gaussian distribution. An example is
shown in Figure 4.7. It is fundamental to statistics because
it underlies many standard summaries and test statistics. In
the normal distribution, most of the cases are close to the
centre and relatively few examples are at the extremes. It is
characterized by the mean p (the central value or average)
and the standard deviation o, a measure of variation in the
same units as the data, and is denoted N(u,5). The variance
is the square of the standard deviation. Conventionally,
parameter values for the population (true but usually
unknown) are denoted by Greek letters and estimates from
samples by lower-case roman letters.
In a normally distributed population:

e 68 per cent of the cases in the population lie within ¢
from p;

e 95 per cent of the cases in the population lie within
+1.96 ¢ from .

One reason why the normal distribution is so important is
the central limit theorem, which states that under certain
conditions the sum of a large number of independent and
identically distributed random variables will be distributed
approximately normally. Thus, the distribution of a mean
tends to be normal, even when the distribution from which
the means are derived is not, and it has the same mean as
that of the original population. The theorem also explains
why scores that reflect a diverse set of underlying additive
biological or psychological influences emerge as approxi-
mately normal.

Two other distributions that are important in describing
data are the Poisson and binomial distributions. The
Poisson distribution describes counts that arise over time, in
space or as rare events in a population. Examples might be
the number of hospital admissions over a person’s lifetime,
the number of lesions in a particular volume of the brain,
and the number of incident cases of schizophrenia in the
population of a health authority. Although the counts
observed over a fixed time period are the data to which the
Poisson distribution applies, the interest is in estimating the
rate that has produced them. The distribution underlies typ-
ical epidemiological methods used in incidence and preva-
lence studies such as Poisson regression. The distribution is
characterized by the mean rate (with variance equal to the
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Figure 4.7 Normal or Gaussian distribution

mean), and it is approximated by the normal distribution as
the rate increases (Figure 4.8).

A Bernoulli trial is a term describing a single event, for
example admission of a patient to hospital within a given
week. Given a fixed probability p that this event does or does
not happen, the distribution of the number k of such events
out of a fixed total n is described by the binomial distribu-
tion. The binomial distribution underlies the analysis of pro-
portions (including logistic regression). The mean and
variance of the binomial are np and np(p— 1). The observed
proportion of events k/n estimates p. When p is small (say,
<0.05), 1—p is close to 1 and p(1 — p) is close to p. In this
case, the binomial is close to a Poisson distribution with rate
p. For example, if 1 person out of 10 000 dies over the course
of a year, one could think of this either as a rate of 1 per
10000 person-years or as a proportion of 1/10000 (for a
1-year follow-up). The binomial distribution is approximated
by a normal distribution in large samples unless p is very
small. In both the Poisson and binomial distributions, the
counts or events are assumed to be independent. In practice,
this means that the probability of an event does not depend
on what has happened before or, in the case of Poisson
counts in a region, in the surrounding region.

Summary statistics calculated from data

For categorical data, the usual summary statistics are simply
frequencies n and proportions p (expressed as a percentage)

for each category. The odds O = p/(1 — p), where p is a pro-
portion, is a quantity used as an intermediate quantity in
analysis, for example as illustrated above for diagnostic tests
or via the odds ratio in epidemiology, but it is seldom pre-
sented as a simple summary statistic. Note that the mode may
be used as a (not very useful) measure of the typical value in
a categorical variable. For example, if ethnic group is recorded
as white (70%), black Caribbean (15%), black African (5%) and
other (10%), then the modal category is white.

For rates, it is usually important to give the number of
events on which the rate is based and the exposure. The
term ‘exposure’ is slightly confusing, because it can also
mean exposure to a specific risk factor; in this context, it
means the total population at risk or the total follow-up
time accumulated over all those studied (e.g. in a cohort
study). For example, the incidence rate of schizophrenia
might be expressed as 25 cases over a follow-up period of
3567 person-years (e.g. 1000 people followed for an aver-
age of 3.567 years each), giving a rate of 0.007, or 7 per
1000 person-years. Standardized mortality ratios (SMRs)
provide a way of comparing rates across different popula-
tions with different characteristics (e.g. age, gender). For
example, one might be interested in the rate of schizophre-
nia among recent immigrants where a confounding factor
might be their typically younger age distribution compared
with other subgroups or the population at large. A standard
population is chosen (e.g. that of the UK) and is divided up
into bands (e.g. by age and gender). Rates of disease (e.g.
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Figure 4.8 Examples of Poisson distributions (means 1, 3 and 10)

schizophrenia) in the population are found, for example
from national records held by the Office for National
Statistics, and are applied to the age and gender bands in
the study sample. From this, the expected number of cases
can be calculated for each band and accumulated to give
the total expected, E. The ratio O/E x 100 is the SMR, where
O is the number actually observed.

For continuous data, there are a number of basic sum-
mary statistics, of which the mean, standard deviation and
range, as shown in the Stata output for the change in
knowledge scores for nurses in the scenario, are common:

Variable | Obs Mean Std. Dev. Min Max

change | 30 2.8 2.483046 -2 8
Medians and percentiles are used to summarize skewed
data (the median is equal to the mean in symmetrically dis-
tributed data but lower if the data are skewed with a tail
to the right). The mode is the value corresponding to the
peak of the distribution. Table 4.8 gives the formulae.
In papers, percentages should generally be quoted with-

15 20 25

Mean 10

out decimal places, except in very large samples, and they
are usually given in relation to the valid (non-missing)
cases. The total sample size should be given with and with-
out missing values. Means and standard deviations are usu-
ally given to a small number of decimal points (two or
three). Note that confidence intervals or standard errors for
means as descriptive data are usually not necessary. Rather,
the important figure is the standard deviation, since this
describes the variability of the data. (Confidence intervals
are more useful for derived statistics from which inferences
are to be made). Altman and Bland give some general
guidelines on these issues.'

Graphical presentations

Plotting data should be the first step in any analysis.
Categorical data can be displayed in bar charts and pie
charts. Examples of box plots, histograms and QQ plots for
two types of continuous data are illustrated in Figure 4.9.
The box in a box-and-whisker plot (or box plot, for short)
shows cases between the upper and lower quartiles. The
median is indicated on the box plot as a bold line. It is often



Table 4.8 Basic formulae for summary statistics based on continuous data
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Mean n
EX/‘
)? = i=1
n
Variance 0 .
Z(X/ - X)
y = =1
n—1
Standard deviation (SD) s=+v
95% reference range X+1.96xSD
L GEIED (n+ i value of the ordered observations
LT QU (291 P ) _(n +41)th value of the ordered observations
i i 3x (n+1th
S QU R SN M value of the ordered observations

Most commonly used measure of the location of data for
approximately normally distributed data

Measure of the spread of the data around the mean

Expresses the variation in the same units as the data; the
data deviate on average |s | from the mean

If data are distributed approximately normally, 95% of the
individual observations lie within the reference range

Midway value: half the data points lie below and half above
the median; for an even number of cases, the average of
the two middle values is used

The interquartile range is the range lying between the
lower and upper quartiles; other percentiles can also be
calculated

taken as a ‘typical’ value, especially if the data are not dis-
tributed symmetrically. The whiskers on the plot (the thin
lines) indicate the overall range of the data, after excluding
very atypical values, which are known as outliers. The his-
tograms show frequency distributions, where the range of
the data are divided up into equal-sized ‘bins’ (usually 15-
20) and the number on each bin counted and plotted. The
y-axis scale here is frequency, but proportions can also be
shown (in which case, it is important to give the total
sample size). A theoretical normal probability distribution
with the same mean and standard deviation is superim-
posed; here, the x-axis is continuous and the y-axis is a
probability.

The QQ probability plots are shown on the right. They
provide a way of visually estimating how close a distribu-
tion is to being normally distributed, as an alternative to
formal tests such as the Kolmogorov-Smirnov test. If the
data are normal, the points should lie on a straight line, as
is the case for the first row of data. The second row of
Figure 4.9 shows an example of a non-normal skewed dis-
tribution. (Duration of illness is often log-normally distrib-
uted.) Skewness refers to lack of symmetry and may be
important to consider. (Kurtosis is another feature of non-
normality, where the slope away from the peak is not so
marked as for a normal distribution.) This latter feature of
data is, however, rarely of any concern to data analysis.
Here, the data have a tail to the right, with a few very high

values, and the median is lower than the mean. Taking logs
of such data sometimes produces a normal distribution
(when the original distribution can be described as log-
normal). Analysis can be carried out on the log-transformed
values, and summaries such as the mean are then back-
transformed.

Reference ranges and outliers

In medicine, the mean + 1.96 standard deviations is some-
times known as the reference range, since it indicates where
the vast majority of cases are expected to lie. It is not the
same as the 95 per cent confidence interval (see Statistical
inference, below). Values outside that range are not neces-
sarily inconsistent with the distribution - they may be just
at one end of a continuum. Outliers, on the other hand, are
cases that are considered to be so extreme as to be unlikely
to be part of the distribution, either because they derive
from another underlying population that has been mixed in
with the main population or because of a data measurement
or transcription error.** The question of outliers is complex,
but general advice would be to remove data only if there is
definite evidence for a data error.

Dummy variables

In order to include the effects of categorical explanatory
variables, many statistical models employ dummy variables
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Figure 4.9 Box plots, histograms and QQ plots of a normally distributed variable (top row: intelligence quotient (IQ) of 50 patients) and a skewed, log-normally distributed

variable (bottom row; days in hospital of 50 patients)

- binary indicator variables where the value 1 indicates that
a subject falls into a specific category and the value O that
it does not. Categorical variables with k categories can be
represented by k dummy variables. Since the information
provided by a factor with k categories is contained in k — 1
dummy variables (once you know the value of all but one,
the value of the last one can be inferred), only k — 1 dummy
variables are used in models. The category that has been
left out then becomes the reference category.

Here is an example of dummy coding for a factor with
three categories (the single variable Factor is replaced by
three new variables Dum1, Dum2 and Dum3, only two of
which would be included in an analysis).

Factor Dum1 Dum2 Dum3
1 1 0 0
2 0 1 0
1 1 0 0
3 0 0 1
3 0 0 1
2 0 1 0

Effect sizes

The term ‘effect size’ often refers to the size of a mean dif-
ference or whatever quantity is the focus of interest. A
measure of relative effect size can be presented to allow the
scientific or clinical importance of the observed effects to
be assessed on a common scale. The need for this arises
because (i) a statistically significant difference in a large
sample might be small and of no scientific importance; and
(ii) different variables to be compared might be measured in
different units. A widely used relative effect size is Cohen’s
d, which, for the comparison of two groups, is the mean dif-
ference between two groups divided by the pooled standard
deviation.”® The standardized response mean (SRM) may be
more appropriate as a measure of responsiveness to
change.” It is the mean of the change scores divided by the
standard deviation of the change scores. Values for Cohen’s
d or SRMs between 0.2 and 0.5 would be regarded as small,
between 0.5 and 0.8 as medium, and above 0.8 as large. It is
important to explain how any such standardization has
been performed and to be aware that using the standard



deviation computed from a particular sample may limit the
generalizability of the results. Because relative effect sizes
can be compared across studies, they allow the accumula-
tion of knowledge: a special statistical technique, meta-
analysis, allows the combination of the results of several
studies (see Multivariate and other more complex tech-
niques, below).

STATISTICAL INFERENCE

Point estimates, standard errors and
confidence intervals

Statistical inference is concerned with drawing conclusions
from data and generalizing them to populations. It typically
involves calculating point estimates and estimates of uncer-
tainty such as confidence intervals, and performing
hypothesis tests (e.g. comparing two or more groups, per-
haps two arms in an RCT or those at risk and those not in a
cohort study).

A point estimate is a single estimate such as a mean. In
the Stata output for the nurse example below, the mean of
the change from baseline to follow-up is 2.8 (point esti-
mate). The standard error (SE) is an estimate of uncertainty
in the point estimate and is the standard deviation of the
distribution of the means (here, it is 0.453 = 2.483/\/37),
2.483 being the standard deviation (SD) of the raw data as
shown earlier).

Variable | Obs Mean  Std. Err. [95% Conf. Interval]

|
+

change | 30 2.8 .4533401 1.872815  3.727185

Confidence intervals (here, 1.87 to 3.73) are derived from
standard errors (and they both give equivalent informa-
tion), but the confidence interval is the preferred measure of
the precision for a parameter estimate. In recent years, jour-
nals have increasingly recommended authors always to
report confidence intervals, not least when results are
inconclusive, because they indicate the largest and smallest
estimates consistent with the data; these estimates are help-
ful in planning further research.'>"

What do confidence intervals show? If we repeat an
experiment, trial or any other study involving a random
sample many times and calculate each time a mean and its
95 per cent confidence interval, those intervals would con-
tain the true population mean in 95 per cent of the repeats.
An intuitive way of thinking about this is that it is the
range within which we expect the true parameter to be with
95 per cent confidence.

The simulation illustrated in Figure 4.10 exemplifies this.
We assumed that a distribution of a change score for the
nurses was distributed normally with a true mean of 2 and
a standard deviation of 2, and we drew 50 random numbers
from this distribution, repeated 100 times. Each time, the
sample mean and its 95 per cent confidence interval were
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calculated. Figure 4.10 shows the results. The average
sample mean from the 100 simulations was 2.04, which is
very close to the true mean. At no time was it estimated at
the true population value of exactly 2, but 95 of the 100
95 per cent confidence intervals do include the true mean
of 2. In only five simulations (filled circles) would we have
made a wrong inference about the true population mean
from the confidence interval.

Formulae for standard errors and confidence
intervals

Tables 4.9-4.11 give formulae for standard errors and con-
fidence intervals for a number of point estimates. It is not
necessary to remember all of them but to remember rather
the following key points, which relate to approximate stan-
dard errors and confidence intervals based on large samples
(n > 50), unless otherwise stated:

e The 95 per cent confidence interval for a point estimate
is given by estimate & 1.96 x SE.

e Standard error for a mean of a normally distributed vari-
able = SD/Vn.

e In small samples, the 1.96 in the formula for the confi-
dence interval of a mean is replaced by the correspon-
ding value of a t distribution with n—1 degrees of
freedom.

o Standard error for a proportion p = /p(1 - p)/n.

e Standard error for a count a = Va.

e Standard error of A+B=standard error of A-B
= |/SE> + SE..

e (onfidence limits for ratios of proportions, rates and
odds are calculated on the log-transformed scale and
then back-transformed.

e For samples smaller than 50, ‘exact’ methods using spe-
cial tables or software are based on the underlying
Poisson or binomial distributions.

e The larger the sample size n of a study, the smaller the
standard error and 95 per cent confidence interval, and
thus the more precise the estimate.

Table 4.9 gives formulae for summary statistics for a
single proportion p based on k successes out of n trials or
for a comparison of two proportions p,=a/(a+ c¢) and
p,=Db/(b+ d) (see Table 4.3 above for the layout of data
assumed for these formulae). Ratios of proportions and
odds, which are commonly used in case-control studies, are
natural log-transformed before standard errors and confi-
dence limits are calculated and are then back-transformed
by exponentiation. For samples smaller than 50, ‘exact’
methods using special tables or software are based on the
underlying binomial distribution.

Table 4.10 gives the formulae for a rate based on a events
with a population or follow-up time (time at risk) in terms
of person-years of N, or a comparison of two rates a/N, and
b/N,. For samples smaller than 50, ‘exact’ methods using
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Figure 4.10 Results of 100 simulations from a distribution with mean 2 and standard deviation 2. Sample means and 95 per cent confidence intervals computed from 50

cases each time

special tables or software are based on the underlying
Poisson distribution for counts.

The standard errors and confidence intervals for continu-
ous data that can be assumed to be approximately normally
distributed are shown in Table 4.11. For large samples (> 50),
the 95 per cent confidence interval is given by estimate
+1.96 x standard error; for small samples, the appropriate
point of the T distribution should be used instead of 1.96.

Note that in the above formula for the variance, the
denominator is n — 1 and is called the degrees of freedom. It
can be shown that the estimate of the underlying popula-
tion variance is unbiased if n— 1 is used as a denominator
rather then n.

Hypothesis tests

In many studies there is a prediction of a difference
between groups. This prediction is variously known as the
experimental, research or alternative hypothesis (H1). The

converse hypothesis is the null hypothesis (HO). We test HO
to see whether we can reject it beyond reasonable doubt in
favour of H1. The procedure of classical hypothesis testing
is to define a research and a null hypothesis, to collect suf-
ficient data and to calculate a test statistic z*; this is com-
pared against a probability distribution, which is known if
the null hypothesis is true. We reject HO if the observed test
statistic is very unlikely to occur if HO is true, according to
the probability that Z > z*, where Z is a theoretical random
variable with the known distribution. A null hypothesis is
rejected if this probability - the P value - is below a critical
value, o; thus, P is not the probability that HO is true but
the probability of an extreme value if it is true.

Typical values for o are 0.1, 0.05 and 0.01. They may be
adjusted if multiple tests are to be performed using, for
example, the Bonferroni correction: this would divide o by
as many tests as are to be applied simultaneously (e.g. see
Shaffer” for a discussion of multiple testing). In the vast
majority of cases, one assumes that the null hypothesis
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Table 4.9 Standard errors and confidence intervals for summary statistics based on binary data (proportions)

or equivalently (a x ¢)/(bx d)

J(1/a+1/b+1/¢c+1/d)

Cl, confidence interval, a and b, freq

p(1-p)
n
p,(1=p,)  p,(1-p,) When p, and p, are estimates of the same proportion (e.g.
n, * n, when two groups do not differ), the pooled estimate is used for
both p, and p,:
— mp, + P,
n+n,
p,/n, An alternative to risk difference
0,7/,
\/(1 la+1/b+1/n+1/ n2) Compute the ClI for In(RR), then exponentiate (anti-log) the
limits for RR
p,/(1-p,) An alternative to risk difference or ratio; produced by logistic
P,/ (1-p,) regression

Compute the Cl for In(OR), then exponentiate (anti-log) the
limits for OR

uencies (see Table 4.3).

Table 4.10 Standard errors and confidence intervals for summary statistics based on count data (rates)

a
N1

alN,
b/N,

(1/a+1/b)

Cl, confidence interval, @ and b, counts N, and A, follow up times.

Uses the variance = mean relationship for Poisson variables

Compute the Cl for In(count ratio), then exponentiate (anti-log)
the limits and multiply by N,/N, to convert to rates

would be rejected with an extreme finding in either direc-
tion (i.e. large or very small), so a double-sided test is
applied. Occasionally one knows in advance that deviations
are impossible in one direction, so a single-sided test is
applied.

In a single-sided test, o. corresponds to the critical value
z*, such that:

The probability that Z>z* =

For example, if the desired significance level is 0.05,
testing a mean value assuming a normal distribution for Z,
the corresponding value for z must be greater than or
equal to 1.645 (or less than or equal to —1.645) for a single-
sided test. For a double-sided test (where the extreme values
can be at either end of the distribution), we are interested
in:

The probability that Z > z* = /2
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Table 4.11 Standard errors and confidence intervals for summary statistics based on continuous data (assumed normally distributed)

S
Jn

S=
+

X+1.96 x SEor x+ t* SE

d+1.96 x SE, or d £ t*x SE,

sis SD; n is sample size

*If the total sample size is small (< 50), £ is the 2.5% point of
the t distribution with n, — 1 degrees of freedom

A pooled estimate of s can be
used for s, and s, if they are
not significantly different

.o \/(”1 —1)s? +(n, ~1)s?

2 2
n+n, -2

*If the total sample size is small (< 50), £ is the 2.5% point of
the t distribution with n, + n, — 2 degrees of freedom

so that probability is divided up between the two extremes
of the distributions and the critical value z* corresponds to
the 0//2 significance level. To achieve a significance level of
0.05 for a double-sided test, the absolute value of the test
statistic (|z]) must be greater than or equal to the critical
value 1.96 (which corresponds to the level 0.025 for a
single-sided test).

A 95 per cent confidence interval can also be used as a
criterion to reject a null hypothesis: if it does not encom-
pass the null hypothesis value, then the effect is statistically
significant at P =0.05. The null hypothesis value would be
0 (for a comparison of means in two groups) or 1 (for a
comparison of proportions in two groups using ORs or RRs).
A test based on P values and a test based on confidence
intervals are closely related, and they will almost always
result to the same conclusion about rejection of a null
hypothesis.

Power and sample size calculations

When performing significance tests using o = 0.05, over the
long run the rejection of HO will be mistaken in 5 per cent
of occasions; this is a type I error. The probability of accept-
ing the null hypothesis even though the alternative hypoth-
esis is in reality true is denoted by B and 1 — [ is known as
the power of a test. The error is known as a type II error. The
latter is more difficult to assess, but it is possible to control
for it by doing a power analysis during the planning stage
of a study. Here is a summary:

e o-error: probability of making a type I error (rejecting
HO although HO is true).

e [-error: probability of making a type II error (accepting
HO although H1 is true).

A sample size calculation requires the following informa-
tion:

e The power for the particular trial: 1— 3, where B is the
probability of a type II error - typically 80 per cent or 90
per cent

e The smallest difference (or ‘effect’) that is considered to
be of clinical importance

e The significance level o, or probability of a type I error,
to be used - typically 0.05

e The expected level of loss to follow-up.

For continuous data, one needs an estimate of the stan-
dard deviation within groups; if this is unknown, then
Cohen’s standard effect size (see above), which by defini-
tion has a standard deviation of 1, can be used as a generic
solution. Sample sizes can be calculated using specialized
computer software or using formulas and tables from stan-
dard textbooks (e.g. Cohen”). A rule of thumb for the
sample size for a power of 80 per cent and a two-sided
o. = 0.05 for independent f-tests or x” tests is:

Sample size per group = 16/d, where d = Cohen’s d (the
standardized difference)

Assumptions made by tests

Many statistical tests for continuous data depend on
assumptions, for example that the data are distributed nor-
mally or that the variances of different groups are the same
(variance homogeneity). Tests that depend on specific distri-
butions are described as parametric. Before commencing
with the main analysis, one may wish to investigate these
assumptions. Some formal tests are available (e.g. Bartlett
test for normality, Levene test for variance homogeneity),
but they are often not helpful because datasets with small
sample sizes will not reject the null hypothesis and datasets
with large sample sizes may reject the null hypothesis even
if the violations are minor and have little impact on the
conclusions. Equality of variances can be evaluated by a
rule of thumb: the larger standard deviation should be less
than twice the smaller standard deviation.”® Normality is
best assessed visually by plotting box plots, histograms or
QQ plots of the observed data for each group.

A further assumption that may be made is of independ-
ence of observations. This is often invalid for psychiatric



data and then special methods are required, either robust
methods or methods specially designed for non-independent
or clustered data (see Multivariate and other more complex
techniques, below). Robust methods include those that use
standard models, such as regression, but with adapted
variances for the parameter estimates (so-called sandwich
estimates), with the aim of more realistic P values even
when the distribution of the data is not as specified in the
model. Bootstrapping is another robust method that works
similarly to simulation (see section on health economics,
where bootstrapping is commonly used).

Transformation

If the assumptions of a normal distribution and/or equal
variances are not satisfied, then it may be advisable to
transform the data. In psychiatric studies, data are often
positively skewed, especially with essentially positive
values such as service-use or cost data. Log-transformation
is helpful both for producing normal distributions and also
for unequal variances if the larger variance is associated
with higher values. Note, however, that the back-
transformed mean of a lognormal distribution is the geo-
metric mean and is closer to the median of the original
values rather than to the arithmetic mean. The arithmetic
mean of the original untransformed data is estimated by
exp(m+ s*/2), where m and s are the mean and standard
deviation of the (natural) log-transformed values, respec-
tively. Other transformations are the square transformation
(%), which is used if the data are negatively skewed and the
square root (\/E), which is recommended for count data
(although note that it is usually preferable to use methods
based on the Poisson distribution rather than to transform
and assume normality).

Non-parametric tests

An alternative to transformation is to use non-parametric
tests, which do not assume particular distributions and are
usually based on ranks. They do make other assumptions,
however, depending on the test. A disadvantage of non-
parametric tests is the difficulty of deciding on the appro-
priate summary statistic to illustrate group differences
(instead of the mean and standard deviation). Another dis-
advantage is that it is difficult to extend analyses to take
account of confounders (relatively easy with normally dis-
tributed data using regression). Siegel and Castellan® is a
good basic text on non-parametric tests.

What do significant and non-significant results
mean?

It is important to remember that statistical significance does
not tell us anything about the importance of the effect. It
reflects the amount of evidence that the effect exists. Small
and clinically unimportant effects can become statistically
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significant if the sample size is large enough. Two quanti-
ties mentioned above are helpful in balancing statistical
and clinical significance: the 95 per cent confidence inter-
val for the point estimate, which quantifies the possible
range of the effect, in original units, that is consistent with
the data, and the standardized effect size, which places the
point estimate on a scale measured in units of standard
deviations.

As Altman and Bland discuss, ‘absence of evidence is not
“evidence of absence™.® If the P value is above 0.05, this
tells us that the observed effect is not large enough to
exclude chance as an explanation. Thus, if there is no evi-
dence to reject the null hypothesis, this does not mean that
we have proved it to be true. Classical or frequentist
hypothesis testing is thus fundamentally asymmetrical in
that more weight is given to the null hypothesis, since it is
accepted unless there is overwhelming evidence to reject it.

The Bayesian approach

The frequentist approach may seem not to address the aim
of the study, which is to assess the probability that a
hypothesis is true. Furthermore, this approach uses only
information from the current study and does not integrate
other available information, such as results of previous
studies or opinions of psychiatrists. The Bayesian approach
adopts a different viewpoint, more concerned with weigh-
ing the evidence both for and against a research hypothesis.
It is based on the beliefs (about parameters and the hypoth-
esis) as well as the data (see Bolstad®' for an accessible
introduction). In Bayesian statistics, population parameters
are considered to be random variables and thus have prob-
ability distributions. In this context it is possible to express
the belief or the probability that a research hypothesis is
true. The belief in the hypothesis before the study starts is
called the prior probability, which is converted to a poste-
rior probability by the analysis of the data. This update is
based on conditional probability through Bayes’ theorem. A
major criticism of Bayesian statistics is the subjectivity of
describing prior belief and, in the past, the difficulty of the
mathematics and computation involved. However, Bayesian
methods have become increasingly popular, especially in
decision-making analysis.>”

ILLUSTRATIONS OF HYPOTHESIS
TESTS

Summary of tests

Table 4.12 summarizes the most important parametric and
non-parametric tests and when they are used. The most
commonly used tests will be illustrated later in this section.

The statistical distributions used in the tests in Table 4.12
are the Student’s t, %’ and F distributions. Their distribu-
tions depend on the degrees of freedom, which is generally
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Table 4.12 Commonly used hypothesis tests

One group (one sample mean Nominal % goodness-of-fit test

against population mean or . T

distribution v. theoretical distribution) Oreie] LSS
Interval/ratio One sample t-test

Two groups (independent samples) Nominal 2 test, Fisher's exact test
Ordinal Mann-Whitney U test
Interval/ratio Two-samples t-test

Two groups (related samples) Nominal McNemar test
Ordinal Wilcoxon signed rank test
Interval/ratio Paired sample t-test

More than two groups (independent ~ Nominal 2 test for homogeneity

SEEES Ordinal Kruskal-Wallis test
Interval/ratio Analysis of variance (ANOVA)
Survival Log-rank test

the sample size minus the number of parameters that have
been estimated (e.g. for the t distribution there are two
parameters, the mean and standard deviation). Table 4.13
shows how these distributions are usually represented (the
ds here are degrees of freedom, and some relationships that
are worth remembering). The specific tests will be discussed
later.

The independent samples t-test

Let us illustrate hypothesis testing with an example of the
knowledge of nurses before and after a training pro-
gramme. We are interested in whether nurses with training
improved their knowledge more than nurses on the waiting
list, on the basis of the change in knowledge test scores.

Table 4.13 The main distributions used in statistical tests

What is the likely range of the true mean difference in
change scores, and is there evidence that this difference is
significantly different from the null hypothesis value of 0?
The test statistic is the mean difference between the two
groups divided by its standard error - the t statistic. The
larger the difference between the two groups and the
smaller the standard error, the larger the (absolute) value of
t. The size of t is judged in relation to the theoretical ¢ dis-
tribution; if it is above a critical value corresponding to
o =0.05, it is deemed to be significant.

The output below presents the P value, which is 0.0018.
The chance of obtaining a #-value greater than |3.45| if the
null hypothesis is true is thus less than 0.05 and we can
therefore reject the null hypothesis. Alternatively, we can
say that the observed mean difference of improvement

o Comparing proportions, as a fit index and for some
non-parametric test statistics

or two groups compared with each other)

Foe Testing whether the ratio of variances is 1 and for

an analysis of variance)

t Comparing means (one mean against a known value

comparing means (when there are more than two, in

Distribution of sum of squares of N(0,1) variables

MO,1) distribution, when nis large

t, distribution, when d; =1




ttest change, by (group)

Two-sample t test with equal variances
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Group | Obs Mean std. Err Std. Dev [95% Conf. Intervall
_________ o
Waiting | 15 1.466667 .4457916 1.726543 .5105388 2.422795
Training | 15 4.133333 .6314508 2.445599 2.779006 5.487661
_________ o
combined | 30 2.8 .4533401 2.483046 1.872815 3.727185
_________ S
diff | -2.666667 . 7729556 -4.249994 -1.083339
diff = mean(Waiting) - mean(Training) t = -3.4500
Ho: diff = 0 degrees of freedom = 28
Ha: diff < 0 Ha: diff != 0 Ha: diff > 0
Pr(T < t) = 0.0009 Pr(|T| > |t|) = 0.0018 Pr(T > t) = 0.9991

between waiting list and training group nurses of —2.67 is
too large to be explained by chance. The 95 per cent confi-
dence interval of the difference in change score is —4.25 to
—1.08 and does not include 0. It also informs us that the test
can be rejected at 0.05. Additionally, it tells us that the pos-
sible mean difference ranges between —4.25 and
—1.08 (see Stata output, above).

The f-test assumes that in the population the variable is
distributed normally in each group, the variances are the
same (variance homogeneity) and the observations are
independent of each other. The ¢-test is fairly robust against
some violations of the assumptions of normal distribution
and variance homogeneity but not against violations of the
independence of observations. As n increases, the t statistic
approaches the z statistic, which has a N(0,1) distribution.
For large samples, therefore, any estimate of a mean differ-

200

150 °

50

0
T T
Control Treatment

ence from an approximately normal distribution whose
absolute value is more than twice its standard error is sig-
nificantly different from 0 at P=0.05. This rule of thumb
comes from the (rounded) double-sided 0.05 point of the
normal distribution i.e. 1.96.

The Mann-Whitney U (Wilcoxon rank sum) test

A non-parametric test that can be used for comparing two
independent groups when the data are not normally distrib-
uted is the Mann-Whitney U test (MWU; also known as the
Wilcoxon rank sum test). The MWU test is based on the
ranks of the data and does not have any distributional
assumption. However, note that it tests equality of medians
only if the distributions have the same shape. Figure 4.11
shows two types of non-normal data, illustrating how
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[
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Figure 4.11 Examples showing medians that are the same but where the distributions differ and vice versa. The Mann—Whitney test would be significant in the first

example but not the second
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ranksum change, by (group)

Two-sample Wilcoxon rank-sum (Mann-Whitney) test
group | obs rank sum expected
_____________ e
Waiting | 15 157 232.5
Training | 15 308 232.5
_____________ S
combined | 30 465 465
unadjusted variance 581.25
adjustment for ties -18.36
adjusted variance 562.89

Ho: diff k~e(group==Waiting) = diff k~e(group==Training)

z = -3.182
Prob > |z| = 0.0015

important it is to plot the data to decide whether the median
interpretation is reasonable.

Using the MWU test for our example, we get the follow-
ing output (see Stata output, above).

The test statistic is z=—-3.182, n, = 15, n, = 15, P=0.0015
(based on an approximation), so at the 0.05 level we can
reject the null hypothesis that the two groups have the same
distribution in the population. If the sample size is small
(< 10), exact P values should be requested from the statisti-
cal software or the test statistics should be referred to sta-
tistical tables.”

Comparing more than two groups: analysis of
variance

Analysis of variance (ANOVA) is used to test differences
among two or more means. It is closely related to linear

anova gaf group3,regress

regression and can be analysed using regression tech-
niques; the f-test is a special case. The F-test in an ANOVA
compares the variability between means to that within
means. Once an overall difference is established, post-hoc
comparisons between groups can be applied using either
specific predefined contrasts or all pair-wise comparisons
with a suitable adjustment for multiple testing (e.g.
Bonferroni adjustment or the Tukey test, which is less con-
servative). In the example below, the F-test indicates strong
evidence for differences among the groups (P = 0.0009). The
regression-style output below the F-test shows differences
between dummy-coded variables (see Statistical inference,
above) with the reference category, the highest-coded group
in this case 3, denoted ‘dropped’ Here, group 1 is not sig-
nificantly different from group 3 but group 2 is (see Stata
output, below).

Here is a contrast, that between groups 1 and 2, which

Source | SS af MS Number of obs = 60

————————————— b F( 2, 57) = 7.94

Model | 1920.75756 2 960.378782 Prob > F = 0.0009

Residual | 6895.82577 57 120.979399 R-squared = 0.2179

————————————— o Adj R-squared = 0.1904

Total | 8816.58333 59 149.433616 Root MSE = 10.999

gaf Coef Std. Err t P>|t| [95% Conf. Intervall

cons 61.86667 2.839946 21.78 0.000 56.17977 67.55356
group3

1 4.061905 3.519373 1.15 0.253 -2.985518 11.10933

2 14.66275 3.896374 3.76 0.000 6.860391 22.4651

3 (dropped)



has not been produced by the regression output above: it
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has to be asked for specifically: o
test _coef [group3[1]]=_coef [group3[2]]
(1) group3[l] - group3[2] = 0 %6'
w
<
F( 1, 57) = 9.83 2
Prob > F = 0.0027 :%4- g
In a factorial design, several factors are varied in the same
experiment. For example, drugs A and B may be given at 7.

two levels, to give four combinations. This design allows
two questions to be answered at the same time, and in par-
ticular it can test whether the combination of A and B is
more effective than the additive effects of either (a phenom-
enon known as synergy). This design is easily analysed
using the ANOVA framework. A synergistic effect would
result in a significant interaction F-test between drug type
and level. Figure 4.12 shows another example of an interac-
tion between two factors, gender and time (pre- and post-
drug treatment): the blood level of a certain hormone was
measured in males and females before and after a drug
treatment. The effect of the drug on hormone level depends
on gender: only in females was an increase of the mean
blood levels of a hormone after the drug treatment observed.

Where a continuous variable is controlled for (e.g. sever-
ity of illness), ANOVA is known as analysis of covariance
(ANCOVA); and is usually analysed by regression. The
Kruskal-Wallis test is a non-parametric version of ANOVA
that compares medians in two or more groups.

Comparing two related samples: paired t-test
and Wilcoxon signed rank test

Often we want to compare changes within a group, such as
the pre- and post-training knowledge for those nurses who
were trained. In this case, our two measurements are not

ttest

Paired t test

Pretreatment Post-treatment Pretreatment Post-treatment

Males Females

Figure 4.12 Example of an interaction between two categorical variables. The
plot shows the blood levels of hormone before and after a drug treatment in males
and females

independent. A nurse who scored above average in the
knowledge test before the training started is more likely to
score above average after the training programme than a
nurse who scored poorly at the beginning. We need to con-
sider the dependency of these repeated measurements, oth-
erwise we will lose the advantage of the within-individual
comparisons. This is done by the dependent samples f-test
or its non-parametric equivalent, the Wilcoxon signed rank
test. The null hypothesis here is that the mean change in the
group with training is zero (see Stata output, below).

The mean difference between post- and pre-training
knowledge is 4.13, with a 95 per cent confidence interval of
2.779 to 5.488. Because O is not included in the 95 per cent
confidence interval, we can conclude that there is a signifi-
cant increase in knowledge after the training. This conclu-
sion is confirmed by the test statistic t = 6.5458.

A similar result is obtained if a non-parametric test is
used. A Wilcoxon signed rank test shows that the pre- and

post knowledge= preknowledge if group==1

Variable | Obs Mean Std. Err Std. Dev [95% Conf. Interval]
_________ o
post_k~e | 15 17.4 .623355 2.414243 16.06304 18.73696
prekno~e | 15 13.26667 .6723567 2.604026 11.82461 14.70873
_________ o
diff | 15 4.133333 .6314508 2.445599 2.779006 5.487661
mean (diff) = mean(post knowledge - preknowledge) t = 6.5458

Ho: mean(diff) = 0 degrees of freedom = 14
Ha: mean(diff) < O Ha: mean(diff) != 0 Ha: mean(diff) > 0
Pr(T < t) = 1.0000 Pr(|T| > |t]) = 0.0000 Pr(T > t) = 0.0000
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post-training scores are significantly different (z = 3.358,
N =15, P<0.001). Here, N is the sample size minus the
number of tied observations within a subject. Exact P
values should be calculated from tables or software if the
sample size is smaller than 10.

Wilcoxon signed-rank test

sign | obs sum ranks expected
___________ o
positive | 14 119 60
negative 1 1 60
zero | 0 0 0
___________ e
all | 15 120 120
unadjusted variance 310.00
adjustment for ties -1.38
adjustment for zeros 0.00
adjusted variance 308.63
Ho: post_knowledge = preknowledge
Z = 3.358
Prob > |z| = 0.0008

The above paired tests are also used if the individuals of
two groups are different but linked in some other way. In
twin studies, twins with a psychiatric disorder are often
compared with their respective unaffected sibling. Parent-
child studies and comparison between the two halves of the
brain are other examples.

Note that these paired tests look only at changes within a
group; if a comparison between groups is the issue, one
would use an independent f-test on the change scores as
above: two separate within-group P values are not appro-
priate for comparing groups (e.g. a contrast between a sig-
nificant P value in one group but not in the other). This is
because, as already noted, the non-significant P value indi-
cates not absence of an effect but lack of evidence for an
effect.

ttest pre knowledge=10

One-sample t test

A single group: one-sample t-test

The one-sample #-test assesses whether the mean value dif-
fers from a theoretical value, for example does the mean
knowledge score of the nurses differ from 10? The compar-
ison value is often called a norm (a value obtained from
very large sample, perhaps over many years, and that
becomes a standard; intelligent quotient (IQ) of 100 is one
such norm). Again, the confidence interval of the estimated
mean of 13.5 ranges between 12.58 and 14.49 and does not
include 10. Therefore, we can conclude that the nurses score
significantly better than 10. A formal one-sample f-test
below shows that we can reject the null hypothesis that the
knowledge score of the nurses before the treatment started
is 10 at the 0.05 level and again conclude that nurses score
significantly better than 10 (see Stata output, below).

If the data are seriously skewed, we can use the one-
sample Wilcoxon test as a non-parametric alternative.

Chi-squared and Fisher’s exact test, and
McNemar’s test for paired proportions

The chi-squared ()?) test can be used as a goodness-of-fit
test to compare a theoretical and an observed distribution.
More widely used is the ” test for proportions in a two-way
contingency table. It is based on a comparison of observed
and expected frequencies in the cells of the table. The
degrees of freedom are (k, — 1) x (k,— 1), where k, and &,
are the number of categories in the rows and columns,
respectively. An amendment to the basic ) statistic, aimed
at improving the fit to distributional assumption, is the con-
tinuity correction or Yates’ correction. If any of the
expected frequencies is less than 5, then the distributional
approximation to the y’ test statistic is inaccurate and
Fisher’s exact test would be used. This test does not work
with a test statistic as such but enumerates all possible
tables with the same marginal totals to find the proportion
as extreme as that observed and so produces only a P value.
The example below illustrates a test of whether diagnostic
groups differ according in the proportions above and below
a functioning threshold as measured by the GAF.

Variable | Obs Mean Std. Err Std. Dev. [95% Conf. Intervall]
_________ o
pre_kn-~e | 30 13.53333 .4666667 2.556039 12.57889 14.48777
mean = mean (pre_knowledge) t = 7.5714
Ho: mean = 10 degrees of freedom = 29
Ha: mean < 10 Ha: mean != 10 Ha: mean > 10
Pr(T < t) = 1.0000 Pr(|T| > |t|) = 0.0000 Pr(T > t) = 0.0000



numerating sample-space combinations:

stage 3: enumerations = 1
stage 2: enumerations = 3
stage 1: enumerations = 0
| primary diagnosis
|
gafbin | schizophr bipolar other | Total
| psy |
________ o
0 | 24 13 10 | 47
| 24.3 14.1 8.6 | 47.0
________ o
1| 7 5 1| 13
| 6.7 3.9 2.4 | 13.0
________ o
Total | 31 18 11 | 60
| 31.0 18.0 11.0 | 60.0
Pearson chi2(2) = 1.4363 Pr = 0.488
Fisher’s exact = 0.587

In the above table, the expected values E are given under-
neath the observed values O. These are the average values
expected in tables with no association between rows and
columns and hence are proportional to the row and column
proportions. The E for the schizophrenia/gafbin =0 cell is
47 x 31/60 = 24.3, very close to the observed value O of 24.

In anything more complicated than a 2 X 2 table, the aim
would be to identify the proportions that were particularly
high or low, once a significant overall difference had been
established. One essentially exploratory approach appropri-
ate for large tables is to scan the Pearson residuals in the
cells (jO- E|/\/E (any of the latter above 2-3 being worth
investigating). Correspondence analysis may also help (see
Multivariate and other more complex techniques, below). In
smaller tables, one can test for specific (preferably prespec-
ified) comparisons using subsets of the cells, again using a
y’ test but bearing in mind that, with k degrees of freedom,
only k possible independent tests are possible (see Everitt®).

The McNemar test is used for paired proportions. For
example, one might compare the proportion of nurses who
passed an exam at baseline with the number passing at
follow-up after training. If there were no effect of training,
the proportion changing in either direction would be
expected to be 50 per cent and so the test statistic compares
this with the proportion who do change in one direction, for
example from fail to pass. Those who pass or fail on both
occasions do not enter into the calculation.

Kaplan—Meier analysis and log-rank test

Researchers are often interested in the time until partici-
pants in a study experience a specific event such as death
or recovery or relapse (e.g. time until a relapse of a psy-
chosis). The participants are followed from a starting point
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(which can be different for each participant) until the time
when the event of interest occurs. If the participant with-
draws or the study ends before the event occurs, the data
are described as censored: we do know that the time to
event (survival time) is longer than the measured follow-up,
but we do not know the actual time. Simple statistics such
as the standard y” test or the mean time to the event are
oversimplistic for censored data, which are preferably
analysed with survival analysis methods.*

A popular non-parametric survival method is Kaplan-
Meier analysis, which allows the estimation of a survival
function (proportions of people at successive time intervals
who survive without the event occurring). It is drawn as a
plot with time on the x-axis and survival probability on the
y-axis drawn as a step function, since only times when
events actually happen are plotted. The time at which 50
per cent of people survive is the median survival time, and
this is often used as a summary statistic, along with its 95
per cent confidence interval. Figure 4.13 shows the survival
curve for patients with severe Alzheimer’s disease in two
different treatment groups. The difference in survival prob-
ability increases until about 50 months. Then the curves
start to merge and after 12 months both curves approach 0.

Formal tests such as the log-rank test are used to com-
pare the survival distributions for two or more groups. This
is a y,” test that compares the observed numbers of events
at each time point with the number expected if the survival
curves were the same for the two groups. It does this by
ordering the survival times of all participants and hence
dividing up the follow-up time into intervals in which
events occur. In each time interval, the number of events is
recorded and the number of participants who remain at risk
is reduced accordingly. The numbers observed and expected
under the null hypothesis of no difference between the
groups are accumulated over the whole time period. See
Collet® for further details.

The distribution of the times to death for the two groups
is significantly different according to the log-rank test. The
median time to death of patients in the new treatment
group is 40 months, while it is only 27 months in the old
treatment group (see Stata output overleaf).

Other survival analysis methods such as Cox regression
can allow for the effects of covariates (including covariates
that change over time) on the survival time.

CORRELATION AND REGRESSION

So far, we have analysed measurements from different
groups. Often, however, we want to assess the relationship
between two variables in a single group. For example, using
the nurse dataset, one might wish to assess the relationship
between the knowledge score before and after the training
program. Does a high score after training depend on a high
score before training? Such an analysis should start with a
scatter plot, in which one variable is plotted against a
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Figure 4.13 Example of Kaplan-Meier curve

failure _d:
analysis time t:

treatm~t | time at ris
new trea | 1969
current | 1343
total | 3313

event == 1

time
incidence

k rate

5 .0181264

7 .0305872

2 02318

no. of | -————- Survival time ---—-—- |
subjects 25% 50% 75%
450 28 40 63
450 18 27 36
900 21 32 50

Log-rank test for equality of survivor functions

| Events
treatment | observed
new treatment method | 357
current treatment method | 411
Total | 768
chi2 (1)
Pr>chi2

horizontal axis (r-axis) and another

one against a vertical

axis (y-axis). If one variable is considered to be dependent
on the other (e.g. if one follows the other in time), then that

variable should appear on the y-axis.
Figure 4.14 shows a scatter plot

between pretreatment

scores and post-treatment scores of the 30 nurses. Note that
six cases have the same values and do not appear as sepa-

Events
expected

rate points. The line is from a fitted straight-line regression
of post-treatment on pretreatment score. This would differ
from the regression the other way around, of pretreatment
on post-treatment score, because it finds the line that mini-
mizes the squared errors or residuals. These are measured
by the vertical distances between the points and the line
using a method of estimation known as least squares.
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Figure 4.14 Scatter plot showing linear regression line

Regression assumes that one variable (the dependent
variable on the y-axis) is a random variable whereas the
other (the independent or explanatory variable) is a fixed
error-free measurement. This is of course rarely the case
and is not true of the nurse data. Errors of measurement in
the independent variables attenuate the slope of the line
(make it less steep), and it is worth bearing this in mind,
although in practice this feature is usually ignored.

The difference between regression and
correlation

Although mathematically (and in terms of the situations
where they are used) correlation and regression are closely
allied, there are conceptual differences between them.
When one of the variables is thought to depend on or be
predicted by the other, the natural approach is that of
regression (see below). When the question is simply a
matter of the degree of an association, then correlation
analysis is more appropriate. Correlation is essentially sym-
metrical, and distributional assumptions about both vari-
ables are necessary for hypothesis tests, whereas in
regression no distributional assumptions are made about
the independent variables. In the above example, one could
treat the data either way: correlation between the scores
could be estimated, or a regression of knowledge after
training could be fitted to that before training (the reverse
relationship would probably not make much sense, indicat-
ing the importance of actively choosing what is to be the
dependent variable and bearing in mind the criteria for
causation, e.g. as in the Bradford-Hill criteria listed earlier).

Pearson’s product moment correlation

The most commonly used measure of association is the
Pearson product moment correlation coefficient, r, used to
measure the strength of a linear relationship between two
normally distributed variables with equal variances. It
ranges between —1 (perfect negative relationship) and +1
(perfect positive relationship). The square of r is the per-
centage of variance in one variable explained by the other.
In the nurse example, r for the relationship between pre-
and post-training knowledge is 0.52. Pretraining scores
explain therefore 0.52% or 27 per cent of the variance of the
post-training scores. Hypothesis tests for the population
correlation p can be based on the Fisher transformation:

z=1/2In((1+ /(1 =1)

which produces a test statistic z that is approximately
N(0,1). A hypothesis test (single-sample z-test) of the null
hypothesis that the population correlation is O shows that
the observed r of 0.52 is significantly different from 0
(P =0.003, 95 per cent confidence interval 0.20 to 0.74).

A correlation coefficient of 0 means that there is no
linear relationship, but this does not mean that there is no
relationship of any kind - it might be non-linear (hence the
need to plot the data). It is important that there is no funnel
shape in the data where the spread widens or narrows at
different levels of the variables (indicating heteroscedastic-
ity, i.e. a change in variance) and no outliers, to which
Pearson’s correlation is very vulnerable. Partial correlations
are correlations between a pair of variables after adjusting
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for a third (and can be derived from the three pair-wise
correlations).

Spearman and Kendall’s tau correlation

Non-parametric alternatives are available, such as
Spearman’s rank correlation p. This is equivalent to the
Pearson’s correlation calculated on the ranked data and
detects any monotonic (i.e. increasing or decreasing) relation-
ship, such as an exponential relationship. Spearman’s p
ranges from —1 to 1 and is interpreted in a similar way to
Pearson’s r. However, p” cannot be interpreted as a percentage
of variance explained in the same way as . If there are tied
observations in the data, a corrected version should be used.
Furthermore, if the sample size is small (< 15) or if there are
tied observations among the data, either exact P values
should be computed or a statistical table for critical values of
p should be consulted.” Spearman’s p assumes that the differ-
ence between all subsequent ranks is the same (e.g. the differ-
ence between ranks 1 and 2 is the same as between ranks 10
and 11). This a commonly made assumption for Likert scales
in psychiatric measurement scales. If the assumption of
equidistance cannot be assumed, then Kendall’s tau correla-
tion coefficient is an alternative for ordinal-level variables.

Linear regression

Multiple linear regression is used for prediction of a vari-
able from a set of other variables, or to control for con-

founders when the interest is in one particular variable (e.g.
treatment arm). For example, one might use a t-test to com-
pare the mean values of a continuous variable, such as
symptom score, between two groups in a randomized con-
trolled trial. Then one might wish to control for the baseline
value and perhaps also sociodemographic variables using
regression. This procedure is often known as ANCOVA.
Regression and ANOVA, and ANCOVA (a mixture of the
two), are examples of general linear models - not to be con-
fused with the even more general generalized linear models
(see below).

The example below shows typical output for a regression
of functioning (GAF score) on days in hospital, randomiza-
tion group of the patient’s nurse and admission cohort
(three categories, included as two dummy variables).
(Because the patients are ‘clustered’ within the nurse, a
preferable analysis would take this into account; see
Multivariate and other more complex techniques, below)
(see Stata output, below).

The linear regression prediction equation is (rounded):

GAF score = 59.39 + 7.470 (if randomization group = 1) +
2.844 (if admission group = 2) + 21.952 (if admission
group = 3) + 0.00323 (days in hospital)

The coefficients are the estimates of the increase in the
dependent variable for a one-unit increase in the independ-
ent variable, adjusted for all other variables. Thus, since
group is coded O and 1, the coefficient for group in the

xi: regress gaf group i.admitgrp days
i.admitgrp _Tadmitgrp 0-2 (naturally coded; _TIadmitgrp 0 omitted)
Source | SS af MS Number of obs = 60
————————————— e F( 4, 55) = 12.08
Model | 4122.47021 4 1030.61755 Prob > F = 0.0000
Residual | 4694.11312 55 85.3475113 R-squared = 0.4676
————————————— e Adj R-squared = 0.4289
Total | 8816.58333 59 149.433616 Root MSE = 9.2384
gaf | Coef Std. Err t P>|t| [95% Conf. Interval]
_____________ o
group | 7.470304 2.653043 2.82 0.007 2.153487 12.78712
_Tadmitgrp 1 | 2.844533 2.652026 1.07 0.288 -2.470246 8.159311
_Tadmitgrp_ 2 | 21.95218 3.820844 5.75 0.000 14.29504 29.60933
days | .0032465 .0086497 0.38 0.709 -.0140879 .0205808
_cons | 59.39308 2.743692 21.65 0.000 53.8946 64.89156
testparm TIadmitgrp *
(1) _TIadmitgrp 1 = 0
( 2) _TIadmitgrp 2 = 0
F( 2, 55) = 17.15
Prob > F = 0.0000



regression equation is the adjusted difference between
groups. With no other variables in the equation, it would be
the same as a t-test. The R* is the percentage of variance
explained and is equal to the correlation between the pre-
dictions made by the above equation and the dependent
variable. R* depends on the number of parameters; a value
that is more comparable across different numbers of param-
eters is the adjusted R? which takes these into account. The
F statistic in the top right corner reflects the significance of
the group of explanatory variables taken together. The F
statistic at the end reflects the significance of admission
cohort as a categorical variable. Specific comparisons
between the dummy-coded diagnostic groups 2 and 3 and
the reference category appear in the main body of the
result: P=0.288 and P < 0.001, respectively.

Logistic regression

If one wished to compare the groups in terms of a binary
variable, for example symptoms improved, then the
approach would be a y* test to compare proportions
followed by logistic regression to control for other vari-
ables. Logistic regression analysis maximizes the likelihood

@M Logistic regression

Log likelihood = -16.913369

gaf cat | 0dds Ratio  Std. Err
_____________ e
group |  4.444985  3.788074
_Idiagnosi 2 |  7.141792  7.263598
_Idiagnosi 3 |  1.903212  2.285294
@ estimates store A
logistic gaf cat group
Logistic regression
Log likelihood = -19.095425
gaf cat | 0dds Ratio  Std. Err
_____________ o
group | 4 3.098387

estimates store B
lrtest A B

Likelihood-ratio test
(Assumption: B nested in A)
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(the probability p of the observed data given a particular
statistical model) to estimate the parameters of a linear
equation for the log of the odds - In(p/(1 — p)) - also called
the logit.

It does this through an iterative process to maximize the
likelihood (maximum likelihood estimation). The output can
be expressed in terms of the coefficients that apply to the
logit through the linear predictor. An alternative formula-
tion is in terms of exponentiated coefficients, which are the
estimated adjusted ORs, and these are usually more useful
for interpretation.

The example below shows the output in OR format for a
logistic regression of binary (0/1) functioning category
against randomization group (coded 0/1) and three-category
diagnostic group for 30 of the patients (see Stata output @,
below).

Here, diagnosis 2 seems to be significant at about
P =0.05 compared with diagnosis 1. However, we need to
test the whole variable, so we still need to perform a likeli-
hood ratio test. We rerun the analysis without diagnosis to
see whether the likelihood drops significantly, as illustrated
below. Such tests can be validly applied when model A is
nested in model B (i.e. A’s parameters form a subset of B's)
(see Stata output @, below).

Number of obs = 30

LR chi2 (3) = 7.76

Prob > chi2 = 0.0512

Pseudo R2 = 0.1866

z P>|z]| [95% Conf. Intervall
1.75 0.080 .8364988 23.61975
1.93 0.053 .9729447 52.42353
0.54 0.592 .1808843 20.02503
Number of obs = 30

LR chi2 (1) = 3.40

Prob > chi2 = 0.0653

Pseudo R2 = 0.0817

z P>|z| [95% Conf. Intervall
1.79 0.074 .8764398 18.25567
LR chi2 (2) = 4 .36

Prob > chi2 = 0.1128
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The likelihood ratio test compares the likelihoods with
and without diagnosis and shows that there is no signifi-
cant reduction. Diagnosis as a whole is not significant and
can be omitted from the model.

The output below illustrates the use of the linear predic-
tor format as an alternative to the OR format to obtain logit
(or log odds).

This linear predictor can be used to form predictions of the
odds and hence the probabilities for individuals, as shown in
the example for someone aged 20 years in group 1:

Logit or In(odds) = 3.466 + 2.132 — 20 0.2783 = 0.0323
0dds = exp(0.0323) = 1.0328
Probability = 1.0328/(1 + 1.0328) = 0.5081

The adjusted ORs for a positive outcome (gaf_cat= 1) in
relation to a unit increase in the independent variables are
found by exponentiating the coefficients, for example
exp(2.131) = 4.

Logistic regression is commonly used in case-control
studies: the case-control status is the binary dependent
variable and the ORs measure the degree of association
between the risk or protective factors and that status. In this
situation the ORs are often interpreted as RRs, although this
is numerically accurate only when the risk is very small
(e.g. <0.05). It is true, however, that, whatever the risk, a
significant OR will indicate a significant RR, even if numer-
ically they are not equivalent. Note that the calculation of
probabilities as above cannot be performed: this is because
the proportion of cases is determined by the design of the
study (50% each in 1:1 matching), and so calculating a
probability based on these proportions is meaningless.

Standardization of coefficients

In a regression analysis, either or both dependent and inde-
pendent variables can be standard scored or z-scored - that
is, the mean is subtracted and the value divided by the
sample standard deviation (cf. standard effect sizes). The
resulting coefficients are sometimes called ‘beta coeffi-
cients. If both dependent and independent variables are
standardized, then the betas have a similar interpretation to
partial correlation coefficients, although they are numeri-
cally slightly different. This is a useful way of comparing
(within a given regression model) the relative sizes of coef-
ficients for variables that are measured in different units.
For logistic regression, one would only standardize the
independent variables, because the dependent variable,
being binary, does not need to be standardized.

gaf cat | Coef Std. Err
_____________ e

group | 2.13168 .9555024

age | -.2782977 .157653

_cons | 3.466657 2.40287

Conditional logistic regression

One further type of regression that is especially important
for individually matched case-control studies and other sit-
uations where the observations are not independent is con-
ditional logistic regression. Here, the observations that are
individually matched (e.g. in a case-control study) or con-
nected in some other way (e.g. the two patients of each
nurse in the example) are indicated by a ‘link’ variable or
‘match group’ (e.g. the nurse identification in the example).
The likelihood that is maximized in estimating the parame-
ters of a logistic model for case status is conditional on
membership of the linked group and so effectively controls
for characteristics that the members of the linked group
have in common. This is the point of matching - to control
for unmeasured confounders - and so it is important to
make use of conditional logistic regression rather than
standard logistic regression where appropriate, otherwise
the benefits of matching may be wasted.

Other types of regression

Some other types of regression worth knowing about are
multinomial logistic regression, where the dependent vari-
able is categorical non-ordered, such as diagnosis; ordered
logistic regression, where the dependent variable is ordered
categorical, such as grade of illness; and Poisson regression,
for count data, such as the number of admissions to hospi-
tal, or binary data, such as admitted or not where the time
at risk is either measured or implied and one is interested in
rates rather than proportions. Poisson regression is com-
monly used in cohort studies to estimate rate ratios over a
follow-up period after controlling for confounders and pro-
duces rate ratios. Cox regression is appropriate where the
outcome is time to an event, as in survival analysis. It pro-
duces hazard ratios, which are ratios of the risks of an event
at any given point in time (rather than averaged over the
follow-up time, as in Poisson regression). A more general
model, which encompasses all of the above as well as linear
and logistic regression and a number of others, is the gener-
alized linear model.

Model-building in regression

The best way to include variables in a regression model of
any type is on the basis of theoretical background in the
subject matter of interest. However, sometimes investigators
are faced with a large number of potential independent
variables without much guidance as to which to use. A rule

z P>|z| [95% Conf. Interval]
2.23 0.026 .2589298 4.004431
-1.77 0.078 -.5872919 .0306965
1.44 0.149 -1.242881 8.176196



of thumb is to have at least ten cases per parameter to be
estimated, so there is often a need to cut down the number
of variables included. Some possible automatic methods are
as follows:

e Backward selection: first include all variables, then omit
variables one by one, starting with the least significant
and refitting the model each time.

e Forward selection: start with the single most significant
variable (having tested each separately), then progres-
sively add in a variable at a time (again refitting the
model each time).

e Stepwise: a mixture of the above procedures.

None of these is necessarily optimal, and they may give
rise to different sets of wvariables. See Derksen and
Keselman®® for a discussion. An increasingly popular alter-
native to model selection based on significance testing is
the use of information criteria, such as the Akaike informa-
tion criterion (AIC).”” This allows the comparison of the
likelihood of a set of different candidate models, which
need not be nested, as is the case with likelihood ratio tests.

MULTIVARIATE AND OTHER
MORE COMPLEX TECHNIQUES

Principal components and factor analysis

Principal components analysis (PCA) transforms the data
variables into components (linear combinations of original
variables) that explain decreasing proportions of the vari-
ance in the data and that are uncorrelated.’® It is essentially
a data-reduction technique - often the first few compo-
nents are plotted to illustrate the main features of multi-
variate data. The last few are useful for indicating any
outliers. It is also used as the mathematical first step in a
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factor analysis. However, although factor and principal
components analysis are often confused, they are conceptu-
ally distinct.

Exploratory factor analysis seeks underlying factors that
explain the correlation or covariance between variables.
The unmeasured variables are assumed to be linear func-
tions of underlying unmeasured or latent variables, plus
measurement errors (called residuals or specific factors).
The analysis is often initiated by running a PCA to deter-
mine the number of factors. Factors are extracted using e.g.
maximum likelihood methods, which can be rotated, either
orthogonally (e.g. using the varimax method - axes are kept
orthogonal/perpendicular) or obliquely (e.g. using the
oblimin method - axes are allowed to form oblique pat-
terns). The rotation often allows the coefficients that define
the factors (factor loadings) to be interpreted more easily. It
is common practice to set loadings to zero if they are below
a cut-off (e.g. 0.40), with the aim of finding factors that are
each associated with a mutually exclusive set of variables.
(The others are not zero, but this presentation simplifies the
results.) Costello and Osborne® provide some guidance on
this method.

Table 4.14 shows typical factor solutions for hypothetical
data from a quality-of-life scale. Interpretations of the fac-
tors are given along the top (these are the prerogative of the
investigator). The percentage of the variance explained by
each factor is given along the bottom. In this case the three-
factor solution seems to be more interpretable because the
variables load into different factors. Note that the negative
coefficients do not matter for interpretation (so long as they
are consistent within a factor). If scales were to be derived
from the factors, then common practice would be to add up
the values of the items within factors (i.e. set the factor
loadings to 1). It is important that item response scores are
in the same conceptual order.

In a confirmatory factor analysis, the researcher sets up

Table 4.14 Example of a factor analysis: oblimin-rotated factors based on principal components analysis of eight variables; factor loadings > 0.40 shown

Physical functioning 0.85
Role physical 0.41 0.40
Bodily pain 0.85
General health 0.64
Vitality 0.78
Social functioning 0.63
Role emotional 0.74
Mental health 0.91
Percentage of variance explained | 77% 10%

0.78
—-0.83
0.82
0.70
0.82
0.42
-0.72
0.90
72% 15% 10%
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in advance a hypothesis for the latent constructs and meas-
ures a number of variables that reflect different aspects of
these constructs. The set of relationships between the
observed variables and the constructs is called the measure-
ment model, which is then tested for fit against real data. In
more complicated models, the factors themselves will have
a relationship with one another; this combination of factor
analysis and regression analysis is called a structural equa-
tion and is analysed with specialist software. Figure 4.15
shows how such a theoretical model might be set up. Such
diagrams are known as path diagrams.

Other multivariate methods

Principal components and factor analysis are widely used
methods. Here, we mention some other methods that are
much less popular but worth noting. Discriminant analysis
is a method for classifying individuals into predefined
groups by producing linear discriminant functions of the

Body
function

11117 11911

variables (if equal variances can be assumed) or quadratic
functions (if not). It also provides a plot in a lower dimen-
sion than the original number of variables (analogous to
principal components, except that the plot maximizes the
variance between group means rather than between indi-
vidual data points). It has a similar function to binary logis-
tic regression (or multinomial logistic regression when there
are more than two groups), but unlike those methods it
assumes multivariate normality of the variables used and is
hence somewhat more restrictive in application. The main
advantage is the plot it produces. Another classification
method is classification and regression tree analysis
(CART); this focuses on finding interactive effects (i.e. com-
binations of variables) rather than linear functions, as in
discriminant analysis or logistic regression analysis, and
produces a tree-like diagram (e.g. see Thomas et al.*°).
Correspondence analysis is a method for graphically dis-
playing cross-tabulated data; although it is little used in
psychiatry, it is potentially very useful for exploratory

Depression

LiLLd

Figure 4.15 Example of a structural equation model. This relates the two latent traits ‘Pain’ and ‘Body function’ to the latent trait
‘Depression’. Each latent trait is measured by five items (measurement model)



analysis of large cross-tabulations. Canonical correlation
analysis again is little used, probably because the results are
difficult to interpret; it is a method for investigating linear
functions that maximize the correlation between the vari-
ables in one set with the variables in another set. Cluster
analysis is a vast set of methods that seek subgroups within
a dataset. It is a data-driven exploratory method, overlap-
ping with data-mining, neural networks and pattern recog-
nition. Everitt et al.* give an overview of the more standard
methods. They differ from the classification methods men-
tioned above in that the groups are unknown a priori - the
aim is to use the data to find the groups.

For an introduction to applied multivariate data analysis,
see Everitt and Dunn*® or Tabachnick and Fidell.”

Methods for non-independent data

Many standard statistical methods assume that each data
point has been sampled independently of the others.
However, in some situations this is not the case. Clustered
trials and matched case-control studies have already been
mentioned. Other examples are sampling of families where
all members are interviewed, and of students within classes
within schools. Repeated measurements for the same sub-
ject - sets of measurements of the same variable at different
time points or sets of different variables that measure the
same underlying within-subject factor - are also dependent.

In a multivariate analysis of variance (MANOVA), the
purpose is to compare groups (e.g. gender or experimental
condition) in terms of sets of dependent measures simulta-
neously. It is sometimes known as profile analysis when
different variables are involved. It has been superseded to
some extent by a number of specialized techniques appro-
priate for such data, such as multilevel models and general
estimation equation (GEE) models. Other terms that will be
encountered are random effects and mixed models. This col-
lection of techniques is very flexible and can cope with
within-subject repeated measures and multilevel sampling
of different subjects. It can allow the inclusion of several
levels of cluster (e.g. individuals clustered within families,
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families clustered within a therapist, and even cross-
clustering, where individuals are clustered within families
but family members do not have the same therapist). These
modelling techniques allow the inclusion of both
individual-level and cluster-level covariates.

To illustrate these, below is a simple regression of GAF
score of the 60 patients on randomization group of the
nurse in the training example. Because of the clustering of
the pairs of patients within the nurses, this would not be
correct and would underestimate the standard error for
group and hence overestimate the significance.

Overleaf are the same data analysed as a random effects
regression. Here, the effect of nurse that is common to his
or her pair of patients has been explicitly modelled. The
standard error increases and the estimate of the group effect
is changed slightly, from 8.86 to 7.93 (see Stata output @,
overleaf).

Another approach is to use standard techniques such as
linear regression but with specially adapted estimation
methods that are robust to non-independence (such as the
sandwich estimator mentioned earlier). Overleaf are the
results for the above example: the point estimate for group
is the same as the simple regression, but the standard error
has been adjusted to take account of the clustering and is
now called ‘robust standard error’ (see Stata output @,
overleaf).

A simple alternative approach for clustered data is to
construct a summary statistic for each cluster and then
analyse these summary values, for example with a weighted
t-test using the numbers of subjects as a weight. However,
this latter approach is not efficient and does not allow a
more complex analysis including individual covariates.

Meta-analysis

Sample sizes in psychiatric studies are sometimes too small
to detect clinically important effects. However, it is possible
to combine the results of several similar studies by means
of meta-analysis.**** A typical meta-analysis starts with a

regress gaf group
Source | Ss af MS Number of obs = 60
————————————— b F( 1, 58) = 8.90
Model | 1172.68601 1 1172.68601 Prob > F = 0.0042
Residual | 7643.89732 58 131.791333 R-squared = 0.1330
————————————— = Adj R-squared = 0.1181
Total | 8816.58333 59 149.433616 Root MSE = 11.48
gaf | Coef Std. Err. t P>|t| [95% Conf. Intervall
_____________ o
group | 8.861607 2.970743 2.98 0.004 2.915019 14.80819
cons | 63.78125 2.029404 31.43 0.000 59.71896 67.84354
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Q) xtreg gaf group, i (nurse)

Random-effects GLS regression Number of obs = 60
Group variable: nurse Number of groups = 30
R-sg: within = 0.0154 Obs per group: min = 2
between = 0.1563 avg = 2.0
overall = 0.1330 max = 2
Random effects u i ~ Gaussian Wald chi2 (1) = 5.34
corr(u_ i, X) = 0 (assumed) Prob > chi2 = 0.0208
gaf | Coef Std. Err. z P>|z| [95% Conf. Interval]
_____________ o
group | 7.92753 3.430114 2.31 0.021 1.20463 14.65043
cons | 64.21715 2.507726 25.61 0.000 59.3021 69.13221
_____________ o
sigma u | 9.5259075
sigma e | 6.6779359
rho | .6704923 (fraction of variance due to u_i)
® regress gaf group, cluster (nurse)

Linear regression Number of obs = 60
F( 1, 29) = 5.53
Prob > F = 0.0257
R-squared = 0.1330
Root MSE = 11.48

(std. Err. adjusted for 30 clusters in nurse)

| Robust
gaf | Coef Std. Err.
_____________ e
group | 8.861607 3.769132
cons | 63.78125  2.936454

systematic review: studies of the same or similar treatments
of generally randomized controlled trials are collected in a
formalized process.*®* Meta-analysis is a statistical tech-
nique that allows the combination of the effect sizes
extracted from different studies into one overall estimate
with an associated confidence interval and a hypothesis test
of treatment effectiveness.

The statistical models used in meta-analysis weight the
individual study results using either fixed or random-effects
models, the choice between them depending on the degree
of between-study variability, which can be tested in relation
to pooled variation within studies with a y’ test for homo-
geneity (sometimes called the Q test). If they are homoge-

t P>|t]| [95% Conf. Intervall
2.35 0.026 1.152867 16.57035
21.72 0.000 57.77553 69.78697

neous, then a fixed effects model should be used. In this
case, the weights are proportional to the inverse of the
within-study variation (e.g. as reported in the standard
errors of the effects). If the studies are heterogeneous, then
a random-effects model is more appropriate; here, the
weight combines the studies’ individual precisions with the
between-study variation.

Figure 4.16 shows a so-called forest plot, a graphical
summary of a meta-analysis. This shows the effect sizes
obtained from the individual trials with their confidence
intervals (the lengths of the lines); the size of the boxes is
proportional to the sample sizes, and a vertical line indi-
cates the overall effect.*®
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Standardized mean difference
(95% CI) %Weight

080 (0.22,1.38) 5.0
095 (0.44,1.46) 59
—-0.04 (-0.64,0.56) 4.8
062 (0.08,1.16) 55
0.63 (-0.00,1.29) 43
0.76  (0.31,1.21) 6.9
032 (-0.17,0.81) 6.2
039 (-0.19,098) 5.0
0.26 (-0.26,0.78) 5.8

115 (056, 1.75) 4.9
—-0.13 (-0.58,0.32) 6.9
0.68  (0.05,1.31) 45
0.47 (-0.20,1.15) 4.0
0.16 (-0.40,0.73) 5.2

092 (0.19,1.66) 35
0.61 (-0.10,1.32) 3.7
056  (0.02,1.09) 5.6
0.54 (~0.09,1.18) 4.4
0.27 (-0.13,0.66) 7.9
0.50 (0.34,066) 0.0
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Figure 4.16 Forest plot of a random-effects meta-analysis of 20 studies of a particular type of group therapy.
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Figure 4.17 Funnel plot for the studies shown in Figure 4.16
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A common problem is publication bias. Scientists tend to
submit only studies with significant results, and editors of
journals are more likely to publish such studies. Smaller
studies without statistically significant effects or even con-
tradictory effects are less likely to be published, so that the
overall effect tends to be overestimated. The possibility of
bias can be assessed informally by a funnel plot (Figure
4.17). This is a simple scatter plot of the sample sizes (or
precision) of the studies against their estimated effect
sizes.

The funnel plot in Figure 4.17 shows such a gap (bottom
right), which suggests a publication bias although a formal
test for bias (Begg’s adjusted rank test) was not significant.

KEY POINTS

Validity types include face; content; criterion; concurrent; discrimi-
nant; predictive; construct. Test—retest and inter-rater reliability are
assessed by kappa coefficient (categorical data), intraclass correla-
tion (continuous data), and item consistency by Cronbach’s alpha.
In diagnostic testing, post-test odds = pre-test odds x likelihood
ratio where odds = probability/(1 — probability); receiver operator
curves, sensitivity, specificity (both independent of base rate), PPV
and NPV are also key concepts.

The randomized controlled trial is the gold standard study design,
and involves the following concepts: phases of development,
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equipoise, placebo controls, blinding, intention-to-treat analysis,
individual v. cluster randomization and the Consort diagram.
Epidemiological designs include case—control studies (which are
analysed using odds ratios, often via logistic regression), and cohort
studies (which may use rates — or ‘person-year analysis’— rate ratios
and Poisson regression).

Partly because of the central limit theorem, many statistical tech-
niques are based on the bell-shaped normal or Gaussian distribu-
tion, characterized by the mean and standard deviation (square root
of variance); the mean £+ 1.96 x SD contains 95% of the observa-
tions.

The approximate (large sample) 95% confidence interval for an esti-
mate is the estimate + 1.96 x its standard error, and indicates its
uncertainty; the size of the estimate compared to its standard error
produces the P value, the chance of obtaining so extreme a value
under the null hypothesis (if P is below a critical value, alpha, it is
said to be significant at that level, e.g. 0.05).

Key basic techniques are: -test (non-parametric Mann—Whitney or
equivalently the Wilcoxon rank sum) and paired t-test (non-paramet-
ric Wilcoxon signed rank); chi-square test and McNemar test for
proportions; analysis of variance, correlation (Pearson and non-
parametric Spearman) and regression (linear for continuous and
logistic for binary outcomes), and survival analysis (Kaplan—Meier,
log-rank and Cox regression).

Important multivariate techniques include principal components
analysis, factor analysis (exploratory and confirmatory), discriminant
analysis, cluster analysis, structural equation modelling and path
analysis.

Meta-analysis allows one to combine the results of several similar
studies into one overall estimate with an associated confidence
interval, and uses forest plots (to show the estimates) and funnel
plots (to detect possible publication bias).
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Epidemiology

Stephen Stansfeld and Charlotte Clark

INTRODUCTION

Epidemiology is the study of health in relation to popula-
tions. Succinctly, it has been described as the basic quanti-
tative science of public health. It differs from clinical
medicine in that the results of epidemiological research
have relevance to public health with consequences for
health at the level of the population rather than the individ-
ual. It has been described as the study of the distribution
and determinants of health-related states or events in spec-
ified populations and the application of this to the control
of health problems.

Epidemiological methods have a number of useful func-
tions: to describe the burden of illness in a population; to
elucidate the aetiology of disease and biological dysfunc-
tion; to test the effectiveness of health interventions; and to
assess need for services.

Historically, psychiatric epidemiology began to develop
from purely descriptive to analytical epidemiology, aimed
at understanding the aetiology of disorders in the mid-
1970s.! This began with empirical work on improving the
reliability of psychiatric diagnoses, shown in the 1960s to
be very unreliable. In the US/UK comparative diagnostic
study, rates of schizophrenia in New York and London,
which were thought to be very different, were found to be
similar when standard methods of diagnosis were used in
both settings. Operational criteria for a range of disorders
were then developed and standardized psychiatric inter-
views were used to identify specific psychiatric disorders.
Diagnoses such as schizophrenia were also strengthened by
genetic adopted-away studies, which confirmed genetic
rather than solely cultural transmission of disease between
generations.” An important study of the time was the World
Health Organization (WHO) International Pilot Study of
Schizophrenia (IPSS), which found that a core syndrome of
schizophrenia could be diagnosed reliably in different set-
tings across the world by using a standardized psychiatric
interview. More recent studies have questioned whether
schizophrenic syndromes are equally frequent across cul-
tures, but at the time this study greatly increased confi-
dence in pursuing cross-cultural epidemiological research.
This led to developing new diagnostic instruments that
could be administered by interviewers without clinical

training in large epidemiological field studies, such as the
Epidemiologic Catchment Area Study (ECA) in the 1980s.
This was followed in the 1990s by the National Co-morbidity
Survey (NCS) and its replication study (NCS-R). Genetic
epidemiology has progressed from family, twin and adop-
tion designs to linkage including whole-genome studies.
Analytical epidemiology has made substantial progress, for
instance identifying, for schizophrenia, genetic inheritance,
obstetric complications and, intriguingly, urban and winter
birth as risk factors.

The advantages of studying an illness in a population
rather than a clinical sample are several. Clinical samples,
especially those seen in psychiatric out-patient and in-
patient settings, are often the more severe or complex cases.
Epidemiological samples give a better idea of distribution of
the full range of illness severity, including milder cases, that
may be helpful for understanding disease aetiology, and
results found in epidemiological samples can be applied to
the population from which they were taken. The type of
bias observed through the choice of a sample of patients
recruited from a health services source, to do with the selec-
tion processes involved in referral to health services, is
called Berkson'’s bias.

Epidemiological studies are often used in determining
causation of disease, where the potential aetiological or
causal variables are referred to as the ‘exposure’, to be
related to the dependent variable, the illness ‘outcome’

RATES OF DISEASE

The distribution of illness in a population is expressed in
terms of rates of disease, which allow the frequency of dis-
eases to be compared within and across populations (Box
5.1). There are two important rates: the prevalence rate and
the incidence rate. Prevalence rate assesses the proportion
of a specified illness or condition in a defined population.
Point prevalence refers to the prevalence of illness at a spe-
cific point in time (e.g. on a census day), whereas period
prevalence refers to the number of cases counted during a
longer period (e.g. 6 months).

Prevalence is distinguished from incidence because inci-
dence rates include the time dimension (see Box 5.1).



Box 5.1 Rates of disease

Rate of disease: frequency of state or event/number of
population at risk

Prevalence rate: proportion of a defined population having a
condition at any one time

Incidence rate: proportion of a defined population developing
a condition within a stated period.

Hence, incidence rates deal with the number of new cases
or episodes of illness developing in a population over a unit
time, usually a year. Strictly, for entirely new cases of an
illness, the term ‘inception rate’ rather than ‘incidence rate’
is correct because incidence may include recurrent episodes.

Rates are always expressed in relation to the population
at risk as the denominator. In other words, the denominator
is specified as the population that is potentially at risk of
developing the illness. For example, prevalence rates of
Alzheimer’s disease will be expressed as a proportion of the
elderly population - it would make no sense to include chil-
dren in the at-risk population.

Types of study in epidemiology

Epidemiological data can be collected either through new
studies or by using routine statistical data. Useful routine
data include statistics on mortality and cause of death
drawn from death certificates, which can be accessed in the
UK from the National Health Service (NHS Central) Registry
and have nearly complete data on deaths. Other routine
sources of data include the national cancer registry and
birth certificates. In some areas, detailed systematic infor-
mation is collected on health service attendees, including
diagnoses, as a case register. When these data are complete
and relate to a specific geographical area, they can be very
useful for assessing burden of disease and trends in inci-
dence of diagnosed disease. However, routine data sources
should be treated cautiously, as there are often missing
data. Usually, in order to understand the aetiology of a psy-
chiatric disorder, it is necessary to carry out an epidemio-
logical study. Broadly, studies may be either cross-sectional
or longitudinal. Cross-sectional studies include straightfor-
ward prevalence studies and analytical case-control stud-
ies. Longitudinal studies include incidence and cohort
studies.

Cross-sectional studies

A cross-sectional study is a study in which any association
between two factors relates to a single point in time. Their
uses include estimating needs for health services, providing
statistics for health education, and screening for undiag-
nosed disease. Cross-sectional studies are quicker and
cheaper than longitudinal studies, can be applied to the rel-
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evant population, and investigate hypotheses that are rele-
vant at that point in time. Their disadvantages are that it is
difficult to interpret associations in terms of causation, they
are not suitable for rare or short-duration diseases, and they
provide no estimate of incidence. They can, however, pro-
vide prevalence estimates, although these may be biased by
movers in or out of the study area.

Case—control studies

In case-control studies, a type of cross-sectional study, a
representative group of cases is compared with a group
without disease that is representative of the population
from which the cases derive. Unlike in observational cross-
sectional studies, subjects are sampled on disease rather
than exposure. All possible eligible cases should have an
equal likelihood of selection; for example, patients with
depression who undergo cognitive-behavioural therapy
(CBT) could be matched to a control group of patients with
depression who do not undergo CBT. Controls are then
matched to cases either on an individual or a group basis.
Matching is typically carried out for age, sex and some-
times social class, depending on the study. If subjects are
inadvertently matched on a factor that is part of the study
question, this is referred to as ‘overmatching’.

As the selection of subjects is based on cases, this study
design is useful for rare diseases, can involve screening for
a wide range of possible risk factors and expensive or time-
consuming tests, can test current hypotheses, and is not
biased by dropout over time. This type of study is often
seen as ‘quick and dirty’, as there is scope for bias in the
selection of cases and controls, measurement bias and recall
bias (see below for discussion of bias).

Longitudinal studies

In longitudinal studies, also referred to as prospective stud-
ies, a group of people are studied over a period of time.
Certain characteristics are determined at the beginning of
the study, and the incidence of disease in the group is then
observed. This is a classical incidence study. Alternatively,
in a cohort study, a group of subjects is studied at baseline
and then followed up with recurrent waves of data collec-
tion, which collects data on new exposures and outcomes.
Examples are the British Birth Cohort Studies that follow up
a sample born in a week in 1946, 1958, 1970 and 2000.>* A
specialized form of cohort studies are occupational cohorts,
where a group employed in the same organization is fol-
lowed up over time (e.g. Whitehall II Study of civil ser-
vants®) or populations with special exposures are followed
(e.g. victims of a disaster followed up for post-traumatic
stress disorder®). The advantage of longitudinal studies over
cross-sectional studies is that incidence rate can be meas-
ured, the longitudinal association of exposures and out-
comes is more likely to indicate causation, and the
longitudinal observation of cases gives a truer picture of
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severity, fatality, impact of therapy, and social class distri-
bution of disease. Importantly, risk factor assessment at
baseline is unbiased by presence of disease that develops by
follow-up. Additionally, information about changing risk
factor states may be obtained, and information given by
subjects is not open to bias. However, these studies are
expensive, gathering of results is slow, and refusals and
dropouts may introduce bias. It is also difficult to maintain
constant measurement techniques over time with changes
in study researchers. In incidence studies, there is a need to
test fixed hypotheses, and this design is not suitable for rare
diseases.

Clinical trials

The intervention study or clinical trial can provide higher-
quality data than observational studies because the investi-
gator randomly allocates the exposure status (treatment) of
the participants, thus ensuring greater validity to the results.
Participants are randomly allocated to ‘treatment’ or ‘con-
trol’ groups. It is slightly more complex than that because
intervention studies may be therapeutic (determining the
ability of a treatment to diminish symptoms, prevent recur-
rence or decrease mortality) or preventive (testing whether
a procedure can reduce the risk of developing a disease).
Subjects are selected from an experimental population in
which the trial is to be carried out; this will be a subset of
the reference population to whom the results of the trial
would be expected to apply. It is essential to select a large
enough sample to give sufficient power to test the hypothe-
ses and a sample that has enough outcomes (e.g. recovery
from depression) to allow meaningful comparisons between
the study groups within the study follow-up period.

Study subjects are invited to take part, having been
informed of the nature of the study and the fact that they
may be allocated to a control group without the active
treatment. Potential participants are then screened to
ensure they fit the inclusion criteria or may be ruled out on
the basis of predefined exclusion criteria; such criteria con-
trol the population sampled in the study. Randomization of
subjects to intervention or control group should be carried
out in a double-blind fashion, so that neither the subject
nor the investigator is aware of which group they are in.
This reduces bias related to the subject’s report and bias in
the investigator’s assessment of outcomes that could be
influenced by knowledge of whether the subject was in the
treatment or control groups (observation bias). This might
also influence allocation to treatment or control group (e.g.
investigators might tend to allocate more severe cases to
the treatment rather than the control group). Another
advantage of randomization is that groups will be similar in
background and both known and unknown confounding
variables.

A type of non-randomized intervention study uses a his-
torical control group in which a group of patients allocated
a new treatment is compared with a group that received an

earlier, less advanced treatment. If the new treatment is
much more effective than the old treatment, then a differ-
ence may be observed. However, if the difference between
the groups is small, then it may be difficult to be certain
whether the new treatment is more effective because of
confounding by changes over time in patient populations,
diagnoses or other treatments.

Compliance is an important issue, as non-compliance
with, for example, a drug treatment will weaken the differ-
ence between treatment and control groups. Similarly, it is
important to minimize dropout from the trial; frequent con-
tact between investigators and participants can help to
avoid this. To reduce bias in analysis, all subjects must be
included (not excluding dropouts) in what is called ‘inten-
tion to treat’ analysis - ‘once randomized, always analysed’
- otherwise there may be a temptation to exclude subjects
with less favourable outcomes.’

The progress of epidemiological knowledge is not
straightforwardly linear. Often results of studies on the
same topic are contradictory or show varying strengths of
association  between risk factors and outcomes.
Observational studies may be subject to unmeasured con-
founding factors and may be contradicted by the results of
randomized controlled trials (RCTs). How should the results
of such a bewildering array of scientific knowledge be syn-
thesized? Systematic reviews of the literature attempt to
bring together all relevant studies on a topic by scanning
the range of relevant databases (e.g. PubMed, PsycINFO,
Web of Science), including those papers that fulfil predeter-
mined quality criteria and then summarizing the results
narratively or statistically. Where studies have comparable
estimates of the magnitude of effects, these can be com-
bined to give a summary measure of size of effect through
a technique called meta-analysis. Pooled estimates of mag-
nitude of effects are extremely useful as summary measures
and are usually accompanied by measures of heterogeneity
showing how consistent these effects are across studies and
subgroups, such as by gender or age.

Selecting a sample

In epidemiological studies, it is important to select a sample
that is representative of the population you are studying.
The simplest method is to use random sampling to ran-
domly select a sample from a defined population, so that all
individuals within the population of interest should have an
equal chance of being surveyed. This, however, is often dif-
ficult to achieve; the approach usually taken instead is to
define a population that is thought to be representative of
the population of interest and to sample from within this
population. Bias can occur in the selection of the popula-
tion fairly easily; for example, people who have an interest
in the topic you are researching are more likely to partici-
pate in the study; alternatively, the use of a Web-based
survey to collect data rules out the participation of people
who do not have access to a computer. If you need greater



numbers of one population group in your sample, then you
may want to oversample in certain groups (e.g. women or
elderly people) and you may use stratified sampling with a
higher proportion or ‘sampling fraction’ from the specific
groups. Samples are usually selected from a convenient
source of names that covers the relevant population - a
sampling frame - such as the electoral roll, general practice
age-sex registers and postcode address files.

Bias

There are several important types of bias or potential error
in epidemiological studies that you need to be aware of
because they may lead to misleading results. In selection
bias, errors arise from the initial identification of the study
population - for instance, where the rate of response to the
study is related to exposure status; this may be particularly
an issue when control subjects are recruited from groups of
students or staff or from newspaper advertisements.?®
Observation (information) bias results from a systematic
difference in the way information on exposure or outcome
is obtained from subjects. Recall bias refers to ill individu-
als recalling previous exposures differently from controls. A
classic example of recall bias relates to studies of life events
and depression, where individuals with depression tend to
remember more negative life events, which non-depressed
individuals forget or do not report. Interview bias involves
bias in the interviewer’s technique contingent on the inter-
viewer knowing the disease status of subject; for example,
if interviewers are aware of the case status of subjects, they
may consciously or unconsciously put more or less effort
into getting information on exposure variables. Control of
bias may involve precautions taken in the study design, the
choice of study population and the methods of data collec-
tion and can be addressed in the analysis of results.

Measurement in psychiatry

The easiest measuring instruments to use in psychiatry are
self-report questionnaires, either as screening question-
naires for psychological distress, for example the General
Health Questionnaire (GHQ) and the Malaise Scale, or for
specific conditions, for example the Beck Depression
Inventory (BDI), the Hospital Anxiety and Depression Scale
(HADS) and the Center for Epidemiologic Studies
Depression Scale (CES-D). The advantage of these scales is
that they can be used as a continuous score for analysis,
although they may not be normally distributed. The disad-
vantage is that they do not yield diagnoses.

Diagnostic agreement measured by kappa, intraclass
correlations and Cronbach’s alpha

It is important to ensure that such instruments are reliable.
Reliability is of basically two types. One type of reliability
refers to the internal consistency of the scale - whether the
items on the scale are all measuring the same underlying
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dimension - assessed by high item-total score correlations,
or Cronbach’s alpha. The other type of reliability is retest
reliability: does the test give the same score if it is repeated
in the same individuals after a time interval? This is more
relevant for dimensions that remain stable over time (e.g.
neuroticism) rather than those that change (e.g. depressed
mood).

Cronbach’s alpha produces a value between O and 1.
Typically, a value of 0.6 or higher is regarded as indicating
adequate reliability, although ideally a value of 0.8 or
higher should be sought. It is important to appreciate that
the value of alpha will increase with the number of items in
a scale.

Psychiatrists frequently measure various characteristics
of individuals by the use of inventories, scales and meas-
urements, making it necessary to measure the degree to
which there is agreement between the raters undertaking
the assessment. This is known as inter-rater reliability. The
two most commonly used tests are described below.

The kappa statistic is used to assess agreement between
two observers and an outcome. For example, if two psychi-
atrists both assess the same 30 patients for a diagnosis of
schizophrenia, what is the extent of the agreement between
them? Kappa assesses the reliability between the observers.
Kappa can range from —1 to +1: —1 indicates no agreement
at all between the two psychiatrists’ diagnoses, 0 that there
is agreement between the two psychiatrists but that this is
not greater than the agreement we would expect by chance,
and +1 that there is perfect agreement between the diag-
noses for the psychiatrists. The significance of kappa is
determined by a rule of thumb that states that agreement
between observers should be at least 0.6 or higher if
possible.

If there are more than two observers and with interval
data, intraclass correlation (ICC) is used to assess agreement
between observers. ICC compares the variability of different
ratings of the same individual with the total variation in
ratings across all the observers and individuals - that is, the
variability of ratings for patient A are compared with the
total variation across all the patients and all the observers.
Like kappa, ICC produces an estimate that ranges from —1
to +1: it approaches +1 when there is little variability - that
is, when the ratings for the individual patients are similar
across observers. It is unusual to observe negative values in
ICC.

In epidemiological research, case identification is impor-
tant in counting the number of people with psychiatric dis-
orders for assessing service need and changes in rates of
illness. In most areas of psychiatry, there are no objective
tests of psychiatric diagnosis such as raised blood sugar is
for diabetes mellitus. Psychiatric diagnosis relies on clinical
interview. In the past, different psychiatrists would have a
range of diagnoses for the same patient. In other words,
diagnoses had low reliability, where several assessors dis-
agree in rating the same subjects; this is referred to as low
inter-rater reliability. This has led to the development of
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internationally agreed systems of diagnosis based on symp-
toms such as the International Classification of Diseases,
version 10 (ICD-10), championed by WHO, and the
Diagnostic and Statistical Manual of Mental Disorders, 4th
edition (DSM-IV), championed by the USA. Standardized
interviews have been devised to gather data on symptoms
in a systematic way in order to make diagnoses, such as the
Present State Examination (PSE) and its successor
Schedules for Clinical Assessment in Neuropsychiatry
(SCAN), the Diagnostic Interview Schedule (DIS) and the
Composite International Diagnostic Interview (CIDI). These
interviews are often semi-structured, with screening ques-
tions that, if acknowledged, are followed up by additional
probe questions. Such interviews require extensive training
and are predicated on the interviewer being clinically
trained. Increasingly, these interviews have been developed
as fully structured, eliminating the need for interviewer
discretion to enable their use by less expensive lay inter-
viewers.

As well as reliability, an instrument needs to have valid-
ity - that is, does it measure accurately what it is supposed
to measure? Face validity and content validity refer to
whether the instrument appears to measure what you want
to capture. Construct validity and discriminant validity
relate to the instrument measuring the underlying construct
but not other similar constructs. For instance, a valid meas-
ure of depression should not be measuring neuroticism or
lack of social support. An important form of validity in psy-
chiatry is criterion validity. In this, the sensitivity and
specificity of a newly developed instrument are usually
compared against a criterion, a so-called ‘gold standard’
These gold-standard criteria are hard to find in psychiatry
but often refer to a standardized psychiatric interview
against which a simpler questionnaire is being assessed.
Sensitivity of an instrument indicates the extent to which it
identifies true positive cases of the illness. Those true cases
of illness not identified by the test are false negatives and,
together with true positives, comprise 100 per cent of cases.
Specificity refers to the extent to which the instrument
identifies true negatives, or non-cases of disease. Those
who score positively on the screening instrument but who
do not have the illness are false positives; this is often a
fault of screening instruments for common mental disorders
that tend to exaggerate the true prevalence of disorder.
Together, true negatives and false positives comprise 100
per cent of non-cases. There are two other useful indices of
the precision of an instrument. The positive predictive value
(PPV) is the probability that a person actually has the ill-
ness given a positive test on the instrument. In contrast, the
negative predictive value (NPV) is the probability that a
person is free of the illness given an illness-free score on
the instrument.

Increasingly, it is being recognized that psychiatric
symptoms tend to fluctuate over time and may be transient
indicators of more stable underlying latent traits or con-
structs. These underlying latent constructs may not be

directly measurable and require sophisticated life-course
analyses to identify them.’ These underlying constructs
may constitute endophenotypes that are linked more
strongly to underlying genes than are symptoms or conven-
tional psychiatric syndromes.

It is important to assess whether an association may be
subject to bias. This may be due to confounding. A con-
founding factor is one that is associated with the exposure
and also associated independently with the outcome and
introduces a source of error that either diminishes or mag-
nifies the true association. The association of the confound-
ing factor with the outcome may not be causal, for example
age and sex as confounding factors. It is important to
adjust for confounding factors in analysis in order to see
how much they may explain the association.

Descriptive and inferential statistics

Significance tests are used to evaluate numerical data,
including categorical, ordinal and interval data, to test spe-
cific hypotheses between variables/measures. For example,
imagine we are testing the hypothesis that, within a sample,
females report higher rates of depression than males.
Wherever there is a hypothesis, there is also a null hypoth-
esis — which in this case would be that there are no differ-
ences between males and females in reports of depression.

Significance tests evaluate whether the results of a study
are likely to have happened by chance. When epidemiolog-
ical studies report the statistical significance of associations
between variables, this is based on the P value. Levels of
significance that are typically employed in epidemiological
studies are 5 per cent (P <0.05), 1 per cent (P<0.01) and
0.1 per cent (P<0.001), indicating, respectively, that the
observed relationship between variables has a 5 in 100, 1 in
100 and 1 in 1000 probability of being due to chance. The
lower the P value, the more certainty that the result is not
due to chance. So, for example, if we found that females
reported higher rates of depression than males and we
found P <0.001, we could be fairly certain that a gender
difference did exist and we would accept our hypothesis
that females report higher rates of depression than males. If
the P value was greater than 0.05, this would indicate that
there was no significant difference between males and
females, and we would accept the null hypothesis. Note that
the latter finding would be described as ‘non-significant’ in
the text, not ‘insignificant’ - a frequently made lexical
error.

In accepting and rejecting hypotheses, two types of error
can be made. The first, known as a type I error, occurs when
the null hypothesis is rejected even though it is true. In our
example, this would mean that we would conclude that
there was a gender difference in reports of depression, when
actually there was not. The second, known as a type II error,
occurs when we incorrectly reject the hypothesis and accept
the null hypothesis. In our example, this would mean we
would conclude that there was no gender difference, when
there actually was. A type I error is most likely to occur



when the P value that we are willing to accept is set high;
type I errors can be avoided by setting a lower P value and
thereby reducing the probability of chance findings.
Conversely, type II errors are more likely when we set a very
low P value. The standard approach to balance the chance
of making type I and type II errors is to set P < 0.05.

When a population has been sampled randomly, results
can be generalized reasonably accurately to the entire pop-
ulation from which the sample was drawn by the use of
confidence intervals (CIs). Confidence intervals define the
range of values within which the true estimate for the
parameter must lie. Confidence intervals are expressed as
percentages, so the commonly used metric of 95 per cent
confidence intervals indicates that we can be 95 per cent
sure that the estimate lies within the intervals.
Epidemiological research often reports the 95 per cent con-
fidence intervals for odds ratios, derived from logistic
regressions. For example, a reported logistic regression
analysis of the 1958 British Birth Cohort found that females
were more likely to have a depressive episode at 45 years of
age than males, with the odds ratio reported as 1.85 and the
95 per cent confidence intervals as 1.33 to 2.57.* Although
the overall odds for the statistical analysis is 1.85, the con-
fidence intervals indicate that we have 95 per cent certainty
that the true odds lies between 1.33 and 2.57 - that is, there
is a 5 per cent margin of error. The significance of logistic
regression analyses is evaluated by assessing whether the
confidence intervals include 1. In the example above, being
female has a significant effect on depressive episode at
45 years of age, as the confidence intervals range from 1.33
to 2.57. If the odds ratios crossed 1, for example from 0.97
to 2.57, then there would be no significant effect of being
female on reports of depressive episode. If the confidence
intervals covered a range below 1, for example from 0.26 to
0.94, then this would indicate support for the hypothesis
that males were more likely than females to report a depres-
sive episode.

The width of a confidence interval is affected by the size
of the sample under investigation. If confidence intervals
become very wide, this suggests that the estimates are unre-
liable, which is usually associated with a small sample that
lacks power. Ideally, confidence intervals should be fairly
narrow in their range, indicating that the sample is large
enough for reliable estimates to be produced. Confidence
intervals can be derived for many different types of esti-
mate, including odds ratios, relative risk, proportions,
means and percentages.

The main advantage of confidence intervals over P
values, which makes them particularly attractive to epi-
demiologists, is that they permit the range of true estimates
to be derived, enabling the effect size of the relationship
between variables to be identified: confidence intervals
enable the highest and lowest true estimate to be identified.
In the example above, from the P value analyses, we would
know only that we were more likely to see more females
than males with depression; from the confidence intervals,
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we would know that we were likely to see between 1.33 and
2.57 times more females than males, which may alter how
resources are allocated.

Specific statistical tests

Different statistical tests are used to determine relationships
between variables of different types of data, such as cate-
gorical/discrete, continuous and ordinal. Descriptive statis-
tics are used to describe the data collected in a study or
experiment, as opposed to inferential statistics, which use
the data to draw inferences about the population.
Epidemiological studies typically employ a within-subject
approach to analyses, focusing on describing and assessing
differences across the subjects within the study population.
For example, a birth cohort study may make comparisons
between males and females, or between people in employ-
ment and people not in employment. All the subjects are
from the same population. Another commonly used
approach is the between-subject approach, which is a more
experimental method in which two or more populations are
compared with each other. For example, an RCT compares
subjects who receive the intervention with subjects who do
not receive the intervention.

Tests exist for both of these types of study, ranging from
tests that simply provide estimates that describe the data
(e.g. means, measures of central tendency) to tests that
compare differences in outcomes between groups, such as
males versus females. Many tests describe the associations
between variables (e.g. that depression is associated with
life events) but are limited in terms of being able to draw
conclusions about the strength of association or causality
between variables. This section describes some commonly
used and encountered statistical tests within epidemiology.

Descriptive statistics for categorical data

The chi-squared ()?) measure of association/goodness of fit
is based on evaluating the distribution of observed data. The
test is most often used to analyse data from independent
samples, as in the contingency table in Table 5.1; the term
‘independent’ means that each individual in the sample can
appear in only one of the four cells. The test assesses good-
ness of fit, which is the test of the null hypothesis that there
is no significant difference between the observed frequen-
cies in the cells. In this example, the null hypothesis would
be that there is no difference between current rates of

Table 5.1 Example contingency table showing the frequency of reports of current
depression by previous depression

No previous depression 50 40 90
Previous depression 30 60 90
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depression for people who have and people who have not
experienced depression before.

The most commonly used test is Pearson’s ’ test, which
is applied to normally distributed data. If the P value for the
test is above the level of significance, which is convention-
ally set as P <0.05, then the null hypothesis is accepted. If
P <0.05, then the null hypothesis would be rejected and we
would conclude that there was a significant association
between previous and current depression. One disadvantage
of the ¥* test for epidemiologists is that it does not tell us
where the difference lies between the different cells in the
contingency table: the test simply identifies that there is a
significant association.

Descriptive statistics for continuous data
Most inferential statistical tests (see Inferential statistics,
below) require that data be normally distributed. This means
that the mean, mode and median have the exact same value
and are located in the centre of a symmetrical distribution.
Variance measures the degree to which the value for each
individual in the sample differs from the mean for the
whole sample, thus assessing variability within the data.
Variance is always a positive number, as any negative num-
bers, which can result from an individual scoring lower
than the mean, are squared. Calculating variance is the first
step in calculating the standard deviation, which is the
square root of the variance. Standard deviations are usually
reported wherever mean scores are reported, as they indi-
cate the spread of the scores from the mean value.
Confidence intervals have two further popular uses in
epidemiology. The first is as a means of describing the
range within which the true value of a mean, proportion or
median lies for the sample. Confidence intervals can also be
derived for assessing the difference between two estimates
of means, proportions and medians. This test assumes that
the two samples have the same variance and are independ-
ent and that the data are normally distributed. The test
involves deriving the estimate for each group, for example
males and females, calculating the standard error of the dif-
ference between the two groups, and then deriving the con-
fidence intervals by computing the estimate for the group
of interest (e.g.) females + 1.96 x standard error. 1.96 is the
value to use for 95 per cent confidence intervals and 2.58
the value to use for 99 per cent confidence intervals.

Inferential statistics
Inferential tests are applied to the data to enable researchers
to draw inferences and make assumptions about the popu-
lation under study.

t-Tests are applied to test the difference in mean scores
between two samples. These can be independent samples,
such as the difference in the mean score on a depression
scale for males and females, or they can be dependent, such
as the difference in a depression scale score for the same
sample of people before and after an intervention such as
CBT. The ¢-statistic relies upon knowing the mean, standard

deviation and number in each of the samples and requires
that the data be normally distributed. The P value is used to
evaluate whether the hypothesis that there is a significant
difference between the mean scores is supported or refuted.

Where the data are not normally distributed and are from
independent samples, the Mann-Whitney U test may be
used instead. This test assumes only that the distributions
from the two independent samples be of a similar shape,
not that they be normally distributed. The test produces a
U-statistic and a P value.

t-Tests can be used only where there are two samples to
be compared. Where there are more than two samples,
analyses of variance (ANOVAs) can be used. Unlike #-tests,
which assess mean scores, an ANOVA compares the vari-
ance of scores across the different samples. ANOVAs are
appropriate where data are interval, ratio or ordinal; inde-
pendent; and normally distributed. ANOVAs produce an F-
statistic and a P value.

Epidemiologists frequently employ regression techniques
to develop complex models that examine the role of a pre-
dictor variable or several predictor variables on an outcome
variable. For example, air pollution levels near schools may
be used to predict asthma in children, and smoking behav-
iour may be examined in relation to mortality or heart dis-
ease. Such techniques are extremely useful for analysis of
longitudinal datasets, where predictors from earlier in life
can be examined as predictors of later outcomes.

Regression techniques exist for a range of types of out-
come data, including continuous and categorical data, and
data that measure the time taken for an event measured as
a binary outcome to occur, for example mortality or disease
onset. Continuous-outcome data, such as a score on a test,
are analysed using linear regression; categorical data are
analysed using logistic regression; and time-to-event binary
data are analysed using Poisson or Cox regression, the latter
also being known as survival analysis.

One of the main advantages of regression techniques is
that confounding factors can be included in the model,
along with the predictor variables. This means that the
association between the predictor and the outcome can be
examined after taking into account other important factors.
For example, if a researcher examines the association
between smoking behaviour and heart disease, they may
want to adjust for other lifestyle factors such as diet and
socioeconomic factors, as well as gender and age.

Another attraction for epidemiologists of regression tech-
niques is that regression techniques result in estimates of
the size of the effect of the predictor on the outcome.
Knowing the size of the influence of the predictor on the
outcome is important for public health.

Factor analysis is a data-reduction technique that exam-
ines the underlying structure of a set of variables, using the
variance between the variables. Factor analysis identifies
traits from the intervariable correlation matrix between
variables. Factor analysis requires that data are continuous:
categorical data cannot be factor analysed, and typically



this analysis is conducted on data that are collected using
Likert scales.

Factor analysis is usually used to examine or identify
unobserved latent traits or factors within datasets. For
example, if the individual items on the Big 5 personality
inventory were factor analysed, the result would be five dif-
ferent factors, or latent traits, of personality - neuroticism,
conscientiousness, openness, extraversion and agreeable-
ness. This is an example where the traits or factors are
already known to the researcher. Factor analysis can also be
used to identify factors where the researcher has not
a priori identified the traits. For example, a number of con-
tinuous variables that measure attitudes towards anti-
depressant use could be factor analysed to identify the
underlying structure of attitudes. It can be problematic to
identify factors from the analysis; one approach, which has
its critics and supporters, is to use eigenvalues, which iden-
tify the total variance that the factor accounts for in the
analyses: factors with eigenvalues greater than 1 are typi-
cally thought to be worth examining. Factor scores can also
be derived from the analysis, giving an estimate of each
respondent’s score for the factor, which can be used in fur-
ther analysis.

Principal components analysis (PCA) is a similar data-
reduction technique to factor analysis that also requires
continuous data. PCA makes different mathematical
assumptions about the nature of the relationship between
the variables. PCA is usually used where the researcher
wishes to reduce the number of variables in an analysis but
to explain the same amount of variance, whereas factor
analysis is used where underlying unobserved factors or
latent constructs are of interest.
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EPIDEMIOLOGY OF SPECIFIC
PSYCHIATRIC DISORDERS

National surveys, such as the National Survey of Adults in
Private Households carried out in the UK in 1993, 2000 and
2007, give useful estimates of the prevalence of psychiatric
disorders (Table 5.2). In the USA, these include such surveys
as the Epidemiologic Catchment Area (ECA) studies in the
1980s" and the National Comorbidity Survey (NCS) con-
ducted in 1990-92 and its replication survey carried out in
2001-03 (Table 5.3). Rates of disorder differ between these
studies, depending on the measuring instruments used, the
study procedure, the choice of sample, and secular changes
in rates of disorder. For instance, prevalence rates of psy-
chiatric disorder were considerably higher in NCS than in

Table 5.2 Prevalence of psychiatric disorder in the UK general population:
psychiatric morbidity among adults living in private households (2000)

Neurotic disorder 16.4 194 188
Mixed anxiety and depression 8.8 10.8 6.8
Generalized anxiety disorder 4.4 4.6 4.3
Depressive episode 2.6 2.8 2.3
Psychotic disorder 0.5 0.5 0.6
Alcohol dependence 7.4 29 11.9
From Singleton et al.”®

Table 5.3 Prevalence of psychiatric disorder in the National Comorbidity Survey Replication

Panic disorder 2.7
Agoraphobia without panic 0.8
Specific phobia 8.7
Social phobia 6.8
Generalized anxiety disorder 3.1

Post-traumatic stress disorder 88
Obsessive—compulsive disorder 1.0

Major depressive disorder 6.7
Dysthymia 15
Bipolar I and Il 1.5
Alcohol abuse 3.1
Alcohol dependence 1.3
Drug abuse 1.4
Drug dependence 0.4

4.7
1.4
12.5
12.1
5.7
6.8
1.6
16.6
2.5
3.9
13.2
5.4
7.9
3.0

*Kessler et al.;'* **Kessler et al."®
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the earlier ECA studies - it is unlikely that these changes
represented a real increase in prevalence. More recent
prevalence surveys include the WHO World Mental Health
Survey using the CIDI across 28 countries and finding a
broad range of prevalence estimates for mood disorders; the
WHO Collaborative Study of Psychological Problems in
Primary Care;"! and the European Study of the
Epidemiology of Mental Disorders project (ESEMED)."

A brief summary of epidemiological data for specific
diagnoses follows.

Schizophrenia

The lifetime prevalence is 4.3 per cent, lifetime risk is 0.72
per cent and adult point prevalence is 4.5 per cent.
Incidence of schizophrenia is 15.2 in 100000. The
male/female ratio is 1.4:1. Compared with native-born
individuals, migrants have an increased incidence and
prevalence of schizophrenia. Exposures related to urban-
icity, less advantaged economic status and certain latitudes
(increased in winter births) are associated with increased
risk. People with schizophrenia have a two- to threefold
increased risk of dying prematurely compared with the gen-
eral population (median standardized mortality ratio = 2.6
for all-cause mortality).'®

Manic—depressive psychosis (bipolar disorder)

Lifetime prevalence of bipolar I disorder in the NCS replica-
tion study is 1.0 per cent; 6-month prevalence is 0.6 per
cent. Lifetime prevalence of bipolar II disorder is 1.1 per
cent and 12-month prevalence is 0.8 per cent."” Onset is in
late teens to late thirties. Regarding the co-morbidity of
lifetime bipolar disorder, 63-87 per cent of patients have a
lifetime anxiety disorder, and 35-60 per cent a lifetime sub-
stance use disorder. It is related inversely to age, educa-
tional level and previous marriage. It is unrelated to sex,
ethnicity and income.

Major depression

Lifetime prevalence in the NCS replication study is 16.2 per
cent (95% CI: 15.1% to 17.3%). The 6-month prevalence is
6.6 per cent (95% CI: 5.9% cent to 7.3%).'® The male/female
ratio is 2 : 1. Major depressive disorder (MDD) is highly co-
morbid, with a 59 per cent risk of a lifetime anxiety disor-
der and 24 per cent risk of a substance use disorder. The
median age of onset is 32 years (interquartile range 19-44
years). Risk factors include negative (loss) life events, low
socioeconomic status, physical illness (e.g. coronary heart
disease, cancer) and childhood adversities.

Suicide
The prevalence is 16.7/100 000 annually. Suicide makes up

1.5 per cent of all deaths and is the fourteenth leading
cause of death.' The lifetime prevalence of suicide attempts

is 0.4-5.1 per cent. The male/female ratio is between 3:1
and 7.5:1. There is an increase in non-fatal self-harm in
people aged 12-20 years, peaking at age 16 years. Risk fac-
tors for completed suicide include male, adolescent, older
adult, certain ethnic groups, unemployment, certain psychi-
atric  disorders (depression, impulse-control disorders,
alcohol/substance use disorders, psychotic disorders, per-
sonality disorder), hopelessness, stressful life events and
certain occupations (e.g. military personnel, doctors,
pharmacists).

Generalized anxiety disorder

The lifetime prevalence is 4.3, 5.9 per cent. The 12-month
prevalence is 1.2-1.9 per cent. The male/female ratio is 1: 2.
Onset is usually before age 25 years. Some 66 per cent of
patients have co-morbid major depression; a similar pro-
portion have other anxiety disorders.”

Panic disorder

The adult prevalence of panic disorder with agoraphobia is
2-3 per cent; the prevalence is 1 per cent without agora-
phobia. The lifetime prevalence is 1-2 per cent. The
male/female ratio is 1:2. Onset is in late adolescence or
early adulthood. Fifty per cent of patients develop depres-
sion during their lifetime, and there is an increased risk of
suicide. Risk factors include heritability (40%), anxious
temperament, anxiety sensitivity, neuroticism, early life
trauma and recent life events.

Specific phobias

The adult prevalence is 2-5 per cent. The lifetime preva-
lence is 7-11 per cent. The male/female ratio is 1:2. Onset
is usually at 5-8 years.

Agoraphobia

The adult prevalence is 2-3 per cent. The lifetime preva-
lence is 1.6 per cent. The male/female ratio is 1:4. Onset is
usually around 18-35 years. It is associated with co-morbid
major depression.

Social phobia

The adult prevalence is 4-6 per cent. The lifetime preva-
lence is 13 per cent. The male/female ratio is 1:1.5. Onset is
usually in the teens (from 11 years) to early twenties (80%
by 20 years). Risk factors include heritable components
related to behavioural inhibition and neuroticism.”'

Obsessive—compulsive disorder

The lifetime prevalence is 2.5 per cent. The 12-month
prevalence is 0.7-2 per cent. The male/female ratio is
between 1:1.5 and 1:1. There is increasing incidence with



age from 15 years to 35 years; the mean age of onset is
19.5 years. The most common co-morbid conditions are
anxiety disorders (75.8%), mood disorders (63.3%),
impulse-control disorders (55.9%) and substance use disor-
ders (38%). Sixty-five per cent of patients report severe role
impairment.*

Post-traumatic stress disorder

The lifetime prevalence is 8 per cent. The 12-month preva-
lence is 1 per cent. The male/female ratio is 1:2.

Alcohol use disorders

The lifetime prevalence is 13.8, 23.5 per cent. The adult 12-
month prevalence is 6.8, 7-7 per cent. The male/female
ratio is 2 : 1. Alcohol use onset is usually in adolescence and
peaks in late adolescence or early adulthood. Risk factors
include alcohol-relieving negative affect, stimulating brain
reward centres, pharmacological vulnerability, deviance
proneness, heritability, parental substance abuse and peer
influences. There is co-morbidity with all anxiety and mood
disorders, particularly mania, antisocial behaviour disorders
and drug use.

Drug dependence

The adult 12-month prevalence is 6.1, 7.5 per cent. The life-
time prevalence is 15 per cent. Eighteen per cent of people
with a lifetime major depressive disorder have a substance
use disorder. There is a higher risk for bipolar disorder.

Anorexia nervosa

The incidence rate is between 4.7 and 8.3 per 100 000. The
lifetime prevalence is 1.2-2.2 per cent. The 12-month
prevalence is 0.37 per cent. The 12-month prevalence of
bulimia nervosa is 1.5 per cent. The male/female ratio is
1:8%

Alzheimer’s disease

The incidence rate is 1 per 1000 person-years in people
aged 60-64 years, and 25 per 100 person-years in people
over 85 years of age. The age-standardized prevalence rate
is 4.4 per cent in people over 65 years and 22.2 per cent in
people over 90 years. It is more frequent in people of
advanced age, females, carriers of the apolipoprotein E4
gene, current smokers, people with a low education,
income, and lower occupational status, and family history.

KEY POINTS

Epidemiological methods can be used to describe the burden of ill-
ness in a population, to contribute to disease aetiology, to test the
effectiveness of health interventions and to assess need for
Services.
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Epidemiological studies include cross-sectional (prevalence and
case—control) studies and longitudinal (incidence and cohort) stud-
ies. Longitudinal studies are better than cross-sectional studies for
assessing aetiology.

Studies may be subject to bias. Observation bias occurs where there
is a systematic difference in the way information on exposure or out-
come is obtained from subjects. Selection bias relates to non-
random selection of subjects. Recall bias refers to ill individuals
recalling previous exposures differently from controls.

The reliability of an instrument refers to the agreement between
items making up a scale (internal consistency) and the stability of
results over time in the same individuals, assuming no change in the
construct measured (retest reliability).

The criterion validity of an instrument measures how well it com-
pares with an existing gold standard instrument. The sensitivity of an
instrument is an index of how well it identifies true positive cases.
The specificity of an instrument measures how well it identifies true
negatives — that is, individuals without disease. The positive predic-
tive value is the probability that a person actually has the illness
given a positive test on the instrument. The negative predictive value
is the probability that a person is free of the illness given an illness-
free score on the instrument.

A confounding factor is one that is associated with the exposure and
also associated independently with the outcome and introduces a
source of error, which either diminishes or magnifies the true asso-
ciation. Confounding can be dealt with either in the design or in the
analysis of a study.

A type | error occurs when the null hypothesis is rejected, even
though it is true. A type Il error occurs when we incorrectly reject the
hypothesis and accept the null hypothesis.
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Chapter 6

How to practise evidence-based

medicine

Stuart Carney

INTRODUCTION

The practice of evidence-based medicine (EBM), which is
the integration of the best available evidence of clinical
experience and patient values in patient or clinical deci-
sion-making, can be broken down into five steps:'

Translation of uncertainty to an answerable question.
Systematic retrieval of the best available evidence.
Critical appraisal of the evidence.

Application of the results in practice.

Evaluation of performance.

Gl A W N =

Put another way, to practise EBM, you need to do the
following:

Ask structured clinical questions.

Access the best available evidence.
Appraise the evidence.

Apply the evidence.

Assess performance and patient outcomes.

Gl A W N =

This chapter systematically considers each of these five
steps. It builds upon the earlier chapters in this part on epi-
demiology and research methods and statistics.

STEP 1: ASK QUESTIONS

Many questions emerge in the course of clinical practice.
One model for translating uncertainty into an answerable
question is to break it down into four parts known by the
acronym PICO:

Patient

Intervention (or E for exposure)
Comparison

Outcome.

For example, imagine you are faced with the following
clinical situation:

Mrs B is a 31-year-old single mother with three primary school-
aged children. She has suffered from recurrent episodes of

depression since the age of 23years. The latest depressive
episode is severe, she is not eating and she is barely drinking.
The treatment options include electroconvulsive therapy (ECT)
and antidepressant medication.

We might ask: is ECT more effective and safer than anti-
depressants in the treatment of a woman with a severe
depressive episode? Using the PICO model, we could break
down this question into four parts:

Patient: woman with a severe depressive episode
Intervention: ECT

Comparison: antidepressant treatment

Outcome: remission of the depressive symptoms, side
effects.

STEP 2: ACCESS THE EVIDENCE

Types of clinical question

Therapy questions, such as ECT versus antidepressants for
the treatment of severe depression, are particularly common
in clinical practice. However, clinical practice throws up
other types of question: diagnosis, prognosis, aetiology and
harm. Epidemiology, the study of the distribution and
determinants of disease, provides a framework for address-
ing each type of question. Different types of study are best
suited to answering specific types of question. It is essential
to determine what type of question is being considered
before searching the literature. The more common types of
clinical question are described below.

Diagnostic questions (distribution of disease)

The medical paradigm is predicated on making a diagnosis.
We seek to determine whether a patient is suffering from an
illness and, if so, the exact nature of that illness. This
decision-making process is informed by knowledge of the
distribution of possible illnesses in the target population.
Diagnostic instruments and tests are often used to assist in
this process as the clinician seeks to confirm or refute



84 How to practice evidence-based medicine

hypotheses (differential diagnoses). As clinicians, we need
to stay abreast of the evidence relating to prevalence and
the accuracy of diagnostic tests. Cross-sectional studies are
used to address these questions.

Prognosis questions

When patients ask what will happen to them, they are
asking about their prognosis. Prognosis describes the likely
course in a person with specific characteristics.

Aetiology, harm and therapy questions (determinants
of disease)

What caused this disease? Is this drug an effective treat-
ment for this disease? These are examples of aetiology,
harm or therapy questions. Aetiology questions seek to
ascertain what factor or factors caused a diagnosed disease,
while therapy and harm questions focus on interventions
that may change the course of the disease.

Hierarchy of evidence

The optimal study design to address a particular question
depends on the type of question being asked. The pitfalls
outlined in Chapter 4 can threaten the validity and impor-
tance of any clinical study, but certain designs are poten-
tially better than others. The hierarchy of study architecture
for each of the three groups of clinical questions is shown
in Table 6.1.

Table 6.1 Hierarchy of study designs

It is also worth reflecting on two specific types of study,
which are particularly important to the practice of EBM -
systematic reviews and N-of-1 studies.

Systematic reviews

In 1979, Archie Cochrane, a British epidemiologist,
lamented the failure of the medical profession to ‘organise a
critical summary, by specialty or subspecialty, adapted peri-
odically, of all relevant randomised controlled trials’?
Thirteen years later, the Cochrane Collaboration was
founded to ‘Prepare, maintain and promote the accessibility
of systematic reviews of the effects of health care interven-
tions’. Although systematic review methodology is most
advanced for the synthesis of randomized controlled trials
(RCTs), the same principles can be applied to any study
design. Consistent results from valid and important studies
synthesized in a systematic review can provide the best
available evidence for all clinical questions.

N-of-1 studies

Evidence-based medicine focuses on the care of the individ-
ual patient, while evidence-based healthcare relates to the
effects of exposures in groups. It may not be appropriate or
possible to apply population-based observations to the care
of a particular patient. In certain circumstances, it may be
possible to undertake research in partnership with an indi-
vidual consenting patient. For conditions that are chronic

1 N-of-1 study

Systematic review of cohort
studies

2 Systematic review of RCTs Individual cohort study

3 Individual RCT Follow-up of untreated control

patients in an RCT
Case series
Expert opinion

Controlled clinical trial
Cohort study
Case—control study
(Cross-sectional study)
(Ecological survey)
Case series

10 Expert opinion

© 0 N O O b

Systematic review of cross-
sectional surveys

Single survey

Systematic review of cross-
sectional diagnostic studies

Individual cross-sectional
diagnostic study

Expert opinion Expert opinion

RCT, randomized controlled trial.




and the effects of an intervention are transient, we could
conduct an N-of-1 study.

By definition, the observations will be applicable to the
patient under consideration. In an N-of-1 study, the patient
is sequentially randomized to intervention and placebo and
the outcomes assessed. Such a prospective design reduces
the risk of performance and measurement bias and allows
an assessment of the relative efficacy of an intervention. It
is argued that the N-of-1 study design is primary for ques-
tions of therapeutic effect (therapy).’

Searching for the evidence

Having formulated a structured clinical question and deter-
mined the optimal study design, it should now be possible
to search efficiently for the best available evidence.
Developments in information technology, notably the
development of electronic databases, have made the prac-
tice of EBM possible.

Table 6.2 lists some of the more common databases that
may be of use when practising EBM. There are an increas-
ing number of meta-resources, including clinical practice
guidelines and evidence-based clinical decision support
tools. These provide pre-appraised material addressing
common clinical questions. To answer questions not cov-
ered by these resources, we must appraise systematic
reviews or the original literature.

Electronic databases such as PubMed and Embase are
useful resources for searching the scientific literature.
PubMed is provided free by the US National Library of
Medicine and is North American in focus, while Embase
catalogues more European journals. The Cochrane Library
includes the Cochrane Reviews, which are regarded as the
gold standard for systematic reviews, and the Cochrane
Controlled Trials Register (CCTR). The CCTR contains ran-
domized and controlled trials drawn from sensitive searches
of a number of databases, including Embase and PubMed.

Most electronic databases use Boolean logic to combine
search terms. Table 6.3 provides some useful tips for search-
ing. Returning to the clinical question about ECT, if we wish

Table 6.2 Databases useful in the practice of evidence-based medicine

Clinical Practice Guidelines Cochrane Library

Clinical Evidence PubMed
Evidence-based Medicine Embase
Evidence-based Mental Health PsycINFO

Biological Abstracts
Cinahl
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Table 6.3 Electronic database search terms and tips

AND Includes only those studies that contain both
terms of interest, e.g. both ‘depression’ and
‘ECT’

Can be used to search for all studies
containing words beginning with the letters
before the asterisk (*), e.g. ‘depress™” will
identify all studies with the words ‘depression’,
‘depressive’, etc. anywhere in the citation or
abstract

OR Includes all studies that contain term a, or
term b, or bothaand b

? Can be used when various spellings are used
for a term, e.g. “?etiology’ will search for both
‘aetiology’ and ‘etiology’

NOT Includes all studies that contain term a, except
for those that also contain term b

Can be used when a specific piece of text is to
be searched for, e.g. ‘University of Oxford’ as a
search term will identify only papers with this
exact text and not those referring to ‘Oxford
University’

to find as many of the therapy studies as possible, then we
could combine terms using the Boolean operator OR. As
ECT is also known as electroshock therapy and electrocon-
vulsive therapy, it would be sensible to search for these
terms as well. A comprehensive search for papers on ECT
could include the following search terms:

‘electroconvuls™ or 'electro-convuls® or ‘electroshock™ or ‘elec-
tro-shock™ or ‘convuls® or 'ECT'

As we are interested only in ECT for the treatment of a
patient with depression, we could combine the ECT terms
with search terms for depression. ‘Depressive episode’ is a
synonym for ‘depression’, but both terms could be identi-
fied by truncating depression to ‘depress®. Similarly we
could search for synonyms of ‘antidepressants’. As we wish
to restrict the search to these three criteria, we could use the
Boolean operator AND.

STEP 3: APPRAISE THE EVIDENCE

Critical appraisal addresses three questions: is the research
applicable to my patient, is it valid, and is it important?
Before considering the pitfalls in the design and execution
of studies, it is worth pausing to consider how to efficiently
extract the necessary data from papers.
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Read a paper in less than 15 minutes

As busy clinicians, we often have to make rapid judge-
ments. We do not have time to wade through piles and piles
of research papers. With practice, it becomes easier to iden-
tify quickly which research papers are likely to address our
clinical questions.

The title of the paper often gives clues as to whether it is
likely to address the question of interest. More detail is
given in the abstract. The title and the abstract help us to
assess whether the paper is applicable to our patient - that
is, whether it addresses our focused clinical question and
uses an appropriate study design. Having spent no more
than a minute looking at the paper, we should be able to
make a judgement as to whether the paper is worth more
detailed consideration.

The introduction rarely provides any useful information
for critical appraisal, although the hypothesis under consid-
eration or the aim of the study is usually described in the
final paragraph. The methods and results sections should
provide us with the data needed to critically appraise the
paper. Having critically appraised the paper, there should be
no need to read the discussion section, as we can draw our
own conclusions. This whole process should take no more
15 min.

The GATE frame: critical appraisal with
pictures*

Rod Jackson and colleagues have proposed a simplified
approach to critical appraisal.* Inspired by the symbols on
the Sony PlayStation®, they have created a frame (Graphic
Appraisal Tool for Epidemiological studies, or GATE) com-
prising a triangle, circle, square and cross, upon which the
key components of epidemiological studies can be hung
(Figure 6.1).

The triangle represents the three levels of selecting par-
ticipants for a study. For the ECT study, the source popula-
tion would comprise patients with severe depression, the
eligible population, those who satisfy the inclusion and
exclusion criteria, and the sample those who agreed to take
part. The circle is divided into two segments: those receiv-
ing the intervention (or exposure) and those receiving the

Measurement?
- blind
- objective

Represent?  Allocation?  Account?

Figure 6.1 The GATE frame

comparison. The square can be broken down into a two-by-
two table and is useful when we are interested in dichoto-
mous outcomes (remission or no remission).

The triangle, circle and square serve as a template to
guide the extraction of key data about where the partici-
pants came from and what happens to them during the
course of the study. In parallel, we need to consider the
potential pitfalls in the design and execution of the study.
The GATE frame proposes that these can be summarized by
the acronym RAAMbo.

e Represent: this asks the question ‘Is my patient suffi-
ciently similar to the participants in this study?’ This is
also known as generalizability, external validity or
applicability.

o Allocation: for therapy studies, this considers how the
participants were allocated to the intervention and com-
parison groups. Randomization with allocation conceal-
ment seeks to reduce the risk of selection bias, by
achieving balance between the two groups with respect
to known and unknown risk factors. Imbalance between
the intervention and comparison group results in con-
founding. In prognostic studies, the cohorts are defined
by whether or not they have a particular characteristic or
exposure. Strategies may be employed to control for
known prognostic factors when comparing the two
groups in both the assembly (e.g. matching) of the
groups and the analysis.

e Accounted: ideally, by the end of the study all partici-
pants should be accounted for, but this is rarely the case
and typically some participants will drop out, switch
treatment or be lost to follow-up. To maintain the
integrity of the original allocation, attempts should be
made to analyse all participants in the group to which
they were allocated. This may require us to make judge-
ments about how to handle dropouts (e.g. last observa-
tion carried forwards, best case/worst case scenario).
Analysing all participants in the group to which they
were originally allocated is known as ‘intention-to-treat’
analysis. Studies that experience a significant difference
in dropouts across the two or more arms are prone to
bias.

e Measurement: measuring outcomes typically requires
some subjective judgement, and there is a risk that the
outcome assessors may apply different thresholds,
depending on whether the participant was allocated to a
particular intervention. Blinding is a strategy to reduce
the risk of measurement bias, and it is important that the
study authors describe who was blinded and how blind-
ing was achieved. There is less scope to make judge-
ments if the outcome measures are objective (e.g. death).

The GATE frame provides a model for extracting data
and making judgements about the applicability and validity
of the study. If we are satisfied that any failings in the
design or execution of the study are not catastrophic and
that the study provides the best available evidence, we can



turn our attention to the numbers or importance of the
study. When dichotomous outcome measures are consid-
ered (event or no event), it is possible to calculate measures
of effect such as absolute risk reduction (ARR), risk ratio
(RR), relative risk reduction (RRR) and number needed to
treat (NNT). These terms are described in Table 6.4. The
terms ARR and RRR are used when the intervention reduces
the risk of adverse events. Absolute benefit increase (ABI)
and relative benefit increase (RBI) are more appropriate
when considering positive outcomes.

Is it a poor-quality study or a poorly reported
study?

There is a danger with critical appraisal that we become
cynical about research. Most enterprises involving large
numbers of people rarely go exactly to plan. Even the most
perfectly designed study will encounter problems in its exe-
cution. It is common for participants to withdraw and no
longer be available for follow-up.

Mindful that word limits and copy space present
researchers and editors with challenges, even the most fun-
damental information about the conduct of the studies is
often omitted. Therefore it is difficult to judge whether the
study is of poor quality or just poorly reported.

In an attempt to ensure that readers of the scientific liter-
ature are equipped with all of the necessary information,
editors and researchers have agreed standards for reporting
research. The Consolidated Standards of Reporting Trials
(CONSORT) statement recommends that authors and journal
editors follow a 22-item checklist when reporting RCTs and

Table 6.4 Effect measures
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use a flow diagram to describe the progress of study partic-
ipants.® Although only 20 per cent of high-impact medical
journals refer to the statement in their advice to authors,
the quality of reporting of RCTs is improved in journals that
have adopted it.®’

Like the CONSORT statement, the Quality of Reporting of
Meta-Analyses (QUORUM) statement describes the critical
steps in a systematic review and meta-analysis of RCTs.?
Guidance to authors and editors is not confined to RCTs
and meta-analyses: there are also Standards for Reporting
of Diagnostic Accuracy (STARD).’

STEP 4: APPLY THE EVIDENCE

The best available evidence is only one factor that should
be taken into account for patient or clinical decision-
making. There are clearly clinical considerations such as the
severity of the illness and co-morbid risk factors. Patients,
like clinicians, draw upon experience and have opinions
and values. We make decisions in the context of healthcare
policy, such as what is available in our particular health
economy. There may be specific legal considerations that
also need to be taken into account, such as the use of ECT
when a patient refuses treatment or lacks capacity to give
consent.

Clinical expertise is the ability to integrate research evi-
dence and patients’ circumstances and preferences in order
to help patients arrive at optimal decisions.'. This is other-
wise known as the X factor (Figure 6.2).*

Control event risk (CER)
control group

Experimental event risk (EER)
intervention group

Absolute risk reduction (ARR)
experimental groups

Number needed to treat (NNT)

Proportion with the event of interest in the

Proportion with the event of interest in the

Difference in risk between the control and

Number of patients that have to be treated with

Number of events (controls)/total number in control
group

Number of events (intervention)/total number in
intervention group

ARR=CER —EER

NNT =1/ARR

Risk ratio (RR)

Relative risk reduction (RRR)

the intervention in order to prevent one additional
person experiencing the adverse event;
conventionally, NNT is rounded up

Risk of experiencing the event in the experimental
group relative to the control group

Proportion of events that would have been avoided
in the control group had they been allocated the
intervention

RR =EER/CER

RRR=1-RR=ARR/CER
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Evidence

Patient
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Clinical
considerations

Figure 6.2 eXpertise

STEP 5: ASSESS PERFORMANCE
AND PATIENT OUTCOMES

The most neglected step in the practice of EBM is the
assessment of performance. As we strive to improve patient
safety and care, we must assess whether patients have been
helped and then consider what lessons can be learned from
the care of individual patients. It may be the case that our
review of the evidence focusing on the care of an individual
patient highlights opportunities to improve the care of
other patients.
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Chapter 7

Psychological assessment and

psychometrics

Ann Mortimer

INTRODUCTION

The assessment of mental functions such as memory, con-
centration, language, intelligence, reasoning and judge-
ment is a cornerstone of psychiatric practice. Impairment is
germane to important disorders such as learning disability
and the dementias, while there is some relevance to just
about every other major diagnosis in psychiatry. It has been
demonstrated repeatedly that poor cognitive ability is asso-
ciated with both increased risk for mental disorder, and
poorer personal and social function. A thorough under-
standing of cognitive function can, therefore, illuminate
patient formulation to a surprising degree and may inform
management in terms of how the patient can be expected to
function in the future. This is particularly consequential for
rehabilitation.

This chapter comprises an exposition of cognitive assess-
ment beyond the usual few questions traditionally taught as
part of mental state examination and the Mini-Mental State
Examination (MMSE).! Comprehensive cognitive assess-
ment starts with the taking of a history and examination of
the rest of the mental state before formal screening for
impairment. This in turn directs attention to more specific
areas, or further psychometric tests may be indicated. The
recognition of patterns of impairment informs diagnostic
possibilities: common associations between specific profiles
and the diagnoses which they imply will be given.

TAKING A HISTORY

Intelligence is a reasonable synonym for overall cognitive
ability. Even without standard formal measures of intelli-
gent quotient (IQ), a rough estimate can be made from the
patient’s history and general presentation. It should be pos-
sible to distinguish patients likely to be learning disabled
(IQ 70, or IQ 75 where there is functional disability) with
reasonable confidence.

IQ can be compromised by any significant insult to the
brain, from gestation onwards. A history of adverse events

in utero, birth complications, head injury, infections and
systemic disorder in the preschool years or beyond may all
be relevant here. The timescale of achievement of develop-
mental milestones is useful information if available.

The patient’s family background is also significant.
Children brought up within very socially disadvantaged
families or subjected to neglectful or abusive parenting are
unlikely to learn as they should, through lack of appropri-
ate stimulation and encouragement. There was previously a
diagnosis, now obsolete, of ‘subcultural subnormality’, in
which children assumed to be of ordinary intelligence were
unable to manifest the intelligence because their parents
were either very unintelligent or neglectful, or both.*™*
These children could not learn from their parents, and they
grew up with poor interest in and expectations of their
achievement from family, schools and themselves.
Presently, growing up with social and cultural deprivation
potentially leads to a failure to access and benefit from
learning opportunities, and a lack of interest in achieving
potential in adulthood. Relevant enquiries about family
poverty and disadvantage include the patient remembering
being cold, hungry or in the dark, disconnection of utilities,
the absence of a parent, separation from the parents, par-
enting from non-parents, family criminality, periods in
foster care or on the Child Protection Register, and any kind
of physical or emotional neglect and abuse.

These matters may impact equally, or more, on personal-
ity development in addition to compromising intellectual
ability and potential. Although rather beyond the remit of
this chapter, it is worth pointing out that deviance in
cognition (as opposed to impairment) is one of the areas in
which DSM-IV (Diagnostic and Statistical Manual of
Mental Disorders, 4th edn) personality disorder manifests
itself, cognition here defined qualitatively as ways of per-
ceiving and thinking about oneself, other people and
events.

School performance can be an important indicator of
intelligence. Was the patient educated in remedial classes or
in an educational facility for children with learning prob-
lems? Did the patient have a Statement of Special
Educational Needs from the local education authority? If so,
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why, and what provision was made (e.g. one-to-one sup-
port)? Did the patient truant, or leave school early or with-
out qualifications? What was the patient’s attitude to
leaning? Did the patient have a favourite subject? Again,
this information has implications for a number of other
issues apart from cognition, such as personality, cognitive
style, attitudes and values.

It is unusual for patients with learning disability to be
able to read, comprehend and write competently, and to be
numerate. Establish everyday numeracy: the patient may be
asked whether they can ensure that they pay the right
amount for purchases and receive the correct change after-
wards. Do they need help with filling in forms? Do they
read regularly? If so, what can they read and understand
(e.g. the tabloid press)?

Higher or further education, successfully completed,
comprises additional evidence of cognitive ability. Even the
patient who failed to complete secondary education may
demonstrate the ability to learn new skills, such as driving
a vehicle. Cognitive assessment naturally encompasses abil-
ity as well as deficit: what patients like to do and what they
are good at. Such attributes are useful in addressing reha-
bilitative aspects of mental disorder. Interests, sports and
hobbies may constitute evidence of intellectual aptitude or
motor abilities, or both.

Apart from current intellectual capacity, psychiatric for-
mulation is concerned with alterations in cognition, which
may be related to or constitute illness: deterioration after
traumatic or other insults to the brain, degenerative disor-
ders such as dementia, and schizophrenia, in which there is
evidence of cognitive decline in many patients. The
patient’s most senior position in employment can be a good
indicator of what the patient was capable of, alongside an
indication of what the patient actually had to do. The ubiqg-
uitous nature of euphemisms in job description may dis-
guise an appointment that in reality required little skill,
responsibility or motivation. An informant history may be
extremely useful in mapping out what has changed since
then: people living with or closely acquainted with the
patient are in a good position to notice this. They may be
asked about, or spontaneously describe, absent-mindedness,
forgetfulness, lack of concentration, vacant spells, lack of
understanding of what is said, loss of interest in intellectual
pursuits such as reading and keeping up with current
affairs, and carelessness in completion of tasks. The natural
history of the change should not be omitted: when did it
start, were there any clear precipitants, and was it acute,
insidious, stepwise or fluctuating?

Enquiries should always be made regarding drug and
alcohol abuse and dependence. Although alcohol-induced
cognitive impairment is recognized in several guises (delir-
ium, persistent dementia, amnesic syndrome), the literature
on the cognitive impairment produced by illicit drug use is
in its infancy. Alternatively, the possibility of exposure to
environmental or industrial toxins should not be
disregarded.

COGNITIVE ASSESSMENT IN
MENTAL STATE EXAMINATION:
NOT JUST AT THE END

In the author’s experience, junior doctors prefer to keep
things simple. The problem with this approach is that it can
obscure the integration of relevant observations into a
coherent whole, which is actually the purpose of the psy-
chiatric history, examination and formulation. Otherwise, a
series of disconnected comments is produced, tick-box
fashion, which fails to inform diagnosis or management.

The patient’s appearance may be relevant to cognition. A
classic example is dressing apraxia, in which the patient
puts their clothes on the wrong part of their body. An
unkempt, dirty and malodorous appearance is non-specific
but may be associated with learning disability, dementia or
schizophrenia, where self-care skills are poorly developed
or lost. Similarly, in the assessment of behaviour, there are
classic phenomena related to organic disorder, such as per-
severative utilization behaviour seen in patients with
frontal lobe disorders, in which objects are used repeatedly,
for instance wearing three pairs of glasses on top of each
other. A more common example is the catastrophic reac-
tion, also known as emotional incontinence, in which the
dementing patient suddenly becomes very angry or upset
for relatively minor reasons.

Facial expression can give some clues as to intellectual
status: again, patients with dementia may have a fixed or
vacant expression, while patients with learning disabilities
may appear placid, child-like or restricted in their facial and
general emotional expressions. Emotionally inert patients
may present so for a variety of reasons, including cognitive
compromise. There is a recognized association, for instance,
between the negative syndrome in schizophrenia, with its
poverty of emotional responsiveness, and intellectual
decline.

Much may be inferred from the patient’s manner of
speaking. Indeed, formal cognitive assessment may be
entirely unnecessary in the patient who gives an articulate,
fluent, detailed and accurate account, who clearly under-
stands all that is asked of them, and who demonstrates
normal memory and concentration in their conversation. It
makes little sense to ask such a patient if they know where
they are, who they are and what time it is at the end of the
interview. By contrast, patients with any kind of general
intellectual impairment may speak little, and in simple con-
crete terms, betraying poor general knowledge and aware-
ness of themselves and their environment. Even if the
patient says a lot, they may impart very little information.
They may struggle to understand and to answer more com-
plex enquiries, look puzzled or perplexed, fail to come up
with expected information, and demonstrate a surprisingly
poor memory for fundamental facts about themselves and
their families during their account. This may extend to the
names and ages of their partner and children, for instance.
A classic example is age disorientation in schizophrenia,




when the patient says they are many years younger than
their chronological age. This is considered cognitive rather
than delusional.

Patients’ language structure itself may be abnormal, as in
expressive and receptive dysphasias, leaving aside formal
thought disorder. Alternatively, poor educational standards
are evinced by an overt ignorance of grammar (particularly
the proper use of pronouns and verb conjugation in the
author’s experience) and correct pronunciation, although
the vagaries of marked regional accents need to be taken
into account to a certain degree.

Patients with delirium produce speech that is rambling,
incoherent, disjointed and irrelevant. Acute intoxication
with alcohol or other substances may present similarly.
Such speech may be reminiscent of that of schizophrenic
patients with marked thought disorder, but the latter should
be fully conscious, alert and reasonably oriented, without
the characteristic disturbance of sleep-wake cycle, fluctua-
tion and worse presentation at night of the confused
patient. Dysphasic patients produce characteristic speech
anomalies: while the patient with receptive dysphasia may
sound thought-disordered, with fluent but less than intelli-
gible speech, expressive dysphasia manifests as very
restricted speech and word-finding difficulties despite ade-
quate comprehension.

Psychotic phenomena, by contrast, are linked less obvi-
ously to cognition. It is generally considered that the abil-
ity to experience and to express abnormal ideas and
perceptions is related inversely to cognitive function:
hence, the diagnosis of schizophrenia is difficult if not
impossible to confirm in patients with moderate or severe
learning disability. There are a handful of specific psychotic
phenomena that may support diagnoses with cognitive
impairment, such as visual hallucinations in Charles Bonnet
syndrome and Lilliputian hallucinations in delirium
tremens. Despite a great deal of research into the neuro-
psychological underpinnings of psychotic phenomena
in schizophrenia throughout the 1990s, positive symptoms
do not map easily on to the well recognized cognitive
deficits manifest in more obviously organic brain dis-
ease, particularly deficits associated with circumscribed
lesions.

Similarly, the relationship of insight to cognitive func-
tion is far from simple. Loss of insight is, like emotional
inertia, a mental state anomaly that is possibly but not
inevitably associated with cognitive impairment. In many
patients, partial or absent insight may be understandably
attributable to psychological defence mechanisms and per-
sonality factors. Do not forget to ask the patient whether
they have noticed any problems with their memory or their
ability to concentrate and pay attention. Can they take in a
favourite TV programme, or read and remember a magazine
or newspaper article? Are they absent-mindedly losing
things, forgetting appointments, forgetting to switch off
kitchen equipment, or becoming unaware of what people
have said to them?
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SPECIFIC COGNITIVE
ASSESSMENT IN THE MENTAL
STATE EXAMINATION

By the end of the mental state examination, it should be
reasonably clear whether and what simple cognitive tests
are appropriate. Essentially, these tests screen for clinically
significant cognitive impairment in a variety of important
intellectual functions. Language barriers should be taken
into account in patients whose mother tongue is not
English. The skill in appropriate cognitive assessment con-
sists of deciding how much or how little to carry out,
administering very simple bedside screening procedures for
a reasonable spectrum of cognitive function where indi-
cated, and adding further tasks if impairment is suggested
by screening. Beyond this, the services of a clinical psy-
chologist may be required.

As mentioned above, examination of orientation to
place, person and time may be superfluous. Disorientation
to time of day has the reputation of particular sensitivity,
however. Ideally the patient should not have sight of a
clock or a watch.

Use common sense in the interpretation of mistakes:
patients living in a deprived environment may have little
reason to know the exact date or even the day of the week
- this is not the same as being presented with the date or
day and then forgetting it. The patient should, however,
know the month (except at the end or beginning of the
month) and the year. If in doubt, ask additional questions
such as what season it is, whether the patient has had
breakfast today, and what sort of a job the patient does, in
order to evaluate the patient’s grasp and general awareness
of their surroundings. Asking the patient to tell you what
has been going on in the news can also be informative, par-
ticularly if momentous or highly publicized events have
just taken place.

Memory should be divided into short-term or working
memory (see below) and longer-term memory. Working
memory can be tested by digit span - that is, repeating a
series of digits after the doctor says them. The normal range
is 5-9. Reversed digit span may also be tested and should
normally extend to four or more digits. These and similar
tests, such as saying the days of the week or the months of
the year backwards, test attention and concentration as
well as pure working memory. There is a good deal of over-
lap between the two. Mental arithmetic is another way of
testing attention and concentration, plus the specific ability
to calculate. Most patients find ‘serial sevens’ — subtracting
seven repeatedly from 100 - rather challenging. Subtracting
three from 20, or counting backwards from 20, is easier:
again, take into account educational achievement.

Longer-term memory can be assessed by asking the
patient to remember a name and an address comprising five
or six elements. Use common sense: do not present some-
thing that is highly irregular or that you might not remem-
ber either. Make sure the patient has encoded the name and
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address by asking them to repeat it after you, correctly, at
least once. Then ask the patient to perform other brief tasks
for 2-5 minutes before asking them to repeat the name and
address. The patient should be able to remember all of it,
especially if it was only five items long.

Semantic memory may be assessed by asking the patient
some general-knowledge questions, such as the name of the
current monarch and prime minister, and the years during
which the Second World War took place. Some questions
may be so easy as to exclude the effects of incomplete edu-
cation and disinterest in current affairs.

Frontal lobe function was classically assessed in terms of
abstract conceptual ability - that is, asking patients to think
beyond the concrete, by explaining the meaning of
proverbs, or explaining the differences or similarities
between objects. Proverb interpretation is in the author’s
experience performed very poorly, particularly by medical
students asked the meaning of, ‘It’s an ill wind that blows
nobody any good’. Again, take into account educational
and cultural factors and keep it simple: ‘Too many cooks
spoil the broth’ is probably OK to start with. Differences
such as that between a fence and a wall, a child and a
dwarf, and a table and a chair may be followed by an
enquiry as to how the items are similar. More difficult
abstract pairs include a poem and a statue, and praise and
punishment. Reasoning and judgement can be examined by
asking the patient to ‘guesstimate’ how fast racehorses
gallop, the height of the average woman in the UK, the age
of the oldest person in the UK, and the best paid occupation
in the UK.

Frontal function is a somewhat overinclusive entity,
unfortunately. What this means is that abstraction is not
sufficient on its own. The best recognized frontal functions
that lend themselves to bedside testing, apart from abstrac-
tion, are initiation (i.e. mental response to an external stim-
ulus), maintenance of set (i.e. inhibition of inappropriate
responses) and set-shifting (i.e. changing response as
appropriate). To test initiation, ask the patient to generate
as many animals as they can think of in one minute: ten or
fewer indicates impairment, as does perseveration (repeat-
ing an answer). Similarly, ask the patient to say words
beginning with the letter ‘s’ (or ‘f" or ‘a’) in one minute;
again, fewer than ten per minute and perseveration indicate
definite impairment.

Frontal lobe tasks tend to be performed poorly by people
with learning disability, dementia or schizophrenia.

In the patient in whom dementia or other organic psy-
chosyndrome is considered, it may be well worth carrying
out tests of more localized dysfunction (see below). The
tests from the MMSE comprise a useful screen: naming a
watch and a pen (to which may be added naming the
hands, winder, nib, clip, etc.), writing a sentence, repeating
a phrase, following the written instruction ‘Close your
eyes’, following a three-stage spoken instruction, and copy-
ing intersecting pentagrams. To this may be added basic
praxis, for example, asking the patient to demonstrate

how they would comb their hair, strike a match and wave
goodbye.

WHY NOT JUST DO A MINI-
MENTAL STATE EXAMINATION?

There is no doubt that the MMSE is a very well established
screen for clinically significant cognitive impairment.
However, it is based almost entirely on memory, with virtu-
ally no frontal testing. If the patient scores less than 24 on
the MMSE, then this merely raises the question of definite
deficit, which will not have been addressed in more specific
cognitive or diagnostic terms. The MMSE does not consti-
tute an end in itself.

More importantly for junior doctors, in the Royal College
of Psychiatrists’ clinical examinations that evaluate the
candidate’s ability to assess cognition, the MMSE test sheet
is not available. It is of course possible to administer the
MMSE from memory, and lots of candidates do, but it is
highly likely that a more specific evaluation will be
required. Candidates facing standardized clinical stations
with role-players may be given instructions to examine any
area of neuropsychological function and not just the pres-
ence of clinically significant cognitive impairment as per
MMSE score. Outside formal examinations, however, the
MMSE is clinically useful when there is a question-mark
over whether the patient is cognitively impaired.
Nonetheless, this circumstance should not be the rule, given
the many other avenues of exploration possible. The other
use of the MMSE is as repeated measure, to track emerging
cognitive decline or response to treatment, particularly in
dementing illness where memory deficit is to the fore.

CLINICAL PSYCHOLOGISTS AND
PSYCHOMETRIC TESTING

Historically, clinical psychologists ‘followed diagnosis with
numbers’ - that is, carried out IQ tests, memory tests, lan-
guage tests, etc. at the behest of the psychiatrist, whose pro-
visional diagnosis implied an impairment. Clinical
psychology has now become a diffuse discipline in which
psychometric testing is very much a minority interest. A
vague non-specific referral is likely to lead to a ‘full assess-
ment’ and ‘formulation’, which may prove completely free
of any neurocognitive content whatsoever. It therefore
behoves the referrer to know what they are talking about, to
have carried out a range of bedside tests, to know the basics
of more formal evaluation, and to demonstrate justification
for what is asked for. The request should state what neuro-
psychological deficit is suspected and why, and should
indicate what specific psychometric tests may be useful.
Psychologists sometimes return reports devoid of num-
bers, for instance describing current IQ as ‘normal’ or ‘aver-
age’. This tendency should be discouraged and precision



aimed for. After all, the investigation may need to be
repeated in the future. The author would, furthermore, sug-
gest that all psychiatrists should be capable of carrying out
a premorbid IQ estimate, the National Adult Reading Test
(NART)® and a current IQ estimate, the Quick Test.° The
standard psychometric IQ evaluation, the Wechsler Adult
Intelligence Scale (WAIS),” is a very lengthy test, onerous
for both the patient and the clinical psychologist. Indeed, it
is often ‘pro-rated’ - that is, a selection of sub-tests, rather
than all of them, is administered and an IQ score derived
from partial completion.

Finally, it is always well worth ordering all the patient’s
previous case notes. A summary of notes, although time-
consuming, may generate much useful information about
family history, development and previous personal func-
tion, which may not be available at initial interview.
Occasionally there may have been a psychological assess-
ment, even including an IQ score or other psychometric
tests.

FROM THE CLINICAL TO THE
THEORETICAL: STRUCTURAL-
FUNCTIONAL RELATIONSHIPS

As a whole, cognitive function or the lack of it is as hetero-
geneous and variable as the spectrum of psychiatric disor-
der. Taking a hierarchical approach, the most gross
cognitive impairments and anomalies are likely to be
encountered in the dementias, learning disability and other
organic psychosyndromes, produced by the usual range of
neurodevelopmental, traumatic, neoplastic, metabolic,
endocrine, vascular, infective, autoimmune, toxic and
degenerative insults. An isolated area of cognitive dysfunc-
tion that can be attributed to a localized lesion, in the set-
ting of preserved performance otherwise, is particularly
likely to afford specific diagnostic implications. Moreover,
‘functional’ psychotic disorder, particularly schizophrenia,
is increasingly recognized as including cognitive impair-
ment in frontal function and long-term memory. These are
disproportionate deficits considering overall intellectual
ability. Even so, a fall in IQ from premorbid levels is
extremely common in patients with schizophrenia. Similar
chronic impairments are beginning to be described in bipo-
lar affective disorder.

On the other hand, ‘neurotic’ disorder, personality disor-
der and substance (apart from alcohol) abuse were never of
great interest in cognitive terms, although this is an emerg-
ing experimental field. Even so, it has long been recognized
that depressed patients tend to complaints of absent-
mindedness or inability to concentrate. On testing there can
be a patchy impairment of memory and concentration
owing to anxiety and difficulty in paying attention.

Occasionally, patients present with cognitive impairment
that is more apparent than real, such as in dissociative
amnesia and depressive pseudo-dementia. It pays to be
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aware of discrepancies between the pattern of impairment
expected and that produced by the patient. Furthermore,
there are particular issues with learning disability in the
author’s experience. Much subnormal 1Q, whether original
or recently acquired, goes undetected in psychiatric prac-
tice. Conversely, it is not rare to encounter patients thought
to be learning disabled by other professions and who return
a Quick Test estimate within one standard deviation of the
mean.

Some important cognitive functions, principally atten-
tion, concentration, memory and executive function, are
not localized to specific hemispheres or areas of the brain.
These have a distributed neural basis and tend to be com-
promised by generalized cerebral dysfunction, by definition
more than minor although not always permanent. Other
functions such as verbal skills and visuospatial function are
lateralized to the left and right hemispheres, respectively,
depending on cerebral dominance. Discrete unilateral
lesions, therefore, may have very different consequences
compared with distributed compromise. Furthermore, the
causes tend to differ: metabolic, electrolytic, infective,
pharmaceutical and endocrine pathology is unlikely to
target some parts of the brain more than others, as opposed
to cerebrovascular, neoplastic and in some instances degen-
erative pathology.

The frontal lobes are something of an exception to the
basic diffuse versus localized distinction, since they have a
crucial integrative role across a number of important func-
tions. Therefore, limited lesions of the frontal lobes can
impact upon distributed functions. This is probably why
‘frontal lobe function’ is such an inherently overinclusive
and unsatisfactory term.

DISTRIBUTED FUNCTIONS

Attention and concentration

The reticular activating system connects the brainstem to
the thalamus and neocortex via ascending cholinergic,
monoaminergic and serotonergic pathways. There is neo-
cortical feedback, particularly from the prefrontal cortex
and the posterior parietal and inferior temporal cortex, all
of which receive afferent perceptual input. The result is
conscious attention. Disruption of attention leads to confu-
sion, termed delirium at the moment, at least when it com-
prises an acute presentation attributable to a new insult to
the brain rather than a chronic degenerative picture.

Like any other disorder, there is a spectrum of severity
applicable to attentional impairment. Clinically, it presents
as poor orientation, an inability to sustain attention, dis-
tractibility by irrelevant stimuli, and inability to inhibit
inappropriate responses. Such patients may perseverate, fail
to repeat and reverse strings of digits, fail to reverse the
days of the week, fail simple mental arithmetic, and fail to
learn a name and address. There is obviously an overlap
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with compromise of working memory. Although usually the
result of a diffuse insult, right-sided prefrontal lobe lesions
are supposedly more likely to produce attentional impair-
ment than the left-sided variety. Many delirious patients are
quiet and lethargic, but some are actively agitated, deluded
and hallucinated: this phenomenon 1is recognized in
severely physically ill patients as ‘ICU psychosis. Some
forms of delirium, the classic example being delirium
tremens, are usually accompanied by hallucinosis.

Memory

The overall concept of memory is neuropsychologically
quite complex and occasionally rather bewildering. The
major subclassification into implicit and explicit memory
has much more theoretical than clinical utility. Essentially,
explicit (also known as declarative) memory subsumes what
can be recalled by conscious (i.e. voluntary) recollection.
Implicit memory is something of a ‘rag-bag’ and includes
everything else. First, implicit memory includes what the
patient has learned (i.e. not forgotten) but cannot voluntar-
ily remember on demand. Such implicit memory material
can be brought to consciousness by priming or cueing: if
the patient is given a list of ten words to learn but can rec-
ollect only five of them, they may recall some of the others
if given the initial letter or other clue. Second, implicit
memory includes the learning and retention of motor skills,
such as driving a car, typing, or playing a musical instru-
ment. This is known as procedural memory. Third, implicit
memory subsumes other non-verbal but entirely uncon-
scious forms of learning such as conditioned reflexes.

Implicit memory tends to be relatively preserved, even in
serious psychotic or degenerative disorder, and is not
assessed routinely in psychiatry. However, loss of motor
skills, if the patient had any, can be asked about in the his-
tory, particularly if an informant is available. It should not
be forgotten that motor skills may deteriorate without reg-
ular practice, leaving aside the effects of mental disorder.

Explicit memory is divided into short-term memory (also
known as working memory) and long-term memory. The
working memory system serves to keep small amounts (five
to nine items) of verbal, auditory or visual material present
in conscious awareness for recall or manipulation, or both,
for a brief period of up to 30s. There is an obvious overlap
with conscious attention. Working memory functions
alongside long-term memory, but surprisingly the acquisi-
tion and retrieval of long-term memories can occur despite
defective working memory.

Long-term memory is divided into episodic and semantic
memory. Episodic memory is what most people would call
memory - the recollection of personal experience - for
instance, what one did yesterday. Semantic memory is what
most people would call knowledge: the capital of France is
Paris, and a dog is a four-legged domesticated animal that
barks and wags its tail.

An added layer of complication in the understanding of

memory is the processes through which the systems work.
In other words, information of whatever kind must be
encountered (consciously or otherwise), encoded, reinforced
or consolidated, and then accessed for recall; otherwise, the
information cannot become a memory. This may have prac-
tical clinical implications: for instance, the author was
asked to complete a second opinion on a patient whom sev-
eral ‘assessments’ had concluded was suffering from post-
traumatic stress disorder. The flaw in the argument was that
the traumatic incident comprised a blow to the head that
produced unconsciousness accompanied by several min-
utes’ amnesia both before and after the event. Logically, the
patient could not suffer re-experiencing and avoidance
symptoms related directly to an event of which he had no
memory at all. This elementary error had understandably
compromised the patient’s management for the 3 years
since presentation.

Another relevant process is forgetting: there are further
theoretical distinctions between the functions of searching
or accessing memories, and the existence of a store where
representations are held. Recall is thought to be harder than
recognition for these reasons: recall of material requires a
search for and access to what is in the store, while recogni-
tion involves only a check for familiarity between the
material presented and the content of the store.

Although memory is overall a distributed function, its
subdivisions do have localized affiliations. Thus, the basal
ganglia and cerebellum are thought to be of particular
importance in conditioning and procedural memory.
Regarding working memory, the substrates for verbal con-
tent (phonological loop) and non-verbal content (visuospa-
tial sketch pad) devolve to the dominant and non-dominant
hemisphere, respectively, while the frontal cortex includes a
central executive function to operate them effectively. The
circuit of Papez, a component of the limbic system compris-
ing the medial temporal lobe, diencephalon, basal forebrain
nuclei, fornix and cingulate gyrus, is essential for episodic
memory. Semantic memory is lost with lesions of the dom-
inant temporal neocortex.

Classic neuropsychological distinctions between these
types of memory are of limited utility in psychiatry.
Clinically, the ability to acquire, retain and recall new
episodic material (i.e. anterograde memory) as opposed to
the ability to recall old episodic material (retrograde amne-
sia) is much more relevant. Working memory and attention
are usually compromised in anterograde amnesia, alongside
this long-term episodic memory failure. The Rivermead
Behavioural Memory Test (RBMT)? is the standard measure
of episodic memory function in anterograde terms. The
RBMT includes both non-verbal and verbal elements
(words, drawings, faces) and tests of both recall and recog-
nition. Interestingly, patients with schizophrenia perform
very poorly on this test and on tests of semantic memory.
The bedside test of verbal episodic memory recall, asking a
name and address learned a few minutes previously, is a
useful screen. Retrograde memory evaluation turns upon



whether the autobiographical history given by the patient
can be validated. In some patients it may be obviously con-
fabulatory rather than missing. Formal tests exist, such as
the Famous Faces Test, in which the patient is presented
with photographs of famous people or events from different
periods in the past.*'

Amnesic syndrome is an important entity in psychiatry:
anterograde or retrograde amnesia, or both, occur in the
absence of other cognitive dysfunctions, including, surpris-
ingly, implicit memory. Amnesic syndrome can be acute or
chronic.

Acute amnesia occurs in delirium and in transient global
amnesia: it may present with alcohol and drug intoxication,
closed head injury and focal epilepsy. Anterograde amnesia
is the rule, alongside some working memory/attentional
impairment. Patients cannot remember anything for more
than a few minutes: attentional impairment inevitably
results in a degree of disorientation in place and time.
Nonetheless, in transient global amnesia, the patient may
have normal working memory and attention (i.e. normal
digit span and reversal tests) and be acutely aware of their
difficulty, repeatedly asking where they are, how they
arrived at that location and what has happened.
Furthermore, in transient global amnesia, there is a dense
retrograde amnesia that may go back for decades. The
patient may be unaware of the death of a relative or the
achievements of their children, for instance.

Chronic amnesic syndrome indicates long-term bilateral
damage to the medial temporal lobe, particularly the hip-
pocampus, as in, for example, early Alzheimer’s disease,
herpes encephalitis and posterior cerebral artery stroke. It is
also associated with closed head injury. Diencephalic
damage is a classic complication of alcoholism in the form
of Korsakoff psychosis. In chronic amnesic syndrome, there
is a preserved intelligence quotient but severe anterograde
amnesia accompanied by retrograde amnesia. This is much
worse with diencephalic than hippocampal compromise.
There is a temporal gradient that is counterintuitive, in that
more distant memories are clearer than more recent memo-
ries. Working memory, attention and aspects of implicit
memory are unaffected.

Semantic memory disorder occurs in Pick’s disease,
herpes encephalitis and severe schizophrenia. It also sur-
faces in progressive dementing disorder, particularly
Alzheimer’s disease. Bedside tests of semantic memory are
not usually indicated, but there is some overlap with the
‘frontal’ category fluency test (i.e. naming as many items as
possible, such as animals, or words beginning with a spe-
cific initial, in a brief period such as 1 minute). Asking
about general knowledge (e.g. name of prime minister) is
also useful. The patient may be asked to verify (or other-
wise) statements such as ‘Admirals are in charge of ships’
and ‘Beer is sold at a butcher’s shop’. By far the best formal
test of semantic memory is the Hodges semantic memory
battery," which has been used widely in formal neuropsy-
chological assessment and research. The Graded Naming
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Test is much shorter: the patient is asked to look at a
number of pictures of increasingly obscure items and say
what they are.'” The Silly Sentences Test consists of correct
and nonsensical statements as above, the patient being
asked to determined which is which."”

Frontal lobe function

Frontal lobe function, also known as executive function, is
problematic in terms of its heterogeneity and ubiquity. In
summary, frontal lobe function involves generating
responses to stimuli, choosing the most appropriate,
inhibiting inappropriate responses, planning and problem-
solving, keeping a sequence of behaviours on course to
achieve an overall goal, and yet changing response param-
eters when required by environmental variation. Bedside
tests for frontal function have arisen from the study of
patients with circumscribed frontal lobe lesions.

Frontal lobe compromise can be suggested by the history.
Disinhibition in mood and behaviour and a lack of empathy
for others are of course not specific to patients with frontal
lobe disorders, but they can be of sufficient magnitude and
difference compared with the normal personality and
behaviour to be significant. Lack of suppression of inappro-
priate internal stimuli is thought to be responsible. On the
other hand, the apathy and marked slowing also observed
in frontal patients reflects that they may respond very
poorly to internal and external stimuli. Adequate response
to external stimuli enables patients to attempt testing,
although this must be done carefully if cooperation is not to
be lost. Category fluency for animals (or vehicles or house-
hold items, for instance) and words beginning with specific
letters can be considered a frontal test. Perseveration occurs
when items are repeated (the patient gets stuck rather than
forgets they have said the item or word already), and irrele-
vant items or words may be offered owing to distractibility;
one schizophrenic patient of the author’s responded to a
request to name sea creatures with the phrase ‘men in
aqualungs’, for instance. Planning and strategy is compro-
mised: most people when asked to name animals would use
superordinate categorization to identify groups of animals,
such as thinking of farm animals, domestic animals or
jungle animals. Patients with frontal lobe disorders do not
do this as effectively.

If frontal impairment is suspected, it may be useful to ask
the patient to carry out non-verbal tasks as well as proverb,
difference and similarity explanation, cognitive estimates
and category fluency (see above). The patient may be asked
to copy an alternating sequence of triangles and squares
(Figure 7.1) or to tap on the desk twice when the examiner
taps once (under the table), and vice versa (i.e. the patient
should tap once when the examiner taps twice). This is
repeated until the examiner is satisfied that the patient can
or cannot do it. Further formal testing is within the remit of
clinical psychologists. They may use a structured initiation
task such as the formal FAS fluency test™ (the patient is
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asked to say as many words as they can think of beginning
with the letter F in 1 minute, then with the letter A, and then
with the letter S) and ‘dual tasks’ of divided attention (since
the working memory central executive is compromised),
such as the Stroop Test' and the Trail Making Test.'® Divided
attention clearly overlaps with the ability to maintain and
change set. The standard set maintenance and shifting task
is, however, the Wisconsin Card Sorting Test, in which cards
are sorted according to the different numbers of various
shapes of separate colours that appear on each one.'” The
Tower of London (or Hanoi) test is used to assess planning
and sequencing.' The Cognitive Estimates Test comprises
ten ‘guesstimate’ questions (see above) and assesses reason-
ing and judgement."” The Behavioural Assessment of the
Dysexecutive Syndrome (BADS)?"** is an ecologically valid
test that covers functional aspects of frontal impairment.

Causes of frontal lobe syndrome include focal dementia
such as Pick’s disease, anterior cerebral artery stroke, head
injury (closed or local trauma) and tumours. Frontal signs
are eventually seen in degenerative disorders that have
the effect of isolating the frontal lobes, for example
subcortical dementias such as Huntingdon’s and
Parkinson’s diseases, progressive supranuclear palsy,
leucodystrophies and acquired immunodeficiency syn-
drome (AIDS) encephalopathy.

LOCALIZED COGNITIVE
FUNCTIONS

The dominant hemisphere

The left hemisphere is dominant in right-handed people and
about half of left-handed people: its functions include lan-
guage, calculation and higher motor control (praxis).
Dysphasia (impairment of language function) should be
distinguished from dysarthria (failure of articulation).
Dysarthria has a variety of causes, the most common in
psychiatric practice probably being antipsychotic drug
treatment with extrapyramidal side effects. Cranial nerve
palsies, cerebellar and basal ganglia pathology, and anterior
left hemisphere lesions can also contribute to dysarthria.
Dysphasia presents in two forms, receptive and expres-
sive. In receptive dysphasia there is a lesion affecting
Wernicke’s area in the dominant posterior superior tempo-
ral lobe. Language is not understood and speech output is
fluent but unintelligible to varying degrees, including neol-
ogisms, grammatical and syntactical errors, and overinclu-
siveness. In expressive dysphasia there is a lesion affecting
Broca’s area in the dominant inferior frontal lobe, usually

Figure 7.1 Ask the patient to copy the connected alternating shapes above

extending into the frontoparietal region served by the supe-
rior middle cerebral artery. Language is understood but the
patient cannot find words and assemble phrases and sen-
tences: speech output is simple, minimal and not entirely
correct in structure, but it betrays better comprehension
than the irrelevant speech output of patients with expres-
sive dysphasia. Both types of dysphasia affect the ability to
repeat and to name objects. The Graded Naming Test can be
used to evaluate naming impairment and semantic memory.
Repetition can be examined simply using the MMSE phrase
‘No ifs, ands or buts’ Language comprehension can be eval-
uated with the Token Test: a number of tokens of different
shapes and colours are assembled before the patient, who is
then given standard verbal instructions of variable com-
plexity, such as ‘Put the small red circle on the big green
square’® Furthermore, most dysphasic patients are
dyslexic, having difficulty in reading aloud or comprehen-
sion of text: they can be asked to read a short passage from
a book, newspaper or magazine, and then describe its con-
tent. The distinction should be drawn between patients with
learning disability and illiterate patients, however, and
those who have lost a pre-existing ability. Similarly, there
may be dysgraphia (difficulty in writing): the patient may
fail to write a sentence or copy text. Dominant parietal lobe
damage may be associated with dyspraxic dysgraphia, in
which the motor control of writing is impaired. Both dys-
graphia and dyslexia may present as neglect phenomena
owing to non-dominant lesions (see below): the left (first)
parts or words are not written or not read at all, or they are
read or written incorrectly.

To the rear of Wernicke’s area is the angular gyrus, which
connects the temporal, parietal and occipital lobes. Lesions
here produce Gerstmann syndrome: dysgraphia, dyscalcu-
lia, right-left disorientation and inability to name individ-
ual fingers according to convention (finger agnosia). The
angular gyrus appears very important for numeracy in gen-
eral. If a patient cannot carry out serial subtractions of
three from 20, then simpler arithmetic function can be
checked, for instance single-figure addition. If further
examination is required, the patient may be asked to point
to numbers on command, copy numbers, write numbers to
dictation, and read aloud written numbers. Again, the con-
text of overall intelligence quotient and educational and
motivational factors should be considered.

Finally, apraxia, the loss of simple motor skills, can be a
consequence of dominant hemisphere compromise. The
patient may be asked to demonstrate buccofacial actions
(how they would lick lips, cough, sip through a straw, blow
out a match), limb actions (how they would wave goodbye,
beckon ‘come here’, salute, hitch a lift) and object usage




(how they would brush teeth, comb hair, strike a match, use
scissors, hammer a nail). If there is difficulty, the action can
be demonstrated by the examiner to see whether the patient
can copy it.

The non-dominant hemisphere

Localized non-dominant hemisphere lesions result in neg-
lect (lack of awareness) phenomena and visuospatial defect,
particularly lack of visual recognition. Stroke-induced
lesions can result in denial that the affected side exists,
denial of hemiplegia (anosagnosia) or minimization (anoso-
diaphoria). Patients may ignore visual, auditory and tactile
sensory input, usually from the left side of the body, since
the right hemisphere is generally non-dominant. Extinction
occurs when the patient is aware of such stimulation but, if
the stimulus is presented bilaterally, ignores the stimulus on
the neglected side. Neglect of space outside the body can
occur after damage to either hemisphere but is persistent
and severe following non-dominant insults. This can be
determined by asking the patient to copy a clock face: half
the numbers are left out or they are all squashed into one
side. Other drawings are copied with the left half missing.
Another aspect of visuospatial difficulty is manifest as
dressing apraxia.

Visuospatial function can be tested at the bedside by
asking the patient to copy simple line drawings such as the
intersecting pentagons in the MMSE or a three-dimensional
drawing of a cube. The Visual Object Space Perception
Battery®* is a very useful test for further evaluation of
visuospatial function, although some of the more difficult
tasks have a distinct executive element.

Visual agnosia (inability to name objects presented in
pictorial form) may result from semantic memory impair-
ment or deficits in visual processing (apperceptive agnosia).
Patients with apperceptive agnosia cannot copy line draw-
ings or match identical depictions. However, they may be
able to identify an object by touch. The patient should be
able to describe the attributes of an object named by the
examiner, unlike patients with semantic memory disorder.
Apperceptive agnosia may extend to an inability to recog-
nize faces (prosopagnosia). Even so, patients with
prosopagnosia may recognize people from their voice, gait
or dress and can match the same face from portraits or pho-
tographs. They can describe facial features and expressions.
The Recognition Memory Test” is a formal evaluation
including faces presented singly and then in pairs, the
patient needing to identify the face seen previously.

ESTIMATING PREMORBID AND
CURRENT INTELLIGENCE
QUOTIENT

Conclusion 97

lectual capacity to inform formulation and management.
The population mean IQ score is 100: the range is between
zero and 200. The standard deviation is 15. People with an
1Q outwith two standard deviations of the mean are statisti-
cally abnormal: hence, learning disability is defined by an
1Q below 70, while an IQ of over 130 denotes superiority.
The measurement error is five points. For this reason, a
person may be classed as having a learning disability with
an IQ of 75 if there are sufficient impairments in (separately
assessed) adaptive functioning. Conversely, if there is ade-
quate adaptive functioning, then learning disability would
not be diagnosed in the context of an IQ of 65. The low
score would be attributed instead to measurement error.
Because practice effects are observed in neuropsychological
evaluation, and the WAIS does not include multiple ver-
sions, it can be misleading to repeat the evaluation particu-
larly over a brief period of time.

WAIS assessment is, as mentioned above, rather lengthy
and cumbersome, potentially presenting the individual with
multiple experiences of failure, which can be demoralizing.
Furthermore, 1Q evaluation may be seen as undesirable for
social reasons, undermining the value of people and consti-
tuting grounds for discrimination. IQ evaluation measures,
it has been argued, no more than the ability to complete 1Q
tests successfully. Nonetheless, in cognitive terms, IQ tests
load quite heavily on aspects of frontal and memory func-
tion, which are know to be crucial for independent living
skills.

Availability of the WAIS equipment is limited by its pub-
lisher to properly qualified clinical psychologists. A good
compromise is the Quick Test (Figure 7.2; Table 7.1).

Premorbid intelligence is of great interest where IQ
decline is suspected, as in degenerative or other instances of
permanent brain damage however caused. Estimation
requires a test that accesses aspects of cognition at least rel-
atively preserved subsequent to psychiatric or neurological
disorder: scores on the test should correlate highly with
current IQ in the normal population. The best established
premorbid IQ evaluation is the NART (Table 7.2). This test
asks the patient (whose first language should be English) to
read 50 words whose spelling does not reflect their pronun-
ciation. The implication is that because reading one’s
mother tongue is such a well established skill, acquired in
childhood, it is resistant to the effects of cerebral pathology.

IQ decline can be assessed by comparing the NART score
with the Quick Test score. Substantial discrepancies are
manifest in dementia, after serious insults with permanent
effects, and in some patients with chronic schizophrenia.
Both the presence of decline and the current 1Q estimate can
be useful information in terms of diagnosis and prognosis.

CONCLUSION

Given the impact of current IQ upon personal and social
function, it is important to judge the patient’s general intel-

Every competent psychiatrist must have an adequate work-
ing knowledge of cognition: the generality and specifics of
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Table 7.1 Quick Test. Reproduced with permission from Ref. 6

Belt Easy 4 49 135 Graceful 10 1
Dancing Easy 1 48 130 Fluid 11 2
Traffic Easy 4 47 120 Solution 11 2
Whistle Easy 4 46 116 Discipline 12 4
Fence Easy 3 45 110 Crystallised 13 2
Drink Easy 2 44 108 Turntable 13 1
Wreck Easy 3 43 104 Saccharin 14 2
Music Easy 1 42 102 Immature 14 4
Medicine Easy 2 41 100 Cordiality 15 1
Gun Easy 4 40 98 Velocity 15 3
Pepper Easy 2 39 96 Decisive 16 4
Racing Easy 3 38 92 Laceration 16 3
Salt Easy 2 36 90 Foliage 17 3
Woman Easy 1 35 87 Imperative 17 4
Sugar Easy 2 32 84 Intimacy 18 1
Track Easy 3 30 80 Concoction 18 2
School 6 4 27 75 Conviviality 18 1
Partner 7 1 25 70 Chevrons 18+ 4
Couples 7 1 22 65 Condiment Hard 2
Rail 7 3 21 60 Cacophony Hard 3
Respected 8 4 19 55 Miscible Hard 2
Betting 8 3 18 50 Imbibe Hard 2
Daring 9 3 16 45 Amicable Hard 1
Stadium 9 3 15 40 Pungent Hard 2
Pedestrian 10 4

Table 7.2 The National Adult Reading Test (NART). Reproduced with permission from Ref. 5

Chord Placebo Assignate 0 131 17 110 34 89
Depot Detente Subtle 1 129 18 108 35 87
Bouquet Puerperal Gist 2 128 19 107 36 86
Capon Gauche Superfluous 3 127 20 106 37 85
Nausea Leviathan Banal 4 126 21 105 38 84
Courteous Prelate Cellist 5 124 22 103 39 82
Equivocal Demesne Zealot 6 123 23 102 40 81
Catacomb Labile Aeon 7 122 24 101 41 80
Thyme Ache Abstemious 8 121 25 100 42 79
Radix Aisle layll 9 120 26 98 43 7
Hiatus Psalm Aver 10 118 27 97 44 76
Procreate Deny Topiary 11 117 28 96 45 75
Gouge Debt Beatify 12 116 29 95 46 74
Simile Rarefy Sidereal 13 115 30 94 47 73
Quadruped ~ Naive Syncope 14 113 31 92 48 71
Facade Gaoled Campanile 15 112 32 91 49 70
Drachm Heir 16 111 33 90
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Figure 7.2 Quick Test. Place the cards in front of the patient on a table in a block of four. Leave a gap of about 15 cm betwesn each card to make it easier for the patient to
point at the picture they select in response to each test word. Reproduced with permission from Ref. 6

normal function, how it can go wrong, the clinical discov-
ery of deficits, and their diagnostic and prognostic implica-
tions. Cognitive evaluation is, however, predicated not
upon an afterthought of mental state examination but on
foregoing referral information, and the patient’s previous
history, history at interview and mental state assessment.
Only then can appropriate screening take place, followed up
with further enquiry and referral to colleagues in clinical
psychology when necessary.

Repeated and extensive practice with a broad spectrum
of patients will illustrate how cognitive issues insinuate
themselves into psychiatric formulation and so inform
investigation, management and outcome. It is hoped that
the material presented in this chapter constitutes a good
starting point.
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Chapter 8

Human development

Marcus Munafo and Angela Attwood

CONCEPTUAL FRAMEWORKS

Nature and nurture

Are individual differences in behavioural and physical traits
determined by genetic variation or by differences in envi-
ronmental circumstances? Historically, theorists have
tended to advocate extreme positions in this debate, but it is
now widely accepted that genetic and environmental influ-
ences do not operate independently but are interactive. In
most cases, genetic factors provide a set of parameters in
which an infant can develop, with the exact nature of this
development being determined by the environment. Thus, it
seems that the important question is not which influence is
most important, but rather how genetic and environmental
factors interact to determine human development.

The heritability statistic used to express the relative con-
tribution of genotype and environment to the observed
behaviour or trait (i.e. phenotype) is widely misunderstood.
This is a population statistic that provides information on
the proportion of variability in the observed phenotype that
may be accounted for by variability in the genotype (and,
therefore, information on variability accounted for by the
environment). The number of fingers on one hand, for
example, although determined genetically, is not highly
heritable, as any variation in this number is generally the
result of environmental factors. Height, however, is highly
heritable, since most diets — even relatively poor ones - are
sufficient to promote growth, so that environmental varia-
tion plays a smaller role, with any residual variation being
the result of genetic factors. The latter example also indi-
cates that a heritability statistic for a given phenotype is
specific to the time and population on which it was calcu-
lated: in populations where the diet is more variable, more
of the variation in height in that population may be associ-
ated with this environmental factor, so that the heritability
coefficient will be different even if the underlying distribu-
tion of genes is the same.

Stage theories

Many abilities and behaviours develop in a uniform way.
The prerequisites for these behaviours, such as basic motor

skills, are inherited, but through dynamic interaction with
the environment children learn to develop these skills.
Stage theories propose that development passes sequen-
tially through qualitatively different phases. In most cases,
accomplishment of one stage is necessary before develop-
ment of the next can proceed. The rate of development is
influenced by environmental factors, but some stage theo-
ries identify critical periods by which accomplishment of
certain skills should be achieved.

Stage theories have been used to describe many aspects
of development, including linguistic, moral and motor
development. Piaget’s theory of cognitive development is
one of the best-known examples. The goal of stage theorists
is to determine the distinct qualitative features of the devel-
opmental process and the important changes that charac-
terize transition from one stage to the next.

Maturational tasks

Development of a skill or behaviour occurs when a child
performs or practises tasks that strengthen, extend or con-
solidate current knowledge or abilities, so that higher levels
of that skill or behaviour can be achieved. For example, a
child will master the art of standing unaided before attempt-
ing his or her first steps, which will be unsteady at first,
becoming more assured and steady over time. These tasks
propel the child through the critical periods of development.

Maturation refers to a largely genetically determined
‘blueprint’ that sets out a child’s critical periods of develop-
ment (i.e. the sequential aspects of development that are
under biological control). The concept of maturation is
linked closely to the nature-nurture distinction, as it is the
interaction between maturation and experience that shapes
an individual’s development.

Although it is relatively easy to understand maturation in
the development of physical abilities, the applicability of
this framework to psychological development is not
accepted universally. It is also important to distinguish
between simple maturation, which is the pure biological
unfolding driven primarily by genetic factors, and develop-
ment, which is the sequence of changes over the lifespan
that results from the interaction of some behaviours and the
environment.
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Maturity

Maturity in a physical sense refers to the time in life when
physical growth has ceased. From a psychological view-
point, however, maturity is somewhat more difficult to
define. Unlike growing in height, for example, there is no
clear cessation in psychological growth. In fact, learning
and development continue on an emotional, cognitive and
intellectual level throughout an individual’s lifetime.
Therefore, it may be more relevant to think of maturity as
the conclusion to a biologically predetermined pattern of
development, or the culmination in the maturation process
described above.

James Tanner devised a series of longitudinal charts to
illustrate growth references on physical parameters, includ-
ing height, weight, skin folds and puberty, ranging from

birth to maturity. Their purpose was to provide a standard-
ized tool for clinicians to assess whether a child’s size and
growth rate were within the normal limits for his or her age,
sex, socioeconomic position and ethnic group, and to help
diagnose growth disorders such as short stature and low
growth velocity. Despite originally being designed for clini-
cal use, the charts have also been used to predict adult
physical characteristics such as height in adulthood.
Questions have been raised regarding the validity of the
charts, particularly due to trends of increasing size over
time, which have been answered, to some extent, by revi-
sions to the original work. There does, however, remain
some confusion over the comparability of Tanner scales
with other growth references. Tanner’s charts are still in
clinical use in the UK, often in combination with other
growth references (Figure 8.1).
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Gene—environment interactions

The broad implication of interactions between genetic and
environmental influences has been described above. More
recently, more specific findings have contributed to the
debate concerning the nature and development of intelli-
gence and personality, both of which have been claimed to
be up to 80 per cent heritable, although most estimates
range from 50 per cent to 60 per cent. Although twin stud-
ies and other methods have certainly suggested a genetic
component to intellectual ability, the interpretation of these
results is problematic, given the highly interactive nature of
the factors in question and the complex nature of intelli-
gence itself.

Early, simple additive genetic models of intelligence sug-
gested that genotype and environment both contributed
independently to the phenotypic expression of intelligence,
so that the relative contribution could be determined by
certain empirical means (e.g. the comparison of identical
twins raised apart, or the comparison of monozygotic (MZ)
versus dizygotic (DZ) twins). Notwithstanding the method-
ological limitations of many of these studies (and a few cel-
ebrated scientific frauds), the model of genetic influence
guiding this research is potentially inappropriate. The
model of genotype-phenotype interaction, proposed by
Scarr and McCartney in 1983, highlights this (Figure 8.2).

Although genotype and environment will influence the
phenotype of the individual, these relationships may not be

GP > Gc

P

E

Figure 8.2 Scarr and McCartney’s model of genotype—environment interaction in
behavioural development. The child’s observable behaviour (phenotype) will arise
from an interaction between his or her genotype and rearing environment. The
genotype of the parent will determine the genotype of the child and thus also indi-
rectly influence the child’s phenotype. Parental genotypes will have an additional
influence over the child’s rearing environment. The model also allows for a bidirec-
tional influence between the child’s behaviour and rearing environment, highlighting
that the child actively contributes to their own behavioural development. E,, child’s
rearing environment; G, child’s genotype; G,, parent’s genotype; P, child’s pheno-
type. From Scarr S, McCartney K (1983) How people make their own environments:
a theory of genotype—environment effects. Child Development 54: 424-35.

Conceptual frameworks

unidirectional. Most importantly, the phenotype of the indi-
vidual will influence the environment, so that physically
short individuals will be less likely to find themselves play-
ing basketball, for example. In this sense, it would be possi-
ble to find a genetic component for basketball-playing, but
this would not be interpreted as a gene ‘for’ basketball
(whereas comparable findings in intelligence are so inter-
preted). Rather, the combined influence of a number of
genes related to physical development, when expressed in a
given context (i.e. a population where basketball is played)
would influence the likelihood of an individual playing
basketball. The various influences in this interactive model
include the child’s genotype on the child’s phenotype, the
child’s environment on the child’s phenotype, the child’s
phenotype on the child’s environment, the parents’ geno-
type on the child’s genotype, the parents’ genotype on the
child’s environment, and various external influences on the
child’s environment.

The influence of the parents’ genotype on the child’s
environment may also, because of the obvious genetic rela-
tionship between parents and child, appear as a genetic
influence rather than an environmental one. Finally,
because of certain cultural norms, certain physical charac-
teristics will result in the individual being treated in a cer-
tain way. Attractive children, for example, are likely to
receive more stimulation in infancy, which may result in
faster or improved cognitive development. This may appear
as a genetic influence, even though the gene found is ‘for’
physical attractiveness, which, in a specific culture, results
in certain treatment that may facilitate intellectual develop-
ment, so that the genetic influence is mediated by a cultur-
ally determined environmental influence. In this case, it
would be more proper to call the environmental mediating
variable, rather than the genetic variable, causal.

Early versus late adversities

At various times in an individual’s lifetime, they will
encounter negative events or life stressors. A key question
in developmental research is how the outcomes and coping
strategies associated with these events differ as a function
of when they occur. A young child may be particularly
resilient to adversity; underdeveloped cognitive systems,
for example, may restrict encoding of the event, such that
its impact on future development is negligible. However,
children are particularly vulnerable when the negative or
traumatic event disrupts the normal course of development.
Over the last hundred years there have been several reports
of children being rescued from severe adverse experiences,
often involving considerable social and emotional neglect.
Generally, the normal development of the child is severely
compromised and, although improvements do occur with
significant medical and psychiatric intervention, the child
remains intellectually and socially impaired. These cases
support the suggestion that children must attain specific
developmental achievements within a critical age period.
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These cases are, however, both extreme and rare. Many
children experience some form of less severe adversity in
childhood that may lead to behavioural disruption, but to
what extent does this disruption persist - if at all? This will
certainly depend on the nature of the negative event; a
single short-lived adversity, such as a one-off hospitaliza-
tion, while traumatic, may be less detrimental than sus-
tained problems such as extreme poverty or an
alcohol-dependent parent. However, individuals differ
greatly in the extent to which they are vulnerable or
resilient to the effects of negative events. Thus, it may be
particularly important to consider why some individuals
fare better than others following negative experience.
Generally, events in early life will influence the develop-
ment of risk factors such as self-concept, social skills and so
on, while later events will act as causal factors given the
existence of such risk or protective factors. This accounts
for the apparent resilience found in some individuals where
appropriate early experiences and subsequent emotional
and cognitive development may act as protective factors.

Historical models and theories

Psychoanalytical theories

Psychoanalytical theories have common origins in the work
of Sigmund Freud. They emphasize a role of unconscious as
well as conscious processes in governing human behaviour.
Early focus was on social and emotional characteristics of
the adult and how these were shaped during early develop-
ment. According to traditional theories, personality traits can
be traced back to fixations held during various aspects of
early development. An ‘anal’ personality type, for example,
describes someone who is overly pedantic and compulsive,
and would have had strong fixations in the anal stage of
development. Parents and their methods of care are consid-
ered particularly important, with the infant playing a largely
passive role in the outcome of their own development.

Social learning
A major component of social learning theory is learning
through the observation and imitation of others, often
termed ‘observational learning’ or ‘modelling’. Although
many imitated behaviours are reinforced in some way,
studies by Albert Bandura in the 1960s and 1970s showed
that children would mimic the behaviour of an observed
model in the apparent absence of any positive or negative
reinforcer. Imitation, however, does not occur sponta-
neously. Children appear to actively select the behaviours
that they imitate. Contemporary social learning theorists
are particularly interested in the factors that influence this
selectivity, such as the personality or past experience of the
child, or situational factors. More recently, social learning
theory has been adapted to link closely with cognitive the-
ories of development.

Jean Piaget’s epistemological account of cognitive devel-

opment is considered in more detail in other sections of this
chapter. Based predominantly on the observations of his own
children, Piaget developed a stage theory of cognitive devel-
opment that emphasized the interaction between biological
predispositions and environmental influence. His work also
encompassed other aspects of development (e.g. moral devel-
opment); however, it is his cognitive model of development
that has been particularly influential. One of the most impor-
tant contributions that Piaget made was to establish the child
as playing a dynamic role in his or her own development,
through interaction with physical and social worlds, that is
driven by simple, inherited predispositions.

Summary

Understanding human development requires consideration
of the relative influences of inherited biological dispositions
and of environmental factors on phenotypic expression.
This is referred to as the nature-nurture debate, and it is
now accepted widely that genetic and environmental fac-
tors are not simply additive but interact in complex ways.
Generally, it is believed that an individual may vary on any
given characteristic within limits determined by their geno-
type, while the variation within these limits is determined
by the environment.

Stage theories have been employed to explain many
important aspects of human development. They describe
qualitative changes that occur at various periods during
development. Individuals pass through developmental
stages in a fixed order, with attainment of the characteristic
skills of one stage being required before the individual can
pass on to the next. Although sometimes criticized for their
rigidity, stage theories have been extremely influential and
describe behaviours that are often readily observable in the
developing child. A related concept is that of maturational
tasks, which consolidate and expand current skills neces-
sary for development on to higher levels of functioning.

It is important to be aware of several key theoretical
frameworks, in particular psychoanalytical theory, social
learning theory, and Piaget’s stage theory of cognitive and
intellectual development. These theories have been
extremely influential in shaping understanding and
research in human development.

METHODOLOGIES

Cross-sectional studies

Cross-sectional studies examine age-related differences in
behaviour by comparing children of different age groups in
the same situation and at the same point in time. This
enables relatively quick and easy collection of large
amounts of data. However, this method provides little infor-
mation on how individual children develop or on the influ-



ence of past determinants on observed behaviour. It is pos-
sible to obtain self-reported retrospective accounts of past
development, but this method is potentially flawed and has
questionable reliability and validity. Furthermore, selection
of different individuals means that comparison groups may
differ on factors other than age. A 10-year-old child born in
1998, for example, may differ from a 5-year-old child born
in 2003 due to different economic or social influences
during their early development. Thus, there are limits on the
conclusions that can be drawn from cross-sectional studies,
and longitudinal or cohort methods are employed to tackle
more complex questions such as individual stability over
time.

Cohort studies

In cohort studies, individuals are chosen on the basis of one
or more unifying characteristics. For example, studies
examining the genetic and environmental risk factors for
schizophrenia often enlist the children of schizophrenic
patients, as the incidence of schizophrenia is elevated in
these children compared with in the normal population.
However, this presents problems relating to the generaliz-
ability of the findings. Longitudinal studies also require
substantial resources to sustain them over the, often
lengthy, study period. They also may achieve a less repre-
sentative sample than a cross-sectional study, due to some
people being unwilling to commit to repetitive testing over
time. Furthermore, dropout rates are often high and such
attrition may not be random.

Individual studies

On occasion it is beneficial to study an individual child in a
detailed manner, which is not practical with larger groups
of children. This method is particularly useful when study-
ing unusual cases, such as rare diseases, where individual
examples are uncommon. The fundamental limitation of
such an idiographic approach, however, is an inability to
generalize findings to the wider population; it is plausible
that the observations are unique to the child being studied.
Nevertheless, this method can provide useful insights that
guide future research using more systematic techniques in a
large number of individuals.

Identification and evaluation of influences

There is substantial interest in the relative influence of
genetic and environmental factors on development.
Methodologies for investigating this rely on comparison
being made along certain phenotypic dimensions between
individuals of varying genetic similarity. For example,
identical (MZ) twins are genetically identical, while non-
identical (DZ) twins share only, on average, one-half of
their variegated genotype. As such, if a psychological char-
acteristic is correlated more strongly in MZ twins compared
with DZ twins, then this suggests a genetic influence.

Attachment theory

Several varying degrees of genetic and environmental sim-
ilarity are possible: MZ twins reared together, MZ twins
reared apart, DZ twins reared together, DZ twins reared
apart, siblings reared together, siblings reared apart,
cousins, and adopted (i.e. unrelated) children reared
together. Other combinations are possible, but this demon-
strates the variety of comparisons that may be made.

On a variety of phenotypic characteristics (e.g. personal-
ity and other psychological dimensions), the degree of sim-
ilarity between individuals increases with genetic similarity
(and also with environmental similarity). The interpretation
of such results, however, is highly problematic, and it is
becoming increasingly clear that accurate characterization
and reliable measurement of the phenotypic characteristic
of interest are of primary importance. Moreover, this basic
methodology relies on a simple additive model of genetic
and environmental influence that is probably incomplete,
as it fails to take into account gene X environment
interactions.

Summary

Three main methodologies have been employed to study
human development, all of which have their own strengths
and weaknesses. Cross-sectional studies are conducted at
one point in time in groups of children of different ages.
They provide a quick and easy method of collecting a large
amount of data, but they do not enable deeper understand-
ing of how individuals develop over time. Cohort studies
recruit individuals based on a unifying characteristic; how-
ever, there are problems when generalizing these data to
wider populations. Longitudinal studies involve the
repeated testing of the same sample at various periods
during their development, which allows analysis of individ-
ual development across time, but these studies are time-
consuming and costly. Less commonly, a single child may
be studied in depth, which is not possible with larger sam-
ples, although there are problems associated with the gen-
eralizability of the findings.

By studying individuals of varying genetic and environ-
mental similarity, it is possible to examine the relative
influence of these factors on phenotypic characteristics.
However, interpretation of results from these studies can be
problematic.

ATTACHMENT THEORY

Attachment theory attempts to describe the behaviour of
infants (generally in primate species) and relate this to
behaviour in adulthood, in particular focusing on the pro-
gression of these behaviours as they become focused on
(usually) one primary caregiver, known as the attachment
figure, through infancy, and the relationship between the
resulting attachment style and interpersonal behaviour in
adulthood. The main premise of attachment theory is that the
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need for physical proximity and emotional closeness is an
innate behaviour and a necessary precursor to and stimulus
of psychological, emotional and social development. The
primary attachment figure (usually, but not necessarily, the
mother) serves as the model for the development of future
relationships in later childhood and through adulthood.

Attachment behaviours comprise relevant behaviours
directed towards the primary attachment figure, who is the
focus of these behaviours (Table 8.1). In early life (typically
the first 6 months), the infant does not display selectivity in
the direction of relevant behaviours (e.g. seeking closeness),
but after this early period these become increasingly
directed towards an attachment figure. This represents the
formation of an attachment with this individual; interest-
ingly, it depends primarily not on obtaining resources (e.g.
food) from that individual but instead on proximity, affec-
tion and so on. Therefore, direct survival behaviours such
as feeding appear to be distinct from attachment behaviours
such as seeking affection.

For example, rhesus monkeys separated from their
mother will spend the majority of time clinging to a wool
doll rather than a wire doll, even when it is the latter that
provides food. This suggests that attachment behaviours are
related not to feeding but to proximity, nurturance and so
on cued by other stimuli (such as the physical characteris-
tics of the mother).

It has been suggested widely that the initial attachment
forms a template for the development of subsequent social
and emotional relationships, so that early behaviour may
predict later social behaviour.

Table 8.1 Development of attachment behaviours

Infant’s best hope for survival lies in
proximity to caretaker

Infant predisposed to achieve closeness

Attachment remains indiscriminate and
transient

A single (usually) attachment figure is
established

Fear of strangers, attachment maintained
over distance

Attachment figure (usually mother) of
primary importance

Substitute attachment figures are
accepted in absence of primary

Early attachment behaviour related to
later emotional development

Emotional development

Attachment behaviours in early life appear to be highly
correlated with subsequent development and behaviour.
Secure attachment styles are related to initiative-taking,
social competence and the ability to form friendships in
later childhood. Insecure attachment styles, on the other
hand, are related to subsequent social withdrawal and diffi-
culty in forming friendships. Attachment behaviour seems
to be relatively stable, once established, over the lifespan.

Affect regulation

Insecure attachment behaviours include inability to express
affection with the attachment figure, either by being exces-
sively dependent and at the same time irritated by the
attachment figure, or by displaying avoidant behaviour,
and this may be related to affect regulation in adult life.
Generally, insecure attachments have been found to be
related to emotional disturbance in adolescence and adult-
hood, although the strength of the relationship is modest.

Relationships

The primary attachment figure serves as the model for sub-
sequent relationships, including friendships and romantic
relationships. Patterns of adult romantic relationships
appear similar to attachment behaviours, with the propor-
tion of adults describing themselves as within each
category roughly corresponding to the proportions found in
infant attachment styles. Retrospective questionnaires sug-
gest that these styles of romantic affection are related to the
perceived or remembered behaviour of the mother towards
the individual.

Secure attachment

Infants who display secure attachment behaviour use the
attachment figure as a base from which to explore, occa-
sionally returning to seek affection. Separation from the
attachment figure induces anxiety and distress and interac-
tion is sought when reunited, after which anxiety reduces
and exploration resumes. This is most evident in the first 36
months of life, after which separation anxiety reduces and
attachment substitutes may be accepted.

Secure attachment behaviour is related to early infant
temperament, child-focused caring, nurturing behaviour
from the attachment figure, encouragement for the child to
explore independently, and provision of a secure base by
the attachment figure.

Insecure attachment

Insecure attachment behaviours comprise two distinct
categories:

Insecure-avoidant behaviours are characterized by muted
distress in the absence of the attachment figure and a



minimal response when reunited. What may appear to be
secure attachment behaviour may in fact be insecure-
avoidant behaviour, due to this apparent independence, and
making the distinction may be difficult. The clearest differ-
ence lies in the fact that securely attached children still dis-
play closeness, balancing a desire for affection with
independence, while insecure-avoidant children almost
exclusively seek distance and self-sufficiency at the
expense of closeness.

Insecure-ambivalent behaviours represent the least
common attachment style and represent a mixture of
excessively dependent behaviour towards the attachment
figure with a lack of obvious affection. Separation results in
excessive distress in the child but, when reunited, the child
will then resist physical contact. Distress continues for
some time after the return of the attachment figure.

There is evidence for a relationship between insecure
attachment styles and future antisocial behaviour and
affective disorders. If such attachment behaviours are iden-
tified in early life, then teaching parenting skills to the par-
ents of the child, specifically to be more caring towards the
child, may reduce this risk. However, it is simplistic to
attribute attachment behaviours solely to the parenting
style of the parents, and other factors such as early infant
temperament appear relevant.

Early separation

Given the relationship between attachment behaviour and
subsequent behaviour in adolescence and adulthood, sepa-
ration from initial attachment figures is related to subse-
quent behavioural problems. This is related to the age at
which such separation takes place. For example, selective
attachments do not begin to form until 6 months of age, so
that separation before this time may have relatively little
effect, allowing the formation of attachment behaviours
towards the adoptive caregiver. Similarly, after the first few
years of life, the child will have developed a pattern of
attachment behaviour, and therefore a model or template of
relationships, so that separation will not result in excessive
disturbance, as the child will be able to accept the adoptive
caregiver as a substitute attachment figure.

The critical period appears to be between 6 and
36 months, when the greatest changes occur in the pattern
of attachment behaviours. Separation during this period is
likely to have the greatest impact on the child’s subsequent
behaviour, as it will disrupt the formation of normal attach-
ment behaviour.

Failure to develop selective attachments

Autistic children are characterized by an unwillingness to
seek physical contact with parents. This becomes most
apparent between 12 and 36 months, when normal, selec-
tive attachments would otherwise typically form. This is
highly correlated with similar behaviour in adult life and

Attachment theory

appears to be largely the result of physical and genetic fac-
tors rather than social or developmental processes.

The failure to develop selective attachments in autistic
children as a result of internal factors should be distin-
guished from a breakdown of the normal attachment
process because of environmental or rearing factors. In this
case, the lack of a clear single caregiver results in incom-
plete development of attachment behaviours, so that
strangers and parents are treated similarly, without any
apparent stranger anxiety. At the same time, the behaviour
towards such figures is superficial and any affection easily
terminated, so that separation anxiety also does not occur.
It is for this reason that early separation in the critical
period is most detrimental to the child, in particular if the
child is not placed in a caring adoptive or foster home.

Maternal bonding

The anxiety that results from separation of the child from
the attachment figure is a necessary part of the develop-
ment of secure attachments, since it is the eventual reunion
that gives the child confidence in the attachment figure.
This, in turn, gives the child confidence in relationships,
understanding that they persist over time and distance. The
term ‘maternal bonding’ is potentially inappropriate, how-
ever, in that, although usual in most Western cultures, it is
not necessary that the primary attachment figure be the
mother.

Summary

Attachment theory is a framework for understanding the
behaviour of infant primates whereby proximity and affec-
tion are sought (attachment behaviours) and appear to act
as primary drives, in a similar way to hunger and thirst. An
attachment relationship develops between the infant and
the care provider (attachment figure). This serves as the
model for subsequent relationships of all kinds. Infant
attachment behaviours appear to relate modestly to adoles-
cent and adult friendships and romantic relationships.
Selective attachments usually do not form before 6 months.

Attachment to an attachment figure may be either secure
or insecure, with the latter further subdivided into avoidant
and ambivalent. Secure attachment represents a relation-
ship where the attachment figure provides a base for inde-
pendent exploration, and, although separation from the
attachment figure results in distress, this rapidly subsides
on reunion. Insecure-avoidant attachment is characterized
by a relative lack of distress on separation and a general
tendency for affection to be muted. Apparent secureness
masks an unwillingness to display closeness. Insecure-
ambivalent behaviour is characterized by excessive depend-
ence but an unwillingness to display affection towards the
attachment figure. There is some evidence for a relationship
between attachment style and subsequent antisocial behav-
iour and affective disturbance.
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The development of attachment behaviours occurs
between 6 and 36 months. This has implications for the
separation of the child from the primary attachment figure
(usually the mother), with this critical period being associ-
ated with the greatest impact on the child’s behaviour if
separation occurs.

A failure to develop selective factors may be the result of
internal factors (e.g. autism) or external factors (e.g. dis-
turbed family function). The latter situation may also be
related to early separation of the child from the primary
attachment figure during the critical period (i.e. the first
3 years of life).

FAMILY RELATIONSHIPS

Parental practices and attitudes

The behaviour of individuals towards their offspring is of
primary importance in determining attachment behaviours
in infants, with these factors further interacting with tem-
peramental features of the infant. Parenting style is com-
monly characterized along two dimensions:
restrictive-permissive and loving-hostile. Alternatively,
three categories of parenting style have been suggested:
permissive (warm and caring, while accepting unorthodox
behaviour), authoritarian-restrictive (less emotionally close
and highly controlling), and authoritative (enforce rules
and demand achievement, yet warm and loving).

The development of the child depends greatly on the par-
enting style adopted by the child’s parents. For example,
authoritarian-restrictive parents tend to have highly sub-
missive children, while authoritative parents tend to have
independent children (largely as a result of the emphasis
placed on expressiveness within set boundaries). The
behaviour of the parents is most important in the early
development of the child, and this establishes a pattern of
behaviour in the child that is sustained over time. In partic-
ular, the consistency of the parents’ behaviour towards the
child, for example with reference to the rewards and pun-
ishments consequent on certain behaviour, is a strong pre-
dictor of subsequent emotional and social behaviour in the
child. Inconsistent parenting behaviour is associated with
negative outcomes along these dimensions, presumably
because it inhibits the development of a clear social model
to guide behaviour.

The extent to which specific attitudes of parents is mir-
rored in subsequent attitudes in their children is debatable:
any relationship may be weak overall, and there are numer-
ous examples of children adopting opposing attitudes and
beliefs, in particular during adolescence.

Distorted family function

There are a variety of ways in which normal family func-
tion may be distorted. Such (dysfunctional) families are

highly varied in the nature and extent of distorted function,
so that care should be taken in making comparisons.
Certainly there is no such thing as a ‘typical’ dysfunctional
family. Distorted patterns of communication are often at
the core of dysfunctional families; for example, positive or
neutral remarks may be interpreted in a negative way, leading
to potential discord. This situation may be self-sustaining, as
individuals attempt to exert their influence in response to
perceived insults by reacting in a similar way. Conversely,
behaviour that would be useful in reducing discord (e.g.
apology) is used rarely and is typically seen by those
involved as an admission of defeat.

Overprotection may be the result of enmeshment within a
family, in which case it is broadly applicable to all members
of the family unit. It may also occur in specific cases; the
central feature of overprotection is an unwillingness to
allow a member of the family group to display individual-
ity, especially outside of the family group. The characteris-
tic feature of such family behaviour is an apparent excess
of closeness that is selfishly motivated.

Rejection may be a specific individual effect, for example
where a mother rejects closeness with her child, or a more
general family effect. In this latter case, the family will not
have a strong sense of collective identity, with individuals
showing only weak attachment relationships to other mem-
bers, often forming stronger attachments outside the family
group. Isolation and loneliness commonly result.

Enmeshment refers to families where individual identity
and individuality are lost to family status and role, in direct
contrast to rejection. A high degree of homogeneity, espe-
cially of opinions and beliefs, results in little input in dis-
cussions regarding the family. Family structure is tightly
defined, and any individual family member attempting to
display independence is likely to have this suppressed.

Bereavement

Bereavement may involve the death of a loved one or rela-
tive, but more generally (and metaphorically) it can indicate
loss of any kind (e.g. moving school, leaving home). This
latter use is based on some evidence that the reaction to
loss of any kind follows a similar pattern, although the
intensity of these reactions will vary. Typical reactions to
loss include: disbelief/denial, emotional blunting/numb-
ness, and excessive rumination over the lost object or
individual.

Considerable adjustment is required in any case of
bereavement, and the effect on the child may be consider-
able. Behavioural problems are associated with the loss of a
parent in children, and this is related to poor adjustment in
the surviving parent, although the direction of causation
may be complex. Subsequent development of the child may
be influenced most by the subsequent behaviour of the sur-
viving parent (e.g. change of parenting style, relative neg-
lect due to increased time demands), rather than the loss of
a parent specifically.



Divorce

The effects of divorce on child development are difficult to
delineate, as parents who divorce have generally been in
conflict for some time before the divorce. In general, in the
first year following a divorce, the parents of the child
become more permissive and less controlling, and commu-
nication between parents and child deteriorates. This
behaviour occurs in both the parent without the child and
the parent who cares for the child, but usually this change
in parenting style resolves after the first year following the
divorce. The effects of the divorce on the child depend on
the age of the child, the degree of hostility resulting from
the divorce, the use of the child by the conflicting parents
to achieve their own aims, and the degree of adjustment of
the parent who remains caring for the child.

In almost all cases there is a degree of distress in the
child, allied to feelings of responsibility or guilt, and conse-
quent depression or hostility. In most cases, however, this
resolves relatively quickly (usually after the first year), pro-
vided that the parent with whom the child remains also
adjusts over this period.

Intrafamilial abuse

Abuse of children is most dangerous in the early years of
life (under 4 years), not least because this is when the child
is physically most vulnerable. This is also the period when
the antecedents of self-esteem and self-image are develop-
ing. Immediate effects of intrafamilial abuse (either physi-
cal or sexual) include sleep disturbance, eating disturbance,
depression, phobias or anxiety, behavioural problems and
social problems. Longer-term effects are more difficult to
delineate, but there is some evidence that initial conse-
quences may persist for several years if abuse continues. In
particular, several problems appear to persist, including
depression (especially in sexual abuse), self-harm, low self-
esteem and impaired relationship formation.

These effects are greatest if the abuse comes from within
the family group (which is the most common source), if the
abuse is sustained over a substantial period, and if the
abused is not believed when help is sought.

Non-orthodox family structures

The most common non-orthodox family structure is the
single-parent family, a situation that has increased in
prevalence recently. This may be the result of bereavement
(uncommon), divorce (common) or single motherhood (also
common). The consequences of living with only a mother
(i.e. single-mother families) have been investigated exten-
sively, since this is the most typical single-parent situation.
Effects have been reported for self-identity (boys, in partic-
ular, may have problems achieving a clear sexual identity if
the father is absent in early life), gratification (boys, again,
are most affected and appear to show impaired ability to
delay gratification and control impulses), and social skills

Temperament

(interaction with the opposite sex, in particular in girls,
appears to be impaired).

There is also evidence that the relative difficulty in form-
ing relationships with the opposite sex found in the chil-
dren of single mothers persists into adulthood, although the
effect is weak. The potential confound of differences in par-
enting behaviour existing in single-parent families is diffi-
cult to control for in studies that consider the impact of
single-parent families on children, and it is difficult to con-
clude that behavioural and psychological correlates of a
single parent upbringing are a consequence of the fact that
only one parent was present. Similar consequences for child
development have been found in other, rare family struc-
tures (e.g. children raised by grandparents).

Although the extended family structure found in some
cultures and ethnic groups should not be regarded as
unorthodox, it is not the common structure in Western cul-
tures. In general, children raised in such families tend to
develop high levels of self-esteem and the family structure
seems to represent a protective factor (i.e. by providing high
levels of social support).

Summary

Parenting style is an important determinant of child behav-
iour. The behaviour of the parents may be described as
either dimensional (e.g. restrictive-permissive/loving-
hostile) or categorical (e.g. permissive, restrictive, authori-
tative). Parenting style correlates with the behaviour of the
child. For example, restrictive parents tend to have submis-
sive children. This relationship is statistical, so that it is not
possible to accurately predict behaviour in the child from
the behaviour of the parents in specific cases.

The impact of bereavement and divorce on family func-
tion, in particular children’s behaviour, may be regarded
under the more general term of loss. There are certain simi-
larities between bereavement and divorce, although there
are also unique characteristics of each. Distress following
loss of any kind is normal and only problematic if it
becomes chronic in nature and extends beyond the normal
time for adaptation and coping to take place.

Specific terms are used to describe different features of
distorted family function, such as overprotection, rejection
and enmeshment. Although there is no such thing as a typ-
ical dysfunctional family, and the causes of dysfunction
may vary widely, certain characteristics appear repeatedly
(e.g. distorted or impoverished communication between
family members).

TEMPERAMENT

Temperament and parent—child relationships

From birth, infants display apparently innate differences in
behaviour. They differ in their moods, activity levels,
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stability of sleeping and feeding patterns, sociability, and
response to novel situations. These early biases are known
as differences in temperament. Given that these differences
are observed soon after birth, it is reasonable to suggest
that differences in temperament are, at least in part, deter-
mined genetically.

Temperament also influences the relationship that forms
between the child and the parent. A parent of a ‘difficult’
child may display irritability and frustration, which, in turn,
increases the irritability of the child. In extreme cases, the
stress of dealing with a difficult child may interfere with the
natural attachment process, particularly in families where
there is limited external support. Conversely, a parent is
more likely to engage with a child who is sociable and
quick to smile. Consequently, even within the same house-
hold, parents may encourage different patterns of develop-
ment in their children, driven by differences in the
children’s temperament. Parenting style itself, however, is
subject to change. Parents of a difficult child may learn to
adapt and develop new and more fruitful ways of interact-
ing with their offspring, so that even when bonding is ini-
tially compromised this can be rectified with appropriate
parental adjustment.

Origins, typologies and stability of
temperament

Early work on temperament identified several dimensions
along which young children vary. The analysis of these
dimensions resulted in three typologies of temperament:
easy children (about 40%), characterized as having regular
sleeping and feeding patterns, sociability, enjoyment of
physical contact, and adaptability to new situations; diffi-
cult children (about 10%), characterized by irregular sleep-
ing and feeding patterns, irritability, emotional lability and
negative responding to new situations; and slow-to-warm-
up children (about 15%), characterized by relatively low
activity, slowness to adapt to new situations, and treating
new situations with initial suspicion. A proportion cannot
be reliably classified into one of these groups.

Around one-third of the original sample of children stud-
ied in this research did not clearly fall into any of these
groups, but follow-up work suggested some degree of sta-
bility in temperament. Children identified as ‘difficult’ may
not always be classified this way but are more likely to have
problems in later life.

Temperament theory suggests that the nature and behav-
iour of a child is not simply a product of his or her environ-
ment (e.g. parenting style). Instead, the child interacts with
the world and, in doing so, modifies behaviour directed
towards them. The goodness-of-fit of the child’s environ-
ment should be taken into account - a ‘difficult’ child may
prompt negative responses in his or her parents.
Alternatively, parents may work hard to overcome the chal-
lenges of dealing with a ‘difficult’ child, handling the child
with emphasized patience and understanding. The latter

case is more likely to result in healthy development of the
child.

Temperament and personality

A critical question in developmental psychology is the
extent to which personality in adulthood may be predicted
by infant temperament. Although research has suggested
links between early temperament and personality in later
life, any continuity that does exist appears to be weak, pre-
sumably because of the strong environmental and societal
influences on the development of personality. However,
temperament does play an important role in the emerging
personality of the individual; it sets a framework of behav-
iour, but personality will be a result of how this basic
pattern of behaviour is affected by maturation and
experience.

Temperament X environment interactions may serve to
strengthen innate dispositions and mould personality. A
sociable child, for example, will seek contact with others, in
turn promoting sociability and social development.
Furthermore, temperament is associated with various long-
term outcomes, including the quality of familial and peer
relationships,  psychopathology = and  psychological
adjustment.

There is some evidence to suggest that temperament of
very young children is related to subsequent attachment
behaviour (over a relatively short timespan): easy with
secure attachment, difficult with anxious-avoidant attach-
ment, and slow-to-warm up with anxious-ambivalent
attachment. Attachment behaviour, in turn, has been shown
to be weakly associated with adult behaviour. The greater
the temporal distance between the temperament and cur-
rent behaviour, the weaker the relationship.

Vulnerability and resilience

Psychosocial adversity and negative life events are associ-
ated with higher incidence of psychiatric disorder. However,
individuals differ in the extent to which they are vulnerable
or resilient to long-term negative impact following adverse
experiences. Several factors have been identified that may
increase vulnerability, such as family discord, intrafamilial
abuse and early bereavement (particularly of the primary
attachment figure).

Some children show great resilience to life stressors.
Those that demonstrate secure attachment behaviour, for
example, are likely to be able to form replacement attach-
ments if the mother is lost (depending on the age at which
the loss occurs). It is also possible that experience of early
stress may result in resilience to stress in later life in some
individuals but an increase in vulnerability in others.

The long-term impact of traumatic events will depend on
the temperamental disposition of the child. Difficult and
slow-to-warm-up children are more vulnerable to stressors
and appear to be more at risk of subsequent deviant



behaviours, including psychiatric problems such as

depression, hysteria, neuroticism and psychosis.

Summary

From birth, infants display differences in behaviour that are
referred to as individual temperaments. Children with ‘diffi-
cult’ temperaments are more irritable, less content and less
sociable than children with ‘easy’ temperaments. An inter-
mediate temperament, ‘slow-to-warm-up’, has been identi-
fied that describes children who may show initially
negative emotional reactions that improve with time and
experience. Development of temperament may be related to
the development of attachment style in early infancy.

Some psychiatric disorders (e.g. unipolar depression) may
develop as a result of certain environmental risk factors.
However, individuals differ in the extent to which the pres-
ence of these risk factors is likely to result in the expression
of psychiatric disturbance: some people seem particularly
vulnerable, while others are resilient to these effects. The
mechanisms underlying these differences are unclear but
are likely to include the coping style of the individual.

COGNITIVE DEVELOPMENT

Jean Piaget developed an epistemological account of intel-
lectual development that transformed our understanding of
the way in which children think. He argued that the general
pattern of cognitive growth was universal, and interaction
with objects and people in the world forced children to
follow comparable patterns of development. Piaget was
particularly interested in how children think, the processes
that underlie cognition, and how these processes change
with age. An important feature of his theory, and one that is
still largely accepted today, is that children’s thought
processes are qualitatively, not just quantitatively, different
from adults’.

According to this model, children are not merely passive
observers of the world. Cognitive development progresses
via the interactive processes of assimilation and accommo-
dation. At birth a child inherits relatively primitive mental
structures, largely reflexive in nature, which enable basic
interaction with the environment and which are modified
with experience. First, the child interacts with the environ-
ment and interprets information in the context of existing
mental structures (assimilation). Then, when presented with
new information or objects that do not fit with existing
cognitive schema, the child develops his or her repertoire of
actions based on the environment (accommodation). Thus,
in Piaget’s view, cognitive development comprised a con-
tinuous interaction between the child and the environment,
in which knowledge is repeatedly constructed and recon-
structed in light of new experience.

Piaget argued that cognitive development was not a
gradual process but advanced in a step-like fashion. He

Cognitive development

described specific, qualitatively distinct stages of develop-
ment in which accomplishment of critical aspects of each
stage was required before the child could advance to subse-
quent stages. These stages described a global process of
cognitive development comprising the totality of cognitive
growth from birth to maturity and are summarized in Table
8.2.

These transitions between stages suggest that, at critical
periods, the child undergoes a comprehensive mental reor-
ganization that encompasses all aspects of cognition. The
ages described provide a guide to when these transitions
occur, but children may vary considerably in the ages that
they progress from one stage to another, with some individ-
uals failing to achieve the final stage entirely.

Some key concepts should be noted that further charac-
terize the different stages in development. Object perma-
nence describes the acquired ability of the child to
understand that objects in the environment exist even when

Table 8.2 Stages in Piaget's Model of Cognitive Epistemology

Knowledge of the world is acquired
primarily through sensory experience
and basic motor actions (sucking,
grasping, biting), which become more
complex and coordinated over time. Only
towards the end of this stage does the
child begin to form internal mental
representations of the world and begin
to engage in intentional behaviour

Characterized by the child beginning to
engage in symbolic thought (imaginative
play, drawing), where words/mental
images stand for objects and people.
Focus on static states rather than
transformations

Logical thought and problem-solving
ability emerges. Children acquire a
number of cognitive operations that were
not possible at earlier stages, including
ability to see situations from the
viewpoint of others, reversible thinking
and ability to understand
transformations. Abstract
conceptualizations, however, are limited

Children can think in terms of abstract
and hypothetical concepts. Logical and
rational thought develop so that the child
can conceive possible outcomes of
actions and perform advanced problem-
solving by constructing and testing
hypotheses systematically. Complex self-
identity develops
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he or she can no longer see them. This ability is one of the
most important developments during the sensorimotor
stage. Preoperational children have a well-developed sense
of object permanence but are largely egocentric - that is,
they can only construe the world from their own viewpoint
and lack understanding that alternative perspectives exist.
Egocentrism is lost by the concrete operational stage, in
which the most important acquired skill is conservation.
This refers to an understanding that the fundamental nature
of an object can remain constant despite changes in
appearance. The classic example is that children in this
stage understand that a set volume of liquid does not
change when poured into different-shaped containers.

A particularly common criticism of Piaget’s model is that
he was overly pessimistic when describing the cognitive
abilities of children. He believed that biological factors con-
strained the order and rate at which a child was able to
develop. However, abilities such as object permanence have
been observed in children much younger than Piaget would
have predicted. Underdeveloped motor ability or difficulty
in relaying task instructions to young children may have
contributed to these underestimations in cognitive capabil-
ity. In addition, the stage-like nature of development pro-
posed by Piaget has been challenged. It appears that
development may be more gradual and continuous than the
model suggested. For example, children may show some
aspects of object permanence or non-egocentric behaviour
in some circumstances but not others, arguing against the
abrupt changes in development associated with a stage
theory.

Despite these limitations, Piaget’s theory has been hugely
influential due to its depth, testable hypotheses, and the
observational and empirical basis of much of the theory. It
provides a framework of global cognitive and intellectual
development that explains the qualitative differences in
thinking during development and also how changes occur.
The assumption that children are not passive observers of
the world has also had important implications for education.

Thought and communication

Piaget claimed that the acquisition of language progresses
as part of the natural development of cognition, and there-
fore the way in which a child communicates with others
depends on the developmental stage the child is at.

The first steps on the road to acquiring language occur
with the emergence of symbolic thought towards the end of
the sensorimotor stage. However, it is during the preopera-
tional period that the child begins to display significant
advances in linguistic skills, from single-word utterances,
through short sentences, to competent, if unsophisticated,
language. Towards the end of the preoperational stage, the
child begins to learn and apply the rules of language (lan-
guage pragmatics) as a means of more sophisticated com-
munication. At this stage, children begin to show adult-like

gestures associated with verbal communication and adapt
their communication to the situation they are in or the
person to whom they are talking. This social skill improves
with the reduction of egocentrism, when children can
appreciate the perspective of others and thus adapt commu-
nication appropriately. A noticeable change that occurs
during the preoperational stage is the development of
politeness in the linguistic competence of these children.
More complex and subtle features of communication, such
as indirect questions, hints and sarcasm, require a certain
level of cognitive maturity before they can be learned.

The loss of egocentrism during the concrete operational
stage characterizes a dynamic change in communication.
Understanding the perspective of others means that, for the
first time, the child appreciates that another person may not
be interested in some topics of conversation and can iden-
tify what another person does or does not know. Persuasive
communication marks another important development in
linguistic ability; during earlier development, children tend
to repeat crude requests, while concrete operational chil-
dren form persuasive arguments that take into account the
attitudes or desires of the person to whom the request is
directed. During this stage, humour also develops, with
children beginning to understand and tell rudimentary
jokes.

Finally, the formal operations stage, in the context of
communication, represents the final development of the
social skills that must be allied to linguistic ability. An
increasingly level of subtlety is evident in requests and per-
suasion, and sophistication in the use of humour (sarcasm,
irony) and pragmatics appears. Children also acquire the
ability to infer meaning of unfamiliar words by the context
in which the word appears, without the need for explicit
definition.

Therefore, the linguistic ability and communicative com-
petence of children vary as a function of their level of cog-
nitive development. As the capacity of abstraction
develops, egocentrism declines and communicative social
skills (pragmatics) develop, spoken language becomes more
complex and goal-oriented, particularly in social situations.

Summary

Piaget’s model of cognitive development proposes that chil-
dren pass through step-like stages of cognitive development
that are qualitatively different and proceed in an invariant
order. These stages are the sensorimotor, preoperational,
concrete operational and formal operational. To understand
the model fully, one should be aware of the characteristics
that define each stage and the approximate ages at which
children move between them.

Although no longer accepted universally, Piaget’s model
remains influential. Key concepts include assimilation,
accommodation, operations and egocentricism. These repre-
sent key mechanisms that allow the child to complete one
stage of development and proceed on to the next.



