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Introduction

From the earliest editions of the Handbook, we recognized a growing need for professionals who 
are qualified to meet the challenges of complex technologies and escalating threats to information 
security.

However, as risks mount and information technology becomes that much more complicated, 
certified information security professionals must increasingly partner with skilled staff from sister 
disciplines such as risk management, business continuity, and law. 

Today, maintaining information technology security, as well as keeping pace with competing 
standards, onerous regulations, and competitive markets, requires a village—a well-trained, well-
educated, and well-informed team.

And so we offer our current edition of the Handbook of Information Security Management, with 
its virtual toolset of essays and dissertations addressing the whole of risk management, including 
people, processes, and technologies. 

The information provided is practical, useful, and hands-on. The pieces are written by dedi-
cated and committed persons who seek to share their “been there, done that” stories with those 
who may benefit from them. Within each of the chapters, you will find personal histories and 
problem solving that each author has been gracious enough to share.

It takes teamwork …
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The Handbook’s mission is to be used by a wide audience. Yes, the chapters are of substantial 
value to the information security professional; nevertheless, they also address issues applicable 
to managers, executives, attorneys, risk managers, technology operators, and beyond. So, read 
heartily. If you learn one thing or find one idea to apply, we have succeeded. 

As always, we wish you the best.

Hal Tipton
Micki Krause Nozaki 
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Chapter 1

Whitelisting for Endpoint 
Defense

Rob Shein

“Whitelisting” refers to an approach for control whereby a list of “known good” activities is main-
tained. Any actions that correspond to that list are permitted, while all others are blocked or 
disallowed. A classic example of this is proper firewall configuration, whereby only predefined 
“acceptable” traffic is allowed to pass, and all other traffic is dropped by a default rule. There is lit-
tle debate that, given the numerous and ever-expanding ways in which attackers learn to overcome 
defensive measures, a whitelisting approach is far superior to blacklisting. The challenge, however, 
is in producing an all-encompassing list of precisely what behavior constitutes “acceptable,” and 
doing so in advance with enough reliability that the security function in question will not break 
or hinder continuing operations. For networking traffic, this is relatively simple, since there are 
a finite number of protocols (either as defined by Internet Engineering Task Force Requests for 
Comments (IETF RFCs) or by port numbers), a finite number of endpoints that receive inbound 
connections, and simple methods by which the activity of existing systems may be observed and 
categorized in advance. In other realms, whitelisting has proven more challenging and thus only 
now has become feasible. This chapter will examine application whitelisting including differing 
approaches, the overall maturity of the industry, benefits and disadvantages over traditional anti-
malware approaches, and considerations when considering adoption of the technology.

Ashes to Ashes, Bytes to Bytes: The Malware Life Cycle
A useful construct in discussion of antimalware solutions is the “malware life cycle,” which starts 
with the creation of a variant of malware and ends with the termination of the last remaining 
instance of that malware in the wild. For some forms of malware (such as custom-developed 
instances, intended for targeted use against a specific organization) the life cycle may be quite 
short. For others, such as worms with broad infection footprints and highly effective counterdetec-
tion mechanisms (like Conficker), the life cycle may be extremely long.
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The first three steps of the life cycle relate to the period of time when the malware is developed, 
released, and first detected. This period preludes the existence of any signatures by which organiza-
tions may protect themselves using blacklist-based solutions. The second period begins with the 
establishment of automated means for detection and (if possible) removal of the malware variant. 
During this period, the overall threat of the malware declines steadily. Finally, in the last step of 
the life cycle, the malware variant reaches extinction. It should be noted that this final step may be 
delayed for years, simply due to the presence of infected machines that are neither cleaned (due to 
limited use of the systems or a user with limited expertise who has come to accept the impact of 
virus infection) nor retired until long after obsolescence (Figure 1.1).

During the first three steps, blacklisting offers no protection whatsoever. In the absence of 
detection by manual means, there can be no signature to detect the malware; in the absence 
of a signature, there can be no automated, broad-ranging detection that would prevent further 
infection by the malware. Symptoms may manifest themselves boldly, but until detection of the 
malware itself (and the isolation of the offending file or files that must come with it), few options 
exist to address the threat effectively on any manner of scale.

During the next three steps, risk to the general populace (resulting from the malware variant) 
decreases fairly rapidly. Once a first signature is created by one vendor, others are certain to follow 
shortly thereafter. In fact, there is a fair amount of what could arguably be called plagiarism in the 
antivirus industry, as demonstrated by Kaspersky Labs in early 2010. Kaspersky put out signatures 
for nonmalicious files. When other antivirus vendors quickly followed suit, Kaspersky revealed 
that the binaries in question were entirely innocuous and were in fact developed by Kaspersky as 
nothing more than innocent applications intended as the basis for their own deliberately fraudu-
lent signatures, to illustrate the degree to which antivirus companies copy each others’ work with 
no validation of the work being copied. And thus, once a single antivirus vendor has issued a 
signature and malware classification, others are close to follow.

How Traditional Antivirus Fails
When talking about a new approach to a problem, it is useful to first discuss old approaches and 
why a new method is worth considering. In the end, all innovation must be weighed against the 

Malware written First infection First manual
detection

First signature
created

Last instance
removed in the wild

First removal in situ Broad detection
/removal in the wild

Figure 1.1  Malware life cycle.
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status quo. Traditional antimalware approaches (most commonly referred to as “antivirus” solu-
tions, although they typically protect against more than just viruses) use a blacklisting approach, 
in the form of signature-based detection of malicious executable files. This approach is often bol-
stered by a behavioral system of some form, which consists of a blacklist of suspect behaviors 
commonly used by malware. The challenge posed by the first approach is that only files known to 
be malicious are detectable. As a result, it follows that at some point in the life cycle of detection, 
any new form of malware is undetectable using a blacklisting approach. It is the viral equivalent of 
a zero-day exploit. At the level observed within a single endpoint, this period of time extends not 
only to the point where a signature has been developed for the specific instance of malware, but 
also to the point where a signature is available for the brand of antivirus software it uses and the 
point in time when that signature has been downloaded. This is an important point, as it explains 
both the race for antivirus software vendors to keep current with their competitors and the neces-
sity for frequent updates to their software.

There is an additional challenge to antivirus, where the life cycle is circumvented. Some mal-
ware employs tactics like polymorphism or self-encryption/decryption to evade detection in com-
bination with other tactics (like kernel hooking) to interfere with the ability of antivirus solutions 
to block their activity. In the worst cases, each new infection is like its own standalone release of a 
virus, undetectable by any signature that is based upon a different instance of that virus. This kind 
of malware is the digital equivalent of human immunodeficiency virus (HIV); the core payload 
is the same, but the surrounding shell of data is sufficiently unpredictable to make immunization 
infeasible using current technology. Approaches exist to detect such malware based upon behavior, 
but this results in a specialized approach for each worm or virus, and is not a scalable or feasible 
approach.

The manifestation of this problem with blacklisting is well documented. Looking at the 
statistics provided by VirusTotal (a free, open-to-the-public service to analyze suspicious files using 
existing antivirus engines), two interesting facts appear side by side. The first statistic relates to 
how many files submitted within the last 24 hours had malicious content that went undetected 
by one or more of the antivirus engines (39 of them at the time this was written) that are used. 
At the moment this sentence was written, that statistic showed that only 2,764 out of 73,016 files 
were detected as malicious by every antivirus engine. The second statistic is the number of updates 
that have occurred within the last 24 hours. At the time of writing, that period of time showed an 
average of 9.2 updates per hour combined across the entire spectrum of products. That amounts 
to an average of 5.7 updates each day for each of the software products. At this rate, it is impos-
sible to perform any meaningful kind of change control or quality testing at a customer site before 
deploying a signature update; before the testing for one update was complete, the next one would 
have arrived, restarting the cycle. This would not be a problem if the signatures could be relied 
upon to be accurate or safe.

Unfortunately, signatures are regularly released that incorrectly flag innocuous (and often 
critical) software components as being viruses. In some instances, system binaries of Microsoft 
Windows have been affected, causing machines to crash or even become unbootable. (In a turn 
of irony, the submission of this chapter to the publisher was actually delayed by the release of a 
faulty signature in early 2010, which rendered the author’s laptop unbootable until it could be 
fixed. Unfortunately, whitelisting is not nearly as widely deployed in enterprise environments as 
traditional antivirus and no home-user version of whitelisting exists as of yet.) Virus Bulletin did 
a test of 60 different antivirus products in early 2010; of these, 20 were said to have failed the 
test due to false positives, in many cases related to software from Google, Microsoft, Adobe, and 
Sun Microsystems. While some that failed the test were from smaller and less mature vendors, 
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solutions by Microsoft, Norman, and Fortinet also failed. The operating system upon which the 
solutions were tested was Windows XP, which is hardly a new platform.

So, with these problems, it seems natural to hold the entire industry at fault for such failings. 
The approach taken, after all, is akin to setting up security guards around a military base that are 
supposed to let everyone in except the bad guys. Such an approach is foolhardy at best, and des-
tined to fail, yes? Perhaps, but it’s important to take note of the fact that until recently, technology 
hadn’t reached the point where another method was feasible. This point will arise later on, but in 
short the antivirus industry has evolved around a blacklisting approach because for most of the 
time since the PC became commonplace, blacklisting was the only workable approach to malware 
detection.

Another Way: How (and Why) Whitelisting Works
Whitelisting takes an opposite approach to malware prevention. Instead of trying to block only 
that which is known to be bad, it allows only that which is known to be good. There are several 
benefits to this approach. But to understand the benefits, first it is important to understand the 
underlying mechanisms of whitelisting itself.

There are effectively two forms of whitelisting: file-based and system call-based. The first 
focuses on the actual executables that are called into memory (either from disk or network I/O), 
while the second focuses on specific system calls at a very low level that are executed by software. 
The second approach is now frequently referred to as a form of Host-based Intrusion Prevention 
System (HIPS), but in reality is another form of whitelisting. In both cases, there is a learning 
period, during which the whitelisting application undergoes “supervised learning,” and is essen-
tially told what the definition of “good” is. For most file-based whitelisting applications, this is 
a matter of having the software recursively search the file system to find every executable present 
and add them to the policy for that machine. This policy governs the list of applications that are 
allowed to execute and what they are permitted to do. For call-based whitelisting, the process is 
more involved. A test system is set up and run with the whitelisting application in a mode whereby 
it will alert on policy violations, but not block the activity behind the alerts. Much like the tuning 
of a firewall, the alerts become the basis for policy rules, and after a time all normal executable 
activity is accounted for, after which point the policy can be deployed safely to endpoints.

For file-based whitelisting, the typical identification of executables revolves around a tuple of 
hash, filename, file size, and file location. In combination, these characteristics provide for robust 
identification of specific files and serve to detect tampering as well. For call-based whitelisting, 
these components come into play, along with specifics related to low-level activity by the file in 
question (such as what directories it reads from/writes to, what network activity it engages in, 
and so on). One benefit of this method over traditional antivirus is that all the software needs to 
do when an executable runs is to hash it. This is less demanding in both memory and process-
ing power than the task of checking an executable’s entire length (the primary executable for 
Microsoft Outlook 2007, for example, is over 12 megabytes in size) against a long list of signatures 
(which range into the millions). The relatively static nature of both approaches lends itself to 
proper change control, while preventing the kinds of issues that faulty antivirus signatures tend to 
cause. Even more importantly, this approach requires no system-wide scans past the initial learn-
ing phase, as opposed to the necessary but nonetheless extremely annoying scans that are typically 
needed on a weekly basis by other antivirus products, just to ensure that no malicious content has 
slipped onto a system.
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There are other benefits as well, based around business processes. For example, when a corpo-
rate laptop is out of touch (such as when a consultant is traveling) from the corporate network, it is 
unable to receive updates to its antivirus signatures or the policy that controls antivirus software. 
However, it is at greater-than-normal risk from viruses and other malware, as it connects to Wi-Fi 
networks in hotels and coffee shops without the same protections that defend it while on a cor-
porate network. On the other hand, whitelisting products require no interaction with the central 
management point to maintain a steady state of protection. For most products, approved changes 
can even be made to the endpoint’s policy without the ability to communicate back to the central 
management point. So in this way whitelisting also trumps antivirus for protection based upon its 
“accept known good, reject all else” methodology, and the simplicity that comes with it.

In terms of the malware life cycle, everything changes. Instead of being released into an envi-
ronment that is hospitable until otherwise decided, malware is unable to gain any foothold what-
soever. Even tactics such as polymorphism are turned on their head; if a piece of malware should 
somehow accidentally be added to the whitelist, and thus allowed to run, the very nature of its 
polymorphic routine would make it unable to infect other machines. The evasive tactics that 
help it evade detection by traditional antivirus would render additional instances of the malware 
unmatchable by the permissive policy setting. In the context of an environment with whitelist-
ing on every endpoint, the path goes directly from malware creation to simultaneous detection 
and extinction, with no interim steps. Additionally, whatever executable content exists is still 
preserved, but in a form of stasis, unable to run even to clean up after itself. This, along with the 
detailed information provided by the whitelisting application, makes for powerful forensics tools 
(Figure 1.2).

Once described in light of other methods, this approach seems like an obvious choice, par-
ticularly given the way such paradigms work in the real world. For example, we control access to 
our homes with keys, and only give copies of those keys to people we know and trust. We don’t 
attempt to build doors that will let everyone in except burglars, or distribute keys widely but forbid 
select untrustworthy individuals from owning copies. And the same philosophy works well in the 
world of computer security as well. Programmers are taught to sanitize inputs not by blocking 
characters that are known to be problematic, but instead by only allowing those which would be 
used for valid purposes. So why hasn’t this approach been adopted long ago?

The answer lies in the challenge of defining “good,” managing that definition, and enforcing it. 
For file-based whitelisting, the challenge is a bit easier, since all that is needed is the identification 
of the executable itself, but for call-based whitelisting it can be more challenging. Every possible 
valid behavior of every piece of valid software on the system must be accounted for, in advance, 
or significant problems will result. In addition, issues can be introduced as a result of the added 
interaction with regard to network or disk I/O. One product, when tested on a Domain Name 
System (DNS) server system intended for heavy use, introduced failures this way; the network 
shim acted as a stateful firewall, but did not have sufficient buffer to maintain state for the 3000+ 
connections per second (even though User Datagram Protocol (UDP) is stateless, any good fire-
wall will maintain a sense of which inbound responses to expect) and, therefore, caused failures in 

Malware written
Malware detected

and blocked at first
contact

Figure 1.2  Malware life cycle under whitelisting.



8  ◾  Information Security Management Handbook

the server. The vendor, with assistance from the project that performed the testing, modified and 
improved their whitelisting product to address this problem, but it demonstrated the peculiar ways 
in which such low-level interaction can negatively impact applications.

Considerations When Implementing Whitelisting
Whitelisting products work quite differently from traditional antivirus solutions, and as such 
they have radically different challenges with regard to selection and implementation. While it is 
important with all technologies to prepare adequately before rollout, this is especially true when 
it comes to whitelisting. The first set of challenges relates to the process by which system policies 
are created for the endpoints. If a policy is created on a single system for rollout to other systems, 
then two things need to exist. One, there needs to be a reasonable assurance of the homogeneity 
of the environment to which that policy is being deployed, as each variation will result in adverse 
or unexpected behavior. Two, there needs to be a process for addressing such variances. It’s also 
important to recognize that there will almost inevitably be systems that are infected with some 
form of malware and that these will cause variances as well.

Whitelisting is obviously best suited for environments with mature controls over endpoint 
configuration and use. When end users have been given control over what is installed on their 
own systems, their configurations drift from the original deployed definition. Some of these devia-
tions are relatively harmless (like addition of valid search bars to web browsers) while others are 
more dangerous (free screensavers, anyone?). Either way, they will all add to the complexity and 
difficulty of a whitelisting solution, both during deployment and immediately after. In such envi-
ronments, there needs to be a fundamental shift in user behavior. A standard user login must not 
be permitted to make changes to endpoint policy configuration. If it can, then any malware that 
executes will execute in that user’s context, and thus will be allowed to alter the endpoint. This 
nullifies the point of whitelisting entirely, and renders it absolutely useless. Even for power users, 
who can be (or, for business reasons, need to be) trusted with the ability to install new applications, 
there needs to be an alternate login that they use, so that they know precisely when they are (and 
more importantly, are not) adding new approved executables to their desktop configuration. It is 
worth noting that this approach works well with most file-based whitelisting, but does not work 
with call-based systems.

Challenges When Deploying Whitelisting
The deployment of whitelisting can provide extraordinary insight into the current state of an 
environment, as variances from the expected norm will almost always be found in surprising 
places. So in the exception handling process during rollout, a distinction must be made between 
innocuous (but unaccounted for) executables and malicious ones, or else those performing the 
rollout will simply lump any viruses or trojans in with other applications that will be allowed 
to exist on the network. This approach works best in environments where there is a standard 
desktop build, and especially well where end users do not have local administrator privileges, for 
obvious reasons. An accounting should be made for add-ons to existing valid applications (like 
browsers, which will have both good and bad search bars and helpers, plus add-ons like Flash, 
which will exist in multiple versions in any environment). A decision should be made whether 
temporarily accepting old versions or forcing updates will be the normal operating procedure 
during rollout as well.
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If, on the other hand, policies will be autogenerated for each system, then there needs to be 
assurance in advance that every system is clean from malicious content. It is tempting to plan for 
manual inspection of the policies after the fact, to search for anything that seems unusual; this 
method is doomed to failure. A policy for file-based whitelisting will have thousands of entries at 
the very minimum; every .exe, every .dll, every driver will be listed there. Examining a policy like 
this quickly makes one aware of just how little they know of the underlying software that drives 
any desktop or server, and there is no human way possible to spot a malicious file with any degree 
of assurance whatsoever. When looking at a policy for call-based whitelisting, it’s even worse, as 
you’re not looking at a list of files but a list of specific granular behaviors. In the future, analytic 
tools will probably exist to determine delta between multiple systems to find what is and is not 
the common norm for a specific form of desktop, but in the meantime systems must be proven 
clean prior to autogeneration of whitelisting policies. Obviously, given the shortcomings of other 
antimalware approaches, this is a challenge for endpoints that have been in use for any length of 
time (particularly desktops). So, there’s an added benefit to deploying whitelisting during a rollout 
of new systems, a switch to virtual desktops/thin clients, or establishment/implementation of a 
standard core desktop deployment. In each of these cases, endpoints are freshly deployed from 
a “known good” image or definition, and can be assumed to be free of harmful content. In this 
case, however, even more care must be taken to ensure that the deployment is properly planned, 
or else the whitelisting may cause complications during rollout and initial testing (or be blamed 
incorrectly for problems that stem from other causes). Still, this is a case of trading one kind of 
assurance (making sure endpoints are clean prior to policy generation) for another (planning a 
clean and well-supported whitelisting rollout), and the latter form of assurance is one that should 
be performed to a fair degree anyway.

Postdeployment Challenges to Whitelisting
Once a whitelisting solution has been fully deployed, activities switch to maintaining the solu-
tion, which is comprised of four things. One, the policies on the endpoints will need to change 
over time, as new applications are deployed and existing ones are updated/patched. Two, the 
processes and procedures around the whitelisting solution will need to be refined as exceptions 
to user behavior and rights as well as special requirements for specific business purposes come 
to light. (There will be more on that later.) Three, updates to the central management points of 
the whitelisting solution must be performed, and in such a way as to maintain continuity of the 
solution. And four, updates to the end-point agents must be performed as well. Whitelisting is a 
relatively new technology and as such the vendors tend to make frequent and valid improvements, 
resulting in many software updates over the course of a year. Even more importantly, these updates 
provide significant improvement, driven by the observations and experiences of the vendors’ cus-
tomer base.

Policies on the endpoints will require updates for a number of reasons, but the most frequent 
changes will result from patches to applications and operating systems. At the bare minimum, 
“Patch Tuesday” will result in a number of alterations as .dlls and .exes are replaced on Windows-
based devices. For file-based whitelisting, there needs to be a means to identify the source of 
the changes and identify it as a trusted source. For most applications, this can be done either by 
identifying the service (when automated patching is used) that is implementing the patch or by 
doing patching with credentials that are authorized to make changes to the whitelisting policy. 
The first approach is often called “trusted agent,” while the second is known as “trusted user.” 
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For call-based whitelisting, changes to application behavior must be enumerated and added to 
the end-point policy before the patch can be deployed, or such changes must be provided by the 
whitelisting vendor (where they’ve done the fingerprinting for their customer base) in advance. 
The first approach is time-consuming and must precede the normal testing cycle for patches (thus 
elongating the patch cycle), while the second approach leaves the environment vulnerable to errors 
by the vendor in their fingerprinting, or at the mercy of any subtle differences from the vendor’s 
test systems. This is another of the reasons that file-based whitelisting has been more rapidly 
accepted than call-based whitelisting.

In most environments, culture must change with regard to user behavior when whitelisting is 
implemented. As stated earlier, users must not be allowed to operate with administrator rights and 
the ability to alter the whitelisting policies as a matter of normal operations. For most users, the 
ability to alter whitelisting policies should not be granted; for those users that are the exception to 
this, alterations to those policies should not be possible with their normal login. This is, in effect, 
another way of ensuring that end users cannot install or update their own applications, and rep-
resents a shift in how things are done for most environments. The effects of this will manifest in 
unexpected ways, and the best thing that can be done is to provide a means to quickly and easily 
respond to requests from users for new or updated applications. The most unexpected form of this 
need may be in the need to install or update applets or other web-based controls; most online col-
laboration tools, for example, rely upon such components, and the end user will tend to discover 
their inability to install them at the worst possible moments. The ability to quickly intercede, 
install the applet/ActiveX/plugin on short notice, determine the change to policy, and then push 
that policy out to all endpoints is usually the best way to address this, but different whitelisting 
solutions will provide different options to address short-turn requests of this sort. And on the other 
hand, the fact that all software installation needs to go through a review process, no matter how 
short, helps maintain control over desktop configurations and prevent not only the introduction 
of malware but also work-inappropriate or pirated software as well.

When Not to Employ Whitelisting
There are several types of users and user environments where whitelisting is not an effective or 
feasible approach. Home users are not well suited for whitelisting; in fact, there is no consumer-
oriented whitelisting product on the market today. The dual challenges of determining a starting 
policy and maintaining it (including both patching and using proper diligence in vetting changes 
to that policy) are beyond the scope of nearly all home users. Additionally, the principle of using 
dual logins (one for normal use and another for making changes to whitelisting policy) is not only 
not likely to be followed by a typical user, it also is not in conformance with the way that home-
oriented versions of Windows operate. Added to this are the challenges with troubleshooting the 
effects of incorrect policy settings, and the basic familiarity with how applications function that 
is needed in order to administer properly a whitelisting system. In comparison, normal antivirus 
products need only be installed and left alone, from the perspective of a casual user. (Until a flawed 
signature is released, that is.)

Other environments that are ill suited for whitelisting are ones where development work is 
being performed. Every new build of an executable will have a different signature and so the devel-
oper will be unable to perform much (or any) testing without either constantly running as a trusted 
user (which breaks the whole point of whitelisting) or constantly adding the new executables to 
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the existing policy of allowed applications. It is potentially possible to configure whitelisting so 
that it will recognize the compiler as a trusted agent, but this is sometimes easier said than done.

Evaluating Whitelisting Products
At the time of writing, the whitelisting product space was remarkably mature, despite being (in 
terms of years) relatively young. A recent comparison of file-based whitelisting products by a major 
publication gave high marks to every product reviewed, and while one product did stand out above 
the others, none were considered to be inferior. (For the most part, call-based whitelisting seems 
to have fallen to the side and is used for cases where extreme security and assurance are required, 
for reasons described earlier here.) It is worth noting that, with the advent of Windows 7, there is 
a whitelisting capability native to Windows: AppLocker.

Before choosing (or even evaluating) any technical solution, it is absolutely essential to identify 
requirements. This cannot be stressed enough and is particularly true with regard to whitelisting. 
Unless it is known what capabilities, characteristics, and features are needed or desired (and the 
difference between the two), it is impossible to properly meet those needs or desires. This is par-
ticularly true with whitelisting, where initial planning and preparation are even more important 
than with most other technologies. That said, there are a number of components/attributes to 
whitelisting products that can be compared when evaluating against those requirements.

The first aspect of whitelisting functionality that can be evaluated is manageability. The end-
point agents have the ability to utterly nullify systems or applications; without a means of properly 
administering the entire whitelisting solution, there is the potential to wreak havoc throughout an 
environment. Also, as policies evolve, there should be a way to track changes or break them out 
into components. One example would be a specific policy that prohibits the execution of certain 
applications (like iTunes, or other applications that are forbidden by a company’s acceptable use 
policy), but which can stand apart from the individual policies that govern each individual end-
point. Other important things to consider are reporting and the ability to get reliable visibility into 
the overall state of end-point agents. In very large environments, it’s crucial to have the ability to 
organize information (like the list of endpoints under control) into manageable groups. Imagine 
what it would be like sorting through a list of thousands or tens of thousands of systems, looking 
for a particular one, when doing troubleshooting. When determining requirements for the man-
agement capabilities, think about what information will be needed or desirable to gather, and what 
forms of control should be centralized.

Deployment is another factor. The best solutions will have the ability to deploy to endpoints 
remotely, from the management console. The question then becomes one of determining which 
agents have failed to deploy properly (since all whitelisting solutions hook the kernel, kernel-hook-
ing malware that has already infected an endpoint can be a cause of this) and addressing the prob-
lem. Automatic discovery (either through network discovery or pulling information from Active 
Directory) is enormously helpful; make sure that there is a way to identify systems that should 
not have whitelisting agents installed, if there is reason to believe that such systems will exist. 
Otherwise, the same capability that makes for a simple and rapid rollout will also cause problems 
when machines that are not intended for whitelisting control (such as development systems) have 
it imposed upon them by an overzealous or inattentive administrator. This could be accomplished 
either by placing such systems into a special organizational unit within the management system or 
by applying a policy whereby whitelisting control is not enforced.
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A related but separate thing to consider is the way the policies themselves are defined. Each 
system will, in effect, have its own policy. That said, there is a need for the ability to define poli-
cies that will govern entire groups of systems, much like the way Group Policy Objects operate 
in Active Directory. While better solutions will have the ability to define policies in this manner, 
this also results in the potential for confusion (also, as can happen in Active Directory with Group 
Policy Objects). The management system should allow not only for the definition of policies in 
multiple contexts, but also the ability to see precisely which policies affect which systems, and the 
ability to view the effects of inheritance. If one policy allows an application to run and another 
prohibits it, which one wins?

The last set of considerations relate to end-user experience. For the most part, whitelisting 
applications are transparent to the end user, with two exceptions: when an application is blocked 
and when the user is permitted to override or modify that prohibition. When looking at this 
functionality, it’s important to consider the user base, and both the percentage of users who will 
interact with the whitelisting endpoint agents (for example, as trusted users) and how technically 
savvy they are. The amount of information displayed to them in a notification will have an effect 
on troubleshooting and should also be sufficient to make a sensible determination as to whether or 
not something that has been blocked is hostile, or simply an executable that needs to be permit-
ted. In short, think about the different types of users that you will have (from the context of the 
whitelisting application) and be sure to get a feel for how the end-user experience will play out for 
each of those user types.

Summary
In closing, the important things to remember about application whitelisting are as follows:

◾◾ Whitelisting operates under a “Permit Good, Deny All Else” philosophy.
◾◾ There are fundamentally two approaches:

−− Whitelisting that looks at specific granular behaviors at the system level (call-based).
−− Whitelisting that looks at the specific executables that want to load into memory and 

operate (file-based).
◾◾ File-based whitelisting has come into prominence, mostly due to greater ease of implementa-

tion and management.
◾◾ Whereas traditional antivirus (which uses a blacklisting approach) incurs significant proces-

sor and I/O performance hits (especially during a full system scan), whitelisting is relatively 
lightweight.

◾◾ There is reduced risk to using whitelisting, owing to its better coverage with regard to new 
forms of malware and the ability to maintain it using proper change control methods. In 
comparison, traditional antivirus signatures are prone to false negatives and come out so 
frequently that change control is infeasible; this problem is all the more alarming given that 
on a fairly regular basis incorrect signatures are released by vendors with harmful effects.

◾◾ Any whitelisting deployment must be carefully planned and executed; whitelisting has the 
potential to cause significant disruption if it is improperly implemented.

◾◾ The vendor space for whitelisting is still evolving, but the products already show a high 
degree of functionality and usability.

◾◾ As yet, no feasible options exist for home users who wish to use application whitelisting.
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◾◾ Whitelisting works best in environments where end users are not normally allowed to install 
applications and where there is a high degree of standardization among endpoints.

◾◾ Requirement gathering and development is a must when evaluating whitelisting solutions.
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Chapter 2

Whitelisting

Sandy Bacik

Access control consists of permitting or denying the use of a particular resource. Within 
networking environments, particularly at the network perimeter, enterprises have used blacklist-
ing. Blacklisting consists of banning a list of resources from access. As the unauthorized and 
invalid access attempts increased, the blacklist continued to grow. This method allowed every-
thing unless explicitly denied, i.e., default allow. Enterprises are now doing the reverse, only allow-
ing authorized access, i.e., whitelisting, the “known good.” Whitelisting turns blacklisting upside 
down, categorizing everything as bad except for a small group. Whitelisting is listing entities that 
are granted a set of privileges (access, services, validity, etc.) within an environment. A whitelist is 
solely used to define what is allowed to be executed, whereas anything that is not included on the 
whitelist cannot be executed.

Due to compliance, audit, and regulatory requirements, the enterprise resources and assets 
function should be documenting assets and resources. Resources can be groups, services, applica-
tions, computers, servers, routers, websites, etc. In small enterprise environments, a general purpose 
server is used for all manner of things (surfing the Web, reading e-mail, running enterprise applica-
tions, evaluating new software, etc.) and it is very difficult to keep whitelisting restrictions up to 
date for access. On the other hand, when a server has very few functions (like one used for just read-
ing e-mail), using whitelisting can greatly improve security. Unfortunately, most enterprise systems 
fall somewhere near the middle between these two extremes. There are many types of whitelists an 
enterprise can utilize to assist in implementing whitelisting over blacklisting:

◾◾ E-mail: An e-mail whitelist is a list of contacts that the user deems are acceptable to receive 
e-mail from and should not be sent to the trash folder, similar to spam filters.

−− Internet Service Providers (ISPs): ISPs receive requests from legitimate companies to add 
them to the ISP whitelist of companies.

−− Noncommercial whitelists: Noncommercial whitelists are operated by various nonprofit 
organizations, ISPs, and other entities interested in blocking spam.

−− Commercial whitelists: Commercial whitelists are a system by which an internet service 
provider allows someone to bypass spam filters when sending e-mail messages to its sub-
scribers in return for a prepaid fee, either an annual fee or a per-message fee.



16  ◾  Information Security Management Handbook

◾◾ Local Area Network (LAN) whitelists: Many network admins set up Media Access Control 
(MAC) address whitelists, a MAC address filter, or subnets to control who is on their net-
works. This can be used when encryption is not a practical solution or in tandem with 
encryption. However, it’s sometimes ineffective because a MAC address can be faked. Many 
firewalls can be configured to only allow data traffic from/to certain (ranges of) Internet 
Protocal (IP) addresses.

◾◾ Program whitelists: Enterprises should keep a list of valid software within the network. If an 
organization keeps a whitelist of software, only titles on the list will be accepted for use. The 
benefits of whitelisting in this instance are that the school administration can ensure itself 
that students will not be able to download and/or use programs that have not been deemed 
appropriate for use.

◾◾ Application whitelists: Enterprises should do regular application inventories for license agree-
ments. One approach to combat viruses and malware is to whitelist software which is con-
sidered safe to run, blocking all others.

Let’s compare using blacklists and whitelists for access control (see Table 2.1). There are more 
advantages and fewer disadvantages in using whitelists. Yet, there are two potential glaring issues 
with whitelisting. First, most organizations are apprehensive about going the whitelist route 
because the IT department does not want to increase the resources needed to manage the impact 
of keeping track of valid resources and impacting users. On the other hand, many organizations 
see explicitly denying things via a blacklist is not the most effective or productive way to man-
age and protect the environment. So it boils down to: What to do and why? The best approach 
depends on the solution to prevent execution of applications, services, and code. For example, if 
the implemented solution contains a very basic enforcement method that uses the “yes” or “no” 
to determine executability, then the enterprise might want to look elsewhere. Trying to use a 

Table 2.1  Whitelist and Blacklist Advantages and Disadvantages

Blacklist Advantages Whitelist Advantages

Easy to manage More secure

Easy to install More accurate

Can download updates quickly Minimizes false positives

Can be created at various levels within the 
enterprise

Easy to customize

Blacklist Disadvantages Whitelist Disadvantages

Exponential growth More time to manage

Many false positives, potentially denying 
valid access

Requires additional time to install

Continual updates are required

Hard to switch to whitelisting
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whitelist with this logic could turn into a management nightmare while also dramatically impact-
ing end-user productivity. Another example would be a solution using the methodology by defin-
ing rules. This methodology is flexible enough to effectively balance enforcement, management, 
and productivity. This is definitely not the endgame in endpoint protection. It does have a built-in 
target solution and can be easily maintained.

In looking at today’s enterprise, there are many requirements, standards, and policies that 
require access control to be implemented and reviewed on a regular basis for governance, audit and 
compliance. Implementing whitelisting will assist in making the audit and compliance reviews 
simpler to complete. Enterprises should have a list of valid applications, network equipment, cus-
tomers, partners, sites/locations, employees, roles/groups, contractors, consultants, services, and 
ports. If an enterprise has these documented, they have a start on implementing a whitelisting 
solution for access control. See Table 2.2 for a sample listing of how whitelisting can be imple-
mented for access control using some of the list above.

Using the information in Table 2.1 and the examples in Table 2.2, an enterprise can better 
manage access control of resources and limit the risk to those resources.

In conclusion, documenting all network resources and being able to use whitelisting will give 
the enterprise more control over those resources and lessen the risk to the enterprise. The upfront 
work for implementing whitelisting will require a larger effort. Once completed, the whitelisting 
will enable the enterprise to specifically know what resources are available and who has access 
to what resources. Overall, implementing whitelisting will reduce the risk of findings during a 
compliance audit.

Table 2.2  Using Whitelists

Asset List Whitelisting Use

Applications This allows an enterprise to track what application can and 
cannot be used within the network. Along with assisting in 
access control, this can reduce viruses and malware, and 
assist with license compliance

Network equipment This allows an enterprise to be able to segment and route 
traffic based on network devices. It can allow or limit the 
access from partner, customer, and Internet sites to stop 
unauthorized access to finding unsecured resources

Groups This allows an enterprise to have easier access control to 
applications and network resources by maintaining group 
memberships rather than have separate access control lists 
for each application or network resources

Ports By knowing which ports an application or service uses, a 
perimeter firewall can be locked down to only permit the 
required ports to required network devices, again limiting 
the security risk to the network environment

Contractors or Consultants By knowing who the contractors and consultants are within 
the enterprise, contract audits and access can be reviewed 
more quickly and removed, if necessary
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Chapter 3

RFID and Information Security

Salahuddin Kamran

Introduction
This chapter provides an overview of radio frequency identification (RFID) technology and some 
thoughts on privacy and security issues concerning RFID systems, and highlights some of the 
areas that have to be considered in designing and deploying RFID systems.

RFID is a technology that facilitates the automated identification of objects. While people are 
generally skillful at visual identification of a range of objects, computers are not. The task of iden-
tifying a coffee mug as a coffee mug is one that many bleary-eyed people perform naturally and 
effectively every morning in a variety of contexts. For computing systems, this same task can pose 
a challenging exercise in artificial intelligence. The simplest way to ease the process of automated 
identification is to equip objects with computer-readable tags. This is essentially what happens in 
a typical supermarket. Through a printed barcode on its packaging, a box of cereal identifies itself 
automatically to a checkout register. While a checkout clerk must manually position items to ren-
der them readable by a scanner, printed barcodes alleviate the overhead of human categorization 
and data entry. Over the course of decades, they have proven to be indispensable timesavers and 
productivity boosters.

The purpose of an RFID system is to enable data to be transmitted by a portable device, 
called a tag, which is read by an RFID reader and processed according to the needs of a particular 
application. The data transmitted by the tag may provide identification or location information, or 
specifics about the product tagged, such as price, color, date of purchase, etc. The use of RFID in 
tracking and access applications first appeared during the 1980s. RFID quickly gained attention 
because of its ability to track moving objects. As the technology is refined, more pervasive and 
invasive uses for RFID tags are in the works.

In a typical RFID system, individual objects are equipped with a small, inexpensive tag that 
contains a transponder with a digital memory chip that is given a unique electronic product code 
(EPC). The interrogator, an antenna packaged with a transceiver and decoder, emits a signal acti-
vating the RFID tag so it can read and write data to it. When an RFID tag passes through the 
electromagnetic zone, it detects the reader’s activation signal. The reader decodes the data encoded 
in the tag’s integrated circuit and the data is passed to the host computer for processing.
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RFID tags promise in the near future to become the most numerous computational devices 
in the world. Their impending pervasiveness owes much to the power and flexibility that they 
achieve through starkly minimalist design. These tags come in a wide variety of shapes and sizes. 
Some tags are easy to spot, such as the hard plastic antitheft tags attached to merchandise in stores. 
Animal tracking tags that are implanted beneath the skin of family pets or endangered species are 
no bigger than a small section of pencil lead. Even smaller tags have been developed that can be 
embedded within the fibers of a national currency.

While barcodes have historically been the primary means of tracking products, RFID systems 
are rapidly becoming the preferred technology for keeping tabs on people, pets, products, and even 
vehicles. One reason for this is because the read/write capability of an active RFID system enables 
the use of interactive applications. Also, the tags can be read from a distance and through a variety 
of substances such as snow, fog, ice, or paint, where barcodes have proved useless. Developments 
in RFID technology are yielding systems with larger memory capacities, wider reading ranges, 
and faster processing. In response, the market for RFID tags is growing explosively and is pro-
jected to reach $10 billion annually within the decade.

History
RFID systems have gained popularity, and notoriety, in recent years. A driving force behind 
the rapid development of RFID technology has been the rise of pervasive commerce, sometimes 
dubbed the quiet revolution. Pervasive commerce uses technologies such as tracking devices and 
smart labels embedded with transmitting sensors and intelligent readers to convey information 
about key areas where consumers live and work to data processing systems. To gather this data, 
retailers can choose from a range of options.

RFID systems may be roughly grouped into four categories:

	 1.	Electronic Article Surveillance (EAS) systems: Generally used in retail stores to sense the pres-
ence or absence of an item. Products are tagged and large antenna readers are placed at each 
exit of the store to detect unauthorized removal of the item.

	 2.	Portable Data Capture systems: Characterized by the use of portable RFID readers, which 
enables this system to be used in variable settings.

	 3.	Networked systems: Characterized by fixed position readers that are connected directly to a 
centralized information management system, while transponders are positioned on people 
or moveable items.

	 4.	Positioning systems: Used for automated location identification of tagged items or vehicles.

These RFID systems enable businesses to have real-time access to inventory information, as 
well as a broader, clearer picture of consumers’ buying habits. RFID technology also enables retail-
ers and corporations to peek into the lives of consumers in ways that were, until recently, off limits. 
Products embedded with RFID tags can continuously transmit information ranging from an EPC 
identifier, to information about the item itself, such as consumption status or product freshness. 
Data processing systems read and compile this information, and can even link the product infor-
mation with a specific consumer.

This composite information is vastly superior—and more invasive—than any data that could 
be obtained from scanning bar codes, or even loyalty cards. Frequent shopper cards link con-
sumers to their purchases, but this limited information gives retailers only a narrow view of a 
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consumer’s in-store purchasing trends. In contrast, RFID systems enable tagged objects to speak 
to electronic readers over the course of a product’s lifetime—from production to disposal—pro-
viding retailers with an unblinking, voyeuristic view of consumer attitudes and purchase behavior.

Technology
RFID systems can be very complex, and implementations vary greatly across industries and 
sectors. For purposes of discussion in this document, an RFID system is composed of up to three 
subsystems:

◾◾ An RF subsystem performs identification and related transactions using wireless 
communication.

◾◾ An enterprise subsystem contains computers running specialized software that can store, pro-
cess, and analyze data acquired from RF subsystem transactions to make the data useful to 
a supported business process.

◾◾ An interenterprise subsystem connects enterprise subsystems when information needs to be 
shared across organizational boundaries.

Every RFID system contains an RF subsystem and most RFID systems also contain an enter-
prise subsystem. An RFID system supporting a supply chain application is a common example of 
an RFID system with an interenterprise subsystem. In a supply chain application, a tagged prod-
uct is tracked throughout its life cycle, from manufacture to final purchase, and sometimes even 
afterwards (e.g., to support targeted product recalls).

The characteristics of RFID enterprise and interenterprise subsystems are very similar to those 
of any networked IT system in terms of the types of computers that reside on them, the protocols 
they support, and the security issues they encounter.

RF Subsystem
To enable wireless identification, the RF subsystem consists of two components:

◾◾ RFID tags (sometimes referred to as transponders), which are small electronic devices that are 
affixed to objects or embedded in them. Each tag has a unique identifier and may also have 
other features such as memory to store additional data.

◾◾ RFID readers, which are devices that communicate with tags to identify the item connected 
to each tag and possibly associate the tagged item with related data.

Both the tag and the reader are two-way radios. Each has an antenna and is capable of modu-
lating and demodulating radio signals. Figure 3.1 shows a simple RF subsystem configuration.

Tags

Most RFID tags contain at least two components: an integrated circuit for storing and process-
ing information, modulating and demodulating a radio-frequency signal, and other specialized 
functions; and an antenna for receiving and transmitting the signal. Figure 3.2 shows samples 
of tags.
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The market for RFID tags includes numerous different types of tags, which differ greatly in 
their cost, size, performance, and security mechanisms. Even when tags are designed to comply 
with a particular standard, they are often further customized to meet the requirements of specific 
applications. Understanding the major tag characteristics can help those responsible for RFID 
systems identify the tag characteristics required in their environments and applications. Major 
characteristics of tags include identifier format, power source, operating frequencies, functionality, 
and form factor.

Tags are categorized into four types based on the power source for communication and other 
functionality:

	 1.	Passive: A passive tag uses the electromagnetic energy it receives from a reader’s transmission 
to reply to the reader. The reply signal from a passive tag, which is also known as the back-
scattered signal, has only a fraction of the power of the reader’s signal. This limited power 
significantly restricts the operating range of the tag. It also means that passive tags can only 
support data processing of limited complexity. On the other hand, passive tags typically are 
cheaper, smaller, and lighter than other types of tags, which are compelling advantages for 
many RFID applications.

Chip (IC)

Antenna

Figure 3.2  RFID tags.

Wireless communication

Reader

Tag
Integrated

antenna

Microchip

Figure 3.1  Simple RF subsystem.
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	 2.	Active: An active tag relies on an internal battery for power. The battery is used to communi-
cate to the reader, to power on-board circuitry, and to perform other functions. Active tags 
can communicate over greater distances than other types of tags, but they have a finite bat-
tery life and are generally larger and more expensive. Since these tags have an internal power 
supply, they can respond to lower power signals than passive tags.

	 3.	Semiactive: A semiactive tag is an active tag that remains dormant until it receives a signal 
from the reader to wake up. The tag can then use its battery to communicate with the reader. 
Like active tags, semiactive tags can communicate over a longer distance than passive tags. 
Their main advantage relative to active tags is that they have a longer battery life. The wak-
ing process, however, sometimes causes an unacceptable time delay when tags pass readers 
very quickly or when many tags need to be read within a very short period of time.

	 4.	Semipassive: A semipassive tag is a passive tag that uses a battery to power on-board circuitry, 
but not to produce return signals. When the battery is used to power a sensor, they are often 
called sensor tags. They typically are smaller and cheaper than active tags, but have greater 
functionality than passive tags because more power is available for other purposes. Some 
literature uses the terms “semipassive” and “semiactive” interchangeably.

Readers

The tag and the reader must comply with the same standard in order to communicate. If a tag is 
based on a proprietary design, a reader must support the same communication protocol to com-
municate with that tag. In many cases, if proprietary tags are used, only proprietary RFID readers 
from the same vendor can be used.

A reader’s interface with an enterprise subsystem may be wired or wireless. Most wired readers 
are in fixed locations and support applications in which the tags approach the reader. Some wired 
readers offer limited mobility using cables. Figure 3.3 shows a reader portal that reads tags on a 
pallet of boxes moving through the portal.

Figure 3.4 shows reader antennas mounted above each toll lane in a series of toll booths. As 
vehicles pass through one of the toll lanes, the reader reads a transponder that is attached to that 
vehicle’s windshield.

In contrast, wireless readers support applications in which personnel must move around to 
read tags. Figure 3.5 shows an example of a mobile handheld reader.

Tag-reader communication is achieved by using a common communications protocol between 
the tag and the reader. Tag-reader communication protocols are often specified in RFID stan-
dards. Prominent international standards include the ISO/IEC 18000 series for item management 
and the ISO/IEC 14443 and ISO/IEC 15693 standards for contactless smart cards. The most 
recent EPCglobal Class-1 Generation-2 standard is essentially equivalent to the ISO/IEC 18000-
6C standard.

Enterprise Subsystem
The enterprise subsystem connects readers to computers running software that can store, process, 
and analyze data acquired from RF subsystem transactions to make the data useful to a supported 
business process. For example, an RFID system in a retail clothing store has an RF subsystem that 
can read the identifier associated with each tagged garment. The enterprise subsystem matches 
the identifier to the garment’s record in a database to determine its price and the number of other 
items of a similar type that remain in inventory. Some simple RFID systems consist of an RF 
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subsystem only (e.g., RFID-based key systems in which a reader can make an access control deci-
sion without access to other computers). However, most RFID systems have both an RF subsys-
tem and an enterprise subsystem.

The enterprise subsystem consists of three major components, which are shown in Figure 3.6.

Middleware: RFID middleware is responsible for preparing data collected from readers in the RF 
subsystem for the analytic systems that directly support business processes. Middleware hides the 
complexity and implementation details of the RF subsystem from the analytic systems.

Analytic systems are composed of databases, data processing applications, and Web servers that pro-
cess the data outputs of middleware based on business requirements and user instructions. They 
contain customized business logic for each business process they support.

Reader antennas

Figure 3.4  Reader antennas.

Figure 3.3  Reader portal.
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Network infrastructure enables communication between the RF and enterprise subsystems, as well 
as among components of the enterprise subsystem.

Interenterprise Subsystem
The interenterprise subsystem connects enterprise subsystems together when information needs to 
be shared across geographic or organizational boundaries, such as in a supply chain application. 
Not all RFID systems contain interenterprise subsystems. The largest government interenterprise 
subsystem is currently the US Department of Defense’s (DoD) Global Transportation Network. 
The DoD improves its logistics and operational efficiency by tracking DoD assets and personnel 
from their origin to their destination.

Figure 3.5  Mobile handheld reader.
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Figure 3.6  Enterprise RFID subsystem.
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Open and Closed RFID Systems
RFID systems are either open or closed. Closed RFID systems are systems that do not have links 
with an outer environment. According to the intention of the designer, data that are collected 
within the system do not trespass the system’s boundaries and remain entirely within the system. 
Data from outside the system will not trespass the system’s boundaries either. Open systems are 
systems in which data that are collected within the system may be shared with other systems.

An example of a closed system is a logistics system that uses proprietary solutions for dealing 
with the data it collects from its tags. An example of an open system is a public transport ticketing 
system which is used in conjunction with an electronic shopping system, for instance by adding 
e-payment functionality to the transport ticketing card for shopping at shopping malls.

Keeping track of the collected data becomes more problematic in an open situation; relations 
may exist with third parties outside the system who use the information collected for other purposes.

Applications
RFID Application Types
There are many types of RFID applications, of which some of the most common are asset manage-
ment, asset tracking, automated payment, and supply chain management. The key characteristic 
differentiating one RFID application from another is the purpose of identifying the tagged items. 
Table 3.1 lists reasons why an organization might want to identify an item and the general applica-
tion type that best corresponds to those reasons.

Application types are not mutually exclusive; an implementation can combine elements of 
several application types. For example, both access control systems and sophisticated asset man-
agement systems include tracking features. Supply chain management is a tracking application 
that spans organizational boundaries and often includes process control and payment transactions.

Personnel responsible for designing and implementing RFID systems should understand what 
application types apply to their implementation so that they can select appropriate security con-
trols. For example, the security controls needed to protect financial transactions in automated 
payment systems are different from those needed for tracking applications. The personnel should 

Table 3.1  RFID Application Types

Identification Purpose Application Type

Determine the presence of an item Asset management

Determine the location of an item Tracking

Determine the source of an item Authenticity verification

Ensure affiliated items are not separated Matching

Correlate information with the item for decision-making Process control

Authenticate a person (holding a tagged item) Access control

Conduct a financial transaction Automated payment
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also understand that an adversary may leverage RFID technology for an unintended purpose. 
For example, a warehouse may use RFID technology to determine what items it has in its current 
inventory, but an adversary may use the same system to track an item’s whereabouts after it leaves 
the warehouse. In this case, an asset management system is later used to enable an unauthorized 
tracking application, perhaps used by an adversary to locate high-value targets.

Risks
RFID technology enables an organization to significantly change its business processes to:

◾◾ Increase its efficiency, resulting in lower costs
◾◾ Increase its effectiveness, improving mission performance and making the organization 

more resilient and better able to assign accountability
◾◾ Respond to customer requirements to use RFID technology to support supply chains and 

other applications

As described earlier, the RFID technology itself is complex, combining a number of differ-
ent computing and communications technologies to achieve the desired objectives. Unfortunately, 
both change and complexity generate risk. For RFID implementations to be successful, organiza-
tions need to effectively manage that risk, which requires an understanding of its sources and its 
potential characteristics.

Privacy Aspects
In relation to RFID, privacy and security are two sides of the same coin and require an approach 
in which they are both tackled together and it might be possible to include security safeguards that 
may have positive implications on privacy. The double-sidedness of privacy and security requires 
attention, since it deals with embedding privacy regulations in the standards that are being devel-
oped on the various aspects of the RFID system (tags, readers, middleware, and the back-end 
information systems).

RFID is a means for identification. This identification can be of products, services, or per-
sons. In most cases, RFID tags are related to products. When, however, a person is correlated to 
specific products by means of a token, an index, or another pointer, the identified information 
becomes personal information (or information that enables the identification of a person). Due to 
the ‘enabling’ characteristics of RFID tags the threat to privacy is a major concern, for the general 
public, companies, and governments alike.

In Figure 3.7, two direct privacy threats are identified: one in relation to the tag-reader system, 
and one in relation to the information that is collected and disseminated outside the tag-reader 
system.

The first kind of threat is the one that is most directly related to RFID. It focuses on the pri-
vacy implications of the tag-reader system itself. The second kind of threat relates to the use of data 
collected by means of an RFID system. The data that are disseminated by the tag-reader system 
may be collected in a database, for instance to monitor pallets in a supply chain management 
system. This kind of threat is not uniquely determined by the RFID system, but due to RFID the 
threats may be aggravated and have very specific dimensions.
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Privacy Threats within the Tag-Reader System
A tag may contain personal information. Passports, identity cards, and specific forms of public 
transport cards contain identifiable information. They may contain directly identifiable informa-
tion on the card such as name and birth date. They also may contain data that functions as a key 
for a database in which personal information is stored. The privacy threat in the first case is obvi-
ous. In case a card holds indirectly identifiable information (a pointer that may refer to informa-
tion about an identifiable person in a database), the privacy threat is indirectly present. Only when 
the intruder is able to link the pointer to the real person will privacy be invaded.

The unauthorized reading of tags is considered to be the most prominent privacy threat. 
Unauthorized reading is possible, especially in case of using UHF-based tags with reading ranges 
of approximately 20–30 ft.

Using tags to track persons is usually identified as being the second biggest threat to privacy. 
Tracking of persons via objects presupposes the linkage of identification data with individual track 
movements. Identification data can be acquired on the basis of electronic payments, loyalty cards, 
electronic ticket cards in public transport, etc. When a person carries an object that is linked to 
that person (such as a wristwatch) the data of the tag attached to the wristwatch may be used as 
identifiable information for the person carrying the wristwatch. It is possible to track the move-
ments of this person by surveying the movement of the object for which the tag data are known. 
The information can for instance be used to retrieve personal preferences.

Privacy Threats at the Backend of the RFID System
The threats mentioned above correlate directly with the RFID reader to tag communication and 
the direct use of these data. Most privacy threats, however, refer to the collection and subsequent 
use of information outside the tag-reader system. Tags with unique IDs can easily be associated 
with a person’s identity and smart cards with their own processing capacities may contain sensitive 
personal information.

There are three privacy threats related to the use of data outside the tag-reader system:

	 1.	Using data for aggregating personal information
	 2.	Using data for purposes other than originally specified
	 3.	Using data to monitor specific behaviors

EPC services

ReadersTags Middleware Enterprise software

Data sharing
with other
enterprises

�reat 2

People

�reat 1

Figure 3.7  RFID privacy threats.



RFID and Information Security  ◾  31

By means of data-mining techniques it is possible to find correlations between hitherto sepa-
rated objects (and subjects). Deducting social networks may be especially interesting for intelli-
gence agencies, for instance in trying to discover social networks of criminals: if one criminal can 
be traced, it is possible by data mining and pattern recognition techniques to sort out who else has 
a similar pattern of movement. This privacy threat is closely related to the following one.

RFID data may be collected for use in specific settings, but subsequently used in other set-
tings. This is an example of “function creep”: though originally not perceived, data collected for a 
specific purpose turns out to be useful for other purposes as well.

Monitoring can be done in real time, but it also can be done on the basis of aggregated data, 
that are subsequently analyzed in order to deduct specific patterns of behavior. An example of 
using RFID technology for individual monitoring is the business that uses an identifiable token 
(such as a loyalty card) to collect information on shopping behavior and uses this information to 
base decisions related, for example, on pricing without the consent of the customer.

Solutions that are more directly related to RFID are the ones that try to keep control over the 
data flow to the user (by means of killer and blocker tags, for example) in order to prevent infor-
mation being disseminated against the user’s wishes, and offer the users an “opt-in” choice. These 
solutions are based on the technical functioning of the RFID system, especially in the communi-
cation of RFID tag and reader. Other proposed solutions in this vein are using a Faraday cage to 
shield the tag from being read and reducing or removing the antenna (in the first case as a means 
to reduce the read range, while in the latter as a means to disable the tag). “Privacy by design” 
means that compliance with the privacy principles is sought by means of appropriate technical 
measures.

Another problem is the fact that low-cost RFID devices do not have the computational 
resources to use selected cryptographic methods. The kill tag, though appealing through its radi-
cal approach, may kill beneficial uses of the information that is hidden on the tag as well.

Security Aspects
This section contains a general overview of security threats of an RFID system, consisting of an 
RFID tag and a reader. The security threats are classified as either threats for the tag, or the wire-
less interface between the tag and the reader, or the reader.

Security Threats for the Tag

Falsification of Contents

Data can be falsified by unauthorized write access to the tag. This type of attack is suitable for tar-
geted deception only if, when the attack is carried out, the ID (serial number) and any other secu-
rity information that might exist (e.g., keys) remain unchanged. This way the reader continues to 
recognize the identity of the tag correctly. This kind of attack is possible only in the case of RFID 
systems that, in addition to ID and security information, store other information on the tag.

Falsification of Tag ID

The attacker obtains the ID and any security information of a tag and uses these to deceive a reader 
into accepting the identity of this particular tag. This method of attack can be carried out using a 
device that is capable of emulating any kind of tag or by producing a new tag as a duplicate of the old 
one (cloning). This kind of attack results in several tags with the same identity being in circulation.
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Deactivation

These types of attack render the tag useless through the unauthorized application of delete or kill 
commands. Depending on the type of deactivation, the reader can either no longer detect the 
identity of the tag, or it cannot even detect the presence of the tag in the reading range.

Physical Destruction

Tags could be physically destroyed by chemical or mechanical means, or by using strong electro-
magnetic fields (like in a microwave oven). Active tags could also be shut down by removing or 
discharging the battery.

Detaching the Tag

A tag is separated physically from the tagged item and may subsequently be associated with a dif-
ferent item, in the same way that price tags are “switched.” Since RFID systems are completely 
dependent on the unambiguous identification of the tagged items by the transponders, this type 
of attack poses a fundamental security problem, even though it may appear trivial at first sight.

Security Threats for the Wireless Interface

Eavesdropping

The communication between reader and transponder via the wireless interface is monitored by 
intercepting and decoding the radio signals. This is one of the most specific threats to RFID 
systems. The eavesdropped information could, for example, be used to collect privacy-sensitive 
information about a person. It could also be used to perform a replay attack, i.e., the attacker 
records all communicated messages and later on can either simulate this tag towards the reader or 
simulate this reader towards the tag.

Blocking

So-called blocker tags simulate to the reader the presence of any number of tags, thereby blocking 
the reader. A blocker tag must be configured for the respective anticollision protocol that is used.

Jamming

Jamming means a deliberate attempt to disturb the wireless connection between reader and tag and 
thereby attacking the integrity or the availability of the communication. This could be achieved 
by powerful transmitters at a large distance, but also through more passive means such as shield-
ing. As the wireless interface is not very robust, even simple passive measures can be very effective.

Relay Attack

A relay attack for contactless cards is similar to the well-known man-in-the-middle attack. A 
device is placed in between the reader and the tag such that all communication between the reader 
and the tag goes through this device, while both tag and reader think they communicate directly 
to each other. Smartly modifying this communication could, for example in payment systems, 
lead to charging the wrong electronic wallet (a smart card with an RFID tag). To make this attack 
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more practical one could increase the distance between the legitimate card and the victim’s card 
by splitting the device into two components: one communicating with the reader and one with 
the victim’s card. The communication between these two components could be implemented by 
any kind of fast wireless technology.

Security Threats for the Reader

Falsifying Reader ID

In a secure RFID system the reader must prove its authorization to the tag. If an attacker wants 
to read the data with his own reader, this reader must fake the identity of an authorized reader. 
Depending on the security measures in place, such an attack can be “very easy” to “practically 
impossible” to carry out. The reader might need access to the backend in order, for example, to 
retrieve keys that are stored there.

Security Threats for Other Parts of RFID Systems

When considering the security challenges of RFID in a broader perspective, one has to take into 
account the infrastructure, including a back office where additional information of all tags is 
stored, and the aspect of convenience in use. A general RFID architecture is depicted in Figure 3.7.

RFID readers are generally connected to the middleware using modular drivers, much like 
Windows uses device drivers to communicate with a graphics card. This allows different readers 
to be used with the middleware, without having to modify the middleware. In addition to event 
processing, the middleware handles different kinds of user interfaces. A user interface is generally 
provided for system-management purposes, for example to modify the series of filters through 
which an event is passed. There will also be user interfaces that allow regular users to access the 
system and use it. For example, in a supermarket distribution center, there will be a user interface 
that provides information on the current stock levels.

The middleware also communicates with other software systems, which implement the appli-
cation’s business logic. To stay with the supermarket example, it is likely that the supermarket 
RFID system is connected to a stock management system, which orders new stock from suppli-
ers before it runs out. When considering the broader RFID architecture, new security risks and 
countermeasures come to mind:

Tag-Borne Attacks at Back Office

One could foresee an attack at the back office through information stored at the tag, which was 
recently shown by a few Dutch students. Basically there are three types of RFID malware, which 
are listed in increasing complexity of implementation:

	 1.	RFID exploits: Just like other software, RFID systems are vulnerable to buffer overflows, 
code insertion, and SQL injection.

	 2.	RFID worms: A worm is basically an RFID exploit that downloads and executes remote 
malware. A worm could propagate through the network or through tags.

	 3.	RFID viruses: An RFID virus starts with malicious content of a tag. When the tag is read 
out, this initiates a malicious SQL query that would disturb a database in the back office. 
Although such an attack has not yet been performed in practice, this type of threat cannot 
be excluded.
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Misuse of Gateway Interface

The user interface to the gateway could be misused by unauthorized individuals to attack the 
integrity of the filters and to misguide the product management system.

Corrupted Drivers

The drivers that are used by RFID readers to communicate with the middleware could be cor-
rupted. This could be done either by modifying the driver of a legitimate reader or by replacing the 
legitimate reader with a fake reader that has a corrupted driver. A corrupted driver could be used 
to attack and misguide the gateway.

Attacking the Reader-Gateway Communication

The communication between reader and gateway could be eavesdropped or modified.

Security Measures for the Tag

Security Measures to Prevent Unauthorized 
Modification of Tag Data (Contents and ID)

An obvious security measure to prevent modification of tag data is to use read-only tags for which 
unauthorized modification is intrinsically impossible. Another effective measure, also recom-
mended for reasons of data management, is to shift all data except the ID to the backend. Some 
types of tags dispose of an authentication method (like the ISO-9798 standard), through which 
the reader can be authenticated by the tag such that only authorized readers can modify the tag 
contents.

Security Measures for Deactivation

Unauthorized application of delete commands or kill commands can be prevented by using an 
authentication method (when available).

Security Measures for Physical Destruction

A countermeasure for physical destruction of the tag would be a close mechanical connection 
between the tag and the tagged item to make it difficult to destroy the tag without damaging the 
item. To prevent discharging the battery of an active tag one could implement a sleep mode in the 
tag.

Security Measures for Detaching the Tag

A countermeasure for detaching the tag from the tagged item would be a tight mechanical bond 
between the tag and the tagged item to ensure that removing the tag will also damage the product. 
In the case of active tags, an alarm function is conceivable: a sensor determines that the tag has 
been manipulated and transmits the alarm to a reader as soon as it comes within range. For high-
value items an option would be to manually check whether the tag is attached to the correct item.
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Security Measures for the Wireless Interface

Security Measures for Eavesdropping

An effective measure to reduce the effect of eavesdropping is to shift all data to the backend. More 
advanced tags have a module to encrypt the communication with the reader, which also prevents 
eavesdropping. Such advanced tags cannot be read out by intruders and are still available for legiti-
mate use. Another measure would be to design the RFID system such that tags are used within a 
small range, which is just sufficient for the legitimate readers (and thereby shutting out a class of 
unauthorized readers).

Security Measures for Blocking

There are no technical measures to prevent the use of blocker tags, but a solution is to ban their use 
in the standard terms and conditions of business.

Security Measures for Jamming

It is possible to detect jamming transmitters by performing random measurements or by using 
permanently installed field detectors.

Security Measures for Relay Attacks

One way to guard against relay attacks is to shield the tag when it is not used, e.g., by putting 
the tagged card in a Faraday-like cage. Another way is to require an additional action by the user 
(push a button, type in a PIN code, or use a fingerprint) to activate the tagged card, although this 
solution eliminates some of the convenience of the contactless system.

Security Measures for the Reader

Security Measures for Falsifying the Reader ID

To prevent readers from falsifying their ID to obtain unauthorized access to a tag, an authentica-
tion method (when available at the tag) can be used to authenticate the reader towards the tag. This 
risk can be further reduced when the reader has to access the backend during the authentication 
procedure, e.g., to retrieve cryptographic keys. Note that these measures are designed to assure the 
integrity of a reader that is about to communicate with the tag. For measures like shielding, which 
prevent an unauthorized reader from communicating, see “Security measures for eavesdropping”.

Security Measures for Other Parts of RFID Systems

Security Measures for Tag-Borne Attacks at Back Office

To avoid such attacks, the content of tags should be checked by the reader and regular security 
measures should be taken to protect the gateway. A typical countermeasure against RFID viruses 
is to improve the software in the gateway that is able to distinguish a regular tag ID from an SQL 
query such that these attacks can be prevented from entering a database.
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Security Measures for Misuse of Gateway Interface

To prevent such an attack the user interface should be provided with some kind of authentication 
mechanism such that only authorized users are able to access the gateway. Another measure would 
be to place the gateway and the user interface in a physically protected room such that only autho-
rized employees that have access to this room can access the user interface.

Security Measures for Corrupted Drivers

A possible solution to this problem is to use only signed drivers, i.e., each legitimate driver should 
be digitally signed such that the gateway can check that communicating readers contain a legiti-
mate driver. The use of drivers enables the fact that different readers can be used to communicate 
to the gateway. From a security point of view the use of different readers should be encouraged 
because an attack is likely to be specific for one type of reader or one type of driver, so a diversifica-
tion of types lowers the impact of a possible attack.

Security Measures for Attacking the Reader-Gateway Communication

The communication between reader and gateway could be eavesdropped or modified.

Security Measures against Cloning

When considering one tag and one reader as a system, which has been done in the previous sec-
tions, the risk of cloning (duplication of the tag ID in a new tag) has been identified. Only in the 
broad view of the complete architecture, such a risk could be handled: in the database where all 
the different tag IDs (with respect to a specific application) are collected, a duplicate ID could be 
detected and in some cases even the clone could be recognized (i.e., be distinguished from the 
original tag).

Conclusion
This document presented an overview of some of the technical facets of RFID. The most striking 
lesson here is that even though RFID is a conceptually simple technology, it engenders technologi-
cal questions and problems of formidable complexity. For this reason, it is unwise to view RFID 
privacy and security as a technological issue alone. Policymaking will also have a vital role to play 
in the realm of RFID. They must not only supplement the protections that technology affords, 
but must prove sensitive to its novelties and nuances. To be most effective, RFID security controls 
should be incorporated throughout the entire life cycle of RFID systems—from policy develop-
ment and design to operations and retirement. A delicate balance between privacy and utility is 
needed to bring RFID to its high pitch of promise.
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Chapter 4

Privileged User Management

Georges J. Jahchan

Introduction
On June 22, 2008, Terry Childs made national headlines when he locked access to the city of 
San Francisco’s Fiber Wide Area Network (WAN) by resetting administrative passwords to its 
switches and routers and then declining to hand over those passwords.*

On October 24, 2008, an employee at Fanny Mae’s Urbana, MD, data center was let go from 
his contract, almost two weeks after erroneously creating a computer script that changed the 
settings on the Unix servers without the proper authority of his supervisor.† Within 90 minutes 
of being told his contract was terminated, and several hours before his access to the Fannie Mae 
network was disabled later that evening, he embedded a malicious script inside a legitimate script 
that ran on Fannie Mae’s network every morning. The malicious script was to trigger on January 
31, but was discovered by chance by another engineer on October 29. The malicious script was 
planted after a page of blank lines intended to conceal it. Had that script run, it would have 
disabled monitoring alerts and all log-ins, deleted the root passwords to the approximately 4000 
Fannie Mae servers, then erased all data and backup data on those servers by overwriting with 
zeros. It would have caused millions of dollars in damage and reduced or shut down operations 
for at least a week.

March 17, 2009: An IT contract employee was indicted on charges of sabotaging a computer 
system he helped set up, because the company did not offer him a permanent job.‡ He was charged 
with affecting the integrity and availability of an offshore platform monitoring computer system 
designed to detect oil leaks. While working as a contract employee, he had set up multiple accounts 
that he used to illegally gain access to the system after he stopped working for the company.

*	 http://www.computerworld.com/s/article/9110470/Questions_abound_as_San_Francisco_struggles_to_
repair_locked_network.

†	 http://www.computerworld.com/s/article/9127040/Fannie_Mae_engineer_indicted_for_planting_server_
bomb.

‡	 http://www.computerworld.com/s/article/9129933/IT_contractor_indicted_for_sabotaging_offshore_rig_
management_system.
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In the three cases, had appropriate privileged user controls been implemented, the incidents 
could have been prevented, or at least detected in a timely manner so as to minimize damage. 
In the second and third case, dame luck averted disaster, but organizations should not count on 
their lucky star to safeguard their information assets.

With the job cuts and corporate belt tightening, resulting from the faltering economy, compa-
nies are advised to be especially vigilant with disgruntled employees.*

A disgruntled administrator is not the only threat to an organization. Outsiders who manage 
to steal legitimate privileged users’ credentials and then use them to gain access to high-value 
targets pose an even greater threat. Hackers who band together in across-the-globe virtual com-
munities and share knowledge are the most dangerous as they combine their diverse skills to 
mount innovative and highly sophisticated targeted attacks. They will typically carefully plan 
their attacks and break into a system outside working hours, when they are most likely to go 
unnoticed, plant a back door that subsequently grants them root access, and leave as quickly as 
possible, erasing their tracks.

Computer Emergency Response Team (CERT’s) published analysis of 150 insider attack 
incidents† classified the attacks into three categories: fraud, theft of information, and IT sabo-
tage, and identified the typical perpetrators’ profiles. Following is a summary table of the 
results.

Type of 
Incident

Typical Insider’s 
Profile

Method of 
Attack

What was the 
Motive?

How was the 
Incident 

Detected?

How was 
the Insider 
Identified?

What was the 
Impact?

Fraud Nontechnical 
nonmanagement 
positions with 
privileged access

Nontechnical 
means

Used their 
own 
credentials

Acted during 
business 
hours from 
within 
workplace

Greed System 
irregularity

Nontechnical 
means

System 
logs

Financial 
impacts on 
employer

Impact on 
innocent 
victims

Theft of 
confidential 
information

Male employees

Half had 
accepted other 
position

Half were in 
technical 
positions

Used own 
credentials

Half 
compromised 
an account

Disgruntled

Financial gain

Did not know 
it was wrong

Half by 
system 
irregularity

Nontechnical 
means

System 
logs

Financial 
impacts on 
employer

Organization 
and customer 
confidential 
information 
revealed

Trade secrets 
stolen

Innocent 
victim 
murdered

Insider 
committed 
suicide

*	 http://www.computerworld.com/s/article/9117138/Tough_economic_climate_can_heighten_insider_threat.
†	 A Risk Mitigation Model: Lessons Learned From Actual Insider Sabotage; Dawn M. Cappelli, Andrew 

P. Moore, and Eric D. Shaw. November 7, 2006.
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Type of 
Incident

Typical Insider’s 
Profile

Method of 
Attack

What was the 
Motive?

How was the 
Incident 

Detected?

How was 
the Insider 
Identified?

What was the 
Impact?

IT sabotage Former 
employees

Male

Highly technical 
positions

Disgruntled

Revenge for 
negative 
work-related 
event

No 
authorized 
access

Backdoor 
accounts, 
shared 
accounts, 
other 
employees’ 
accounts, 
insider’s own 
account

Many 
technically 
sophisticated

Remote 
access 
outside 
normal 
working 
hours

Manually by 
nonsecurity 
personnel 
System 
failure or 
irregularity

System 
logs

Most took 
steps to 
conceal 
identity 
and/or 
actions

Inability to 
conduct 
business, loss 
of customer 
records, 
inability to 
produce 
products

Negative 
media 
attention

Private 
information 
forwarded to 
customers, 
competitors, 
or employees

Exposure of 
personal or 
confidential 
information

Website 
defacements

Many 
individuals 
harmed

CERT recommends that management must recognize the technical precursors and have the 
“ability to disable access on demand in the absolute, particularly for administrators and privileged 
users” when demoting or firing. In practice, that requires an understanding of the access paths 
available to insiders, which “depends on rigorous access management practices.” Access manage-
ment must be proactive and ongoing, as “practices tend to degrade over time without regular 
enforcement” and “it takes time to recover from poor access management practices.”

Effective privileged user controls need to combine policies, procedures, and technologies that 
address the particular environment and needs of organizations. Though there may be similarities, 
no two organizations’ environments are alike. Consequently, what works very well for one organi-
zation may not for another in the same line of business. In security, there is no such thing as “one 
solution fits all.” While the administrative and operational controls are particular to a company, 
the technology controls are licensed for a variety of tools available from specialty security vendors.

At a high level, organizations use technology solutions to come as close as possible to the goal of 
consistently granting and controlling rights based on the principle of least privilege (or access on a 
need-to-know and/or need-to-do basis). Furthermore, auditors come to expect organizations to prove it. 
Regulations further complicate matters with regulation-specific control/audit/reporting requirements.

The technical controls to manage privileged users fall in three main categories: privileged pass-
word management, privileged user access controls, and identity and access management suites. 
Some vendors have products that fall into more than one category, others are platform specific 
(Windows-only or *nix-only), while others are cross-platform. This paper explores some of the 
products that help automate and enforce rigorous privileged account management practices. The 
content of this article is based on published information from vendors and independent sources. 
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The information is reported “as is”; no attempt was made to validate vendor claims, as product 
evaluations are beyond the scope of this article.

Full management of privileged accounts requires organizations to not only control who has 
access to privileged credentials, but also, once access is granted, restrict use exclusively to perform 
specific tasks, and maintain an audit trail of user actions. As we will see, none of the solutions 
reviewed meet all of the goals.

The solutions are categorized, but they are not sorted in any particular order.

Privileged User Audit Solutions
Centrify DirectAudit
Centrify DirectAudit helps comply with regulatory requirements, perform in-depth troubleshoot-
ing, and protect against insider threats for UNIX and Linux systems. DirectAudit’s detailed 
logging strengthens compliance reporting and helps spot suspicious activity by showing which 
users accessed what systems, what commands they executed, and what changes they made to key 
files and data. With DirectAudit one can also perform immediate, in-depth troubleshooting by 
replaying and reporting on user activity that may have contributed to system failures. And its real-
time monitoring of current user sessions enables spotting of suspicious activity.

The DirectAudit Agent continuously communicates user session activity in an encrypted, com-
pressed format to a DirectAudit Collector Service. The Collector Service in turn stores the data in a 
central SQL Server repository, providing enterprise-scale performance and scalability. For increased 
reliability, the DirectAudit Agent continues to record session data even when there is no network 
connection and subsequently forwards it to a DirectAudit Collector Service when the network is 
available. Centrify also supports load balancing among multiple DirectAudit Collector Services 
when deployments of DirectAudit Agents range in the 100s or 1000s.

In the DirectAudit Console, a right-click can replay any user session on any audited system 
to see what commands were executed, what changes were made to key files and data, and what 
system output appeared. Pause, rewind, or fast-forward are similar to using a VCR. This playback 
feature gives a tool for monitoring activity, troubleshooting changes that may have led to a system 
failure, or documenting system configuration tasks.

The DirectAudit Console’s out-of-the-box views provide visibility into active sessions and his-
torical sessions, or custom-built views that show sessions by specific users, machines, time periods, 
or other criteria. They can also perform full-text searches to find, for example, all instances of a 
password command across all sessions. DirectAudit adopts a non-proprietary SQL data format, 
enabling reporting and querying through third-party tools.

The DirectAudit Console gives a centralized, real-time view of every user session on every 
audited UNIX and Linux system. For each session one can see who is logged on and one can 
immediately drill down to see what they are currently doing. The console allows spotting of suspi-
cious activity and aids in troubleshooting system issues.

IBM Tivoli Compliance Insight Manager
Consul Insight Suite integrates log management, rules- and policy-based monitoring, and 
reporting. It normalizes, analyzes, and reports on privileged user activity.


