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This handbook is dedicated to those who have lent a hand and lit the way.



And I said to the man who stood at the gate of the year:
“Give me a light, that I may tread safely into the unknown!”
And he replied:

“Go out into the darkness and put your hand into the Hand of God.

That shall be to you better than light and safer than a known way.”

King George VI in his New Year’s message to his embattled people
at the beginning of the Second World War
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Series Foreword

The third edition of this classic handbook is published at an
opportune time when interactive technologies are a dominat-
ing presence in work, leisure, and social settings and when
ambient intelligence is gaining accelerated momentum. The
field of human—computer interaction (HCI) has matured
to such an extent that even the words comprising the term
have taken on new, expanded, and reinterpreted meanings.
That is, the field has advanced significantly from its origins.
Researchers in HCI are called upon now more than ever to
develop new knowledge, which often resides at the intersec-
tion of multiple disciplines and spans various and innovative
platforms of applications. Information technology is more
ubiquitous today than ever, successfully interacting with the
technologies that ensure it is more enjoyable and more pro-
ductively accessible and usable by all segments of society
across all five continents.

This handbook is the premier resource for the theoretical
and operational foundations of HCI, providing readers access
to the latest scientific breakthroughs coupled with the state of
the art in the field. The book provides detailed descriptions of
approaches and methodologies that are frequently illustrated
with case studies and examples on how to conceptualize,

design, and evaluate interactive systems with human beings
at the center of the endeavor. As such, this handbook will
be invaluable to researchers, practitioners, educators, and
students working in, or at the intersection of, computer sci-
ence, information technology, information science, informat-
ics, engineering, psychology, design, and human factors and
ergonomics.

This book is part of the Human Factors and Ergonomics
series, published by the Taylor & Francis Group. The 145
authors of this handbook include 92 from academia, 49 from
industry, and 4 from government agencies. These individuals
are among the very best and most respected in their fields across
the globe. The more than 80 tables, 400 figures, and nearly
7000 references in this book provide the single most compre-
hensive depiction of this field that exists in a single volume.

The handbook authors come from 14 countries: Australia,
Canada, Cyprus, Denmark, Finland, France, Germany, Greece,
Ireland, Japan, South Africa, the Netherlands, United Kingdom,
and the United States.

Gavriel Salvendy, Series Editor
Purdue University/Tsinghua University, China
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Foreword
The Expanding Impact of

Human-Computer Interaction

The remarkable growth of human—computer interaction
(HCI) over the past 30 years has transformed this nascent
interdisciplinary field into an intellectually rich and high
impact worldwide phenomenon. We have grown from a small
rebellious group of researchers who struggled to gain recog-
nition as we broke disciplinary boundaries to a broad influen-
tial community with potent impact on the daily lives of every
human. There are dozens of relevant journals, plus confer-
ences and workshops worldwide.

The aspirations of early HCI researchers and practitioners
were to make better menus, design graphical user interfaces
based on direct manipulation, improve input devices, design
effective control panels, and present information in com-
prehensible formats. HCI software developers contributed
innovative tools that enabled programmers and nonprogram-
mers to create interfaces for widely varying applications and
diverse users. HCI professionals developed design principles,
guidelines, and sometimes standards dealing with consis-
tency, informative feedback, error prevention, shortcuts for
experts, and user control. Success was measured by individ-
ual performance metrics such as learning time, speed, error
rates, and retention for specific tasks, whereas user satisfac-
tion was assessed by detailed questionnaires filled with num-
bered scales.

In the early days, HCI researchers and professionals
fought to gain recognition and often still have to justify
HCI’s value with academic colleagues or corporate mana-
gers. However, the larger world embraced our contributions
and now has high expectations of what we can deliver. Few
fields can claim such rapid expansion and broad impact as
those who design the desktop, web, mobile, and cellphone
interfaces that have spread around the world into the hands
of at least 5 billion users. HCI designs now influence com-
mercial success, reform education, change family life, affect
the political stability of nations, are embedded in military
systems and play a significant role in shaping a peaceful or
conflict-ridden world.

The Handbook of Human—Computer Interaction: Third
Edition details the progress of this extraordinary discipline,
inviting newcomers to learn about it and helping experi-
enced professionals to understand the rapid and continuing
changes. The carefully written chapters and extensive refer-
ences will be useful to readers who want to scan the territory
or dig deep into specific topics. This handbook’s prominent
authors thoughtfully survey the key topics, enabling students,
researchers, and professionals to appreciate HCI’s impact.

As HCI progresses, there is a greater acceptance in the
academic environment, where HCI is now part of most
computer science, iSchool, business, engineering, and other
departments and has advocates in medicine, social sciences,
journalism, humanities, etc. Although the term human—
computer interaction has achieved widespread recognition,
many insiders feel that it is no longer an accurate descrip-
tion. They complain that it suggests one human interacting
with one computer to complete narrow tasks. Instead, these
critics believe that the discipline should reflect user-oriented
technologies that are ubiquitous, pervasive, social, embed-
ded, tangible, invisible, multimodal, immersive, augmented,
or ambient. Some want to break free from the focus on com-
puter use and emphasize user experiences, interaction design,
emotional impact, aesthetics, social engagement, empathic
interactions, trust building, and human responsibility.

New terms have been proposed such as human-centered
computing, social computing, human—information interac-
tion, human—social interaction, human-centered informat-
ics, or just human interaction. Novel, but already thriving
applications areas include computational biology, computa-
tional social science, e-commerce (and m-commerce), digi-
tal humanities, information visualization, open government,
sustainability, biodiversity, and citizen science. Although
these broader visions are important, many researchers are
still working on innovative display designs, input devices,
multimedia output, programming toolkits, and predictive
models of user performance.

New names and applications are a good sign of success,
but finding the balance between sticking with an established
term and welcoming innovative directions is difficult. Maybe
an old aphorism helps: “make new friends and keep the old,
one is silver and the other gold.” Can we retain the brand
name recognition of HCI but embrace new directions by dis-
cussing micro-HCI and macro-HCI?

Micro-HCI researchers and developers would design and
build innovative interfaces and deliver validated guidelines
for use across the range of desktop, web, mobile, and ubiq-
uitous devices. The challenges for micro-HCI are to deal
with rapidly changing technologies, while accommodating
the wide range of users: novice/expert, young/old, literate/
illiterate, abled/disabled, and their cultural plus linguistic
diversity. These distinctions are tied to skills, but there are
further diversities in gender, personality, ethnicity, skills,
and motivation that are now necessary to address in interface
designs. Micro-HCI researchers can take comfort in dealing
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with well-stated requirements, clear benchmark tasks, and
effective predictive models.

Macro-HCI researchers and developers would explore
new design territories such as affective experience, aesthet-
ics, motivation, social participation, trust, empathy, respon-
sibility, and privacy. The challenges for macro-HCI are to
deal with new opportunities across the range of human expe-
rience: commerce, law, health/wellness, education, creative
arts, community relationships, politics, policy negotiation,
conflict resolution, international development, and peace
studies. Macro-HCI researchers have to face the challenge of
more open tasks, unanticipated user goals, and even conflicts
among users in large communities.

Although micro-HCI and macro-HCI have healthy over-
laps, as do micro-economics and macro-economics, they
attract different types of researchers, practitioners, and activ-
ists, thereby further broadening the scope and impact. As
commercial, social, legal, and ethical considerations play an
increasing role, educational curricula and professional prac-
tices need to be updated regularly and midcareer continuing
education for HCI professionals will keep them current.

An important goal will be to develop new metrics and
evaluation methods for micro-HCI and macro-HCI. Moore’s
Law has been useful in charting the growth of computing,
enabling everyone to admire and benefit from the increase
in gigahertz, terabytes, and petaflops. These are still use-
ful, but we need newer metrics to understand the impact
of HCI designs that have enabled the spread of billions of
mobile devices and the emergence of YouTube, Facebook,
twitter, Wikipedia, and so on. Understanding this transfor-
mation would be facilitated by measures of giga-hellos, tera-
contribs, and peta-thankyous and by newer metrics of trust,
empathy, responsibility, privacy, and so on.

Traditional evaluation approaches of controlled experi-
ments and usability testing are being continuously refined to
fit the needs of micro-HCI, whereas the newer methods of
qualitative, ethnographic, and case study methods are being
explored to match the needs of macro-HCI. Both groups will
benefit from the remarkable increased opportunities to log
usage on a massive scale through the increasingly connected
communications, data, and sensor networks. Traditional sur-
veys of a small sample of users who offer biased perceptions
or reports of attitudes are giving way to actual measurement
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of usage that reveals the learnability, efficacy, utility, and
satisfaction of users. Even more exciting is the potential to
capture the manifestations of trust, empathy, responsibility,
privacy, security, and motivation. Researchers are also begin-
ning to measure brand loyalty, parental engagement, political
leaning, potential for violence, community commitment, and
much more. The dangers of inappropriate intrusion, misguided
applications, scamming/spamming, deception, and bully-
ing are now part of macro-HCI. Even greater concerns come
from criminals, terrorists, and oppressive governments who
can use these technologies in ways that threaten individuals,
intimidate communities, or destroy the environment.

The power of widely used social technologies that stem
from HCI’s success means that we will face ethical chal-
lenges similar to what the nuclear physicists dealt with dur-
ing the 1940s and beyond. We cannot and should not avoid
these responsibilities. Rather, we should embrace them and
show leadership in shaping technology to produce positive
outcomes. This is never easy, but every worthy project that
improves the health, environment, or education of children
or builds capacity for constructive communities should
be recognized, disseminated, scaled up, and continuously
improved. Even more ambitious should be our efforts to pro-
mote open government, independent oversight, deliberative
systems, and citizen participation. The research agenda for
HCIT should include the UN Millennium Development Goals
such as eradicating extreme hunger and poverty, ensuring
universal childhood education, promoting maternal health,
and ensuring environmental sustainability. If HCI profes-
sionals also courageously address conflict resolution, inter-
national development, and peace studies, we can inspire
others and help build a better world.

We should be proud of what HCI has accomplished, but
there is much work to be done. Let’s get on with it!
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Preface

This third edition of the HCI handbook represents the single
largest, most complete compilation of HCI theories, prin-
ciples, advances, case studies, and more that exist within a
single volume. The construction of the handbook has been a
massive community effort of which it was a tremendous priv-
ilege for this author and editor to be a part. The 145 authors
of the 62 chapters within this book are people who have not
only dedicated themselves to laying the foundation for this
field but also dared to address the grand challenges that have
been posed along the way, thus advancing the field of HCI
by leaps and bounds. The HCI community from which these
authors hail is remarkably diverse and collaborative. You will
see the artifacts of this ethos throughout the book.

The handbook opens with an insightful and thought-
provoking introduction written by Jonathan Grudin, which
sets the tone for the entire book. Within the introduction you
will find a unique and compelling depiction of the evolu-
tion of HCI. The handbook closes with a look at the evolv-
ing nature of HCI to change the world. The closing chapter
is written by the largest collection of authors in the book, led
by Susan Dray. The global focus of this chapter is personified
by the authors’ origins, which literally span the globe. The
chapters in between are organized very much like those in the
second edition; however, the content of the chapters has been
dramatically updated to reflect the state of the art and current
state of the science in HCI. There have been numerous notable
additions to the third edition, which reflect the ever-growing
nature of this field, including, for example, chapters on social
networks and social media, grounded theory, choices and
decisions of users, and the naturalistic approach to evaluation.

I offer my heartfelt thanks to Ben Shneiderman, who
kindly agreed to contribute his revolutionary perspective in
the Foreword to the third edition. He not only chronicles the
impact of HCI but also presents a challenge to each and every
one of us to embrace the responsibility of shaping technology

to produce positive outcomes. With this challenge he is
asking us to be the best citizen scholars we can be. This is
classic Ben Shneiderman and just one of the many reasons
why I respect and admire him. This handbook would simply
not have been possible without the guiding influence of my
longtime mentor and good friend, Gavriel Salvendy. Gavriel
sets the standard for successfully coalescing people and com-
munities around shared goals and mutual aspirations. He has
been an unwavering source of inspiration, support, advice,
opportunity, and kindness for me. This book is part of a
larger book series of which Gavriel is the series editor. His
Series Foreword to the third edition enables us to see this
book in the context of the larger whole. Both these luminar-
ies, Ben and Gavriel, have transformed the field of HCI in
their own signature ways, and I salute both of them.

A very special individual worked hand in hand with me
in constructing the third edition. Molly McClellan, PhD,
is a research associate with SImPORTAL at the University
of Minnesota, performing postdoctoral research in the area
of perioperative simulation. Completing a book of this scale
and scope requires incredible persistence and perseverance.
Molly demonstrates both these attributes and so much more.
She is a creative problem solver with an uncanny ability to
organize vast quantities of information from disparate and
geographically distributed sources. She is smart, generous,
and exceedingly committed to excellence. I have admired her
as a scholar and as a human being. It is a privilege to serve as
her major professor and mentor.

Last but not the least, I wish to recognize the support
offered me by my husband Frangois and our son Nico. They
are both, quite simply, my raison de vivre.

Julie A. Jacko
University of Minnesota
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Introduction

A Moving Target: The Evolution of
Human-Computer Interaction

Jonathan Grudin

PREAMBLE: HISTORY IN A TIME
OF RAPID OBSOLESCENCE

“What is a typewriter?” my six-year-old daughter asked.
I hesitated. “Well, it’s like a computer,” I began.

WhHy Stupy THE History oF HUMAN—COMPUTER
INTERACTION?

A paper widely read 20 years ago concluded with the advice
to design a word processor by analogy to something famil-
iar to everyone: a typewriter. Even then, one of my Danish
students questioned this reading assignment noting that “the
typewriter is a species on its last legs.” For most of the com-
puting era, interaction involved 80-column punch cards,
paper tape, line editors, 1920-character displays, 1-megabyte
diskettes, and other extinct species. Are the interaction issues
of those times relevant today? No.

Of course, aspects of the human side of human—computer
interaction (HCI) change very slowly if at all. Much of what
was learned about our perceptual, cognitive, social, and emo-
tional processes when we interacted with older technologies
applies to our interaction with emerging technologies as well.
Aspects of how we organize and retrieve information persist,
even as the specific technologies that we use change. The
handbook chapters lay out relevant knowledge of human psy-
chology; how and when that was acquired may not be critical
and is not the focus here.

Nevertheless, there is a case for understanding the field’s
history, and the rapid pace of change may strengthen it:

e Several disciplines are engaged in HCI research
and application, but few people are exposed to more
than one. By seeing how each has evolved, we can
identify possible benefits of expanding our focus
and obstacles to doing so.

* Celebrating the accomplishments of past visionaries
and innovators is part of building a community and
inspiring future contributors, even when some past
achievements are difficult to appreciate today.

* Some visions and prototypes were quickly converted
to widespread application, whereas others took
decades and some remain unrealized to this day. By

understanding the reasons for different outcomes,
we can assess today’s visions more realistically.

e Crystal balls are notoriously unreliable, but anyone
planning or managing a career in a rapidly changing
field must consider the future. Our best chance to
anticipate change is to find trajectories that extend
from the past to the present. One thing is certain:
The future will not resemble the present.

This account does not emphasize engineering “firsts.” It
focuses on technologies and practices as they became widely
used, reflected in the spread of systems and applications. This
was often paralleled by the formation of new research fields
and changes in existing disciplines, which were marked by
the creation and evolution of professional associations and
publications. More a social history than a conceptual history,
this survey points to trends and trajectories you might down-
load into your crystal balls.

A historical account is a perspective. It emphasizes some
things while de-emphasizing or omitting others. A history can
be wrong in details, but is never right in any final sense. Your
questions and your interests will determine how useful a per-
spective is to you. This introduction covers several disciplines,
but the disciplines of Communication, Design, and Marketing
receive less attention than another account might provide.

A blueprint for intellectual histories of HCI was estab-
lished by Ron Baecker in the opening chapters of the
1987 and 1995 editions of Readings in Human—Computer
Interaction. It was followed in Richard Pew’s chapter in
the 2003 version of this handbook. Brian Shackel’s (1997)
account of European contributions and specialized essays
by Brad Myers (1998) on HCI engineering history and Alan
Blackwell (2006) on the history of metaphor in design pro-
vide further insights and references. Perlman, Green, and
Wogalter (1995) is a compendium of early HCI papers that
appeared in the Human Factors literature. Research on
HCI within Information Systems is covered by Banker and
Kaufmann (2004) and Zhang et al. (2009). Rayward (1983,
1998) and Burke (1994, 2007) review the predigital history of
information science; Burke (1998) provides a focused study
of an early digital effort in this field.

In recent years many popular books covering the history of
personal computing have been published (e.g., Hiltzik 1999;
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Bardini 2000; Hertzfeld 2005; Markoff 2005; Moggridge 2007).
This introduction extends my contribution to the previous hand-
book. It includes new research and draws on Timelines columns
that have appeared in ACM Interactions since March 2006.
Few of the aforementioned writers are trained historians.
Many lived through much of the computing era as partici-
pants and witnesses, yielding rich insights and questionable
objectivity. This account draws on extensive literature and
hundreds of formal interviews and discussions, but every-
one has biases. Personal experiences that illustrate points
can enliven an account by conveying human consequences
of changes that otherwise appear abstract or distant. Some
readers enjoy anecdotes, whereas others find them irritating.
I try to satisfy both groups by including personal examples in
a short Appendix, akin to “deleted scenes” on a DVD.
Recent years have also seen the appearance of high-qual-
ity, freely accessed digital reproductions of some early works.
My references include links to several such works. The repro-
ductions do not always preserve the original pagination, but
quoted passages can be found with a search tool. Finally, all
prices and costs have been converted to U.S. dollars as of 2010.

Dernimions: HCI, CHI, HF&E, IT, IS, LIS

The most significant term, HCI (human—computer interaction),
is defined very broadly to cover major threads of research in four
disciplines: (1) Human Factors/Ergonomics (HF or HF&E), (2)
Information Systems (IS), (3) Computer Science (CS), and (4)
Library and Information Science (LIS). The relevant literatures
are difficult to explore because they differ in the use of simple
terms. This is discussed later. Here I explain how several key dis-
ciplinary labels are used. CHI (Computer-Human Interaction)
has a narrower focus, associated mainly with Computer
Science, the Association for Computing Machinery Special
Interest Group (ACM SIGCHI), and the latter’s annual CHI
conference. I use human factors and ergonomics interchange-
ably and refer to the discipline as HF&E—the Human Factors
Society (HFS) became the Human Factors and Ergonomics
Society (HFES) in 1992. (Some writers define ergonomics
more narrowly around hardware.) Information Systems (IS)
refers to the management discipline that has also been labeled
Data Processing (DP) and Management Information Systems
(MIS). I follow common parlance in referring to organizational
information systems specialists as IT professionals or IT pros.
With IS taken, I do not abbreviate Information Science. LIS
(Library and Information Science) represents an old field with
a new digital incarnation that includes important HCI research.
Increasingly this discipline goes by simply “Information,” as in
newly christened Schools of Information.

HUMAN-TOOL INTERACTION AND
INFORMATION PROCESSING AT THE

DAWN OF THE COMPUTING ERA

In the century prior to the advent of the first digital computers,

advances in technology gave rise to two fields of research that
later contributed to HCI: One focused on making the human
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use of tools more efficient, whereas the other focused on ways
to represent and distribute information more effectively.

ORIGIN OF HUMAN FACTORS

Frederick Taylor (1911) employed technologies and meth-
ods developed in the late nineteenth century—photography,
moving pictures, and statistical analysis—to improve work
practices by reducing performance time. Time and motion
studies were applied to assembly-line manufacturing and
other manual tasks. Despite the uneasiness with “Taylorism”
reflected in Charlie Chaplin’s popular satire Modern Times,
scientists and engineers strove to boost efficiency and pro-
ductivity using this approach.

Lillian Gilbreth (1914) and her husband Frank were the
first engineers to combine psychology and scientific manage-
ment. Lillian Gilbreth focused more holistically than Taylor
on efficiency and worker experience; she is regarded by some
as the founder of modern Human Factors. Her PhD was the
first awarded in industrial psychology. She went on to advise
five U.S. presidents and became the first woman inducted
into the National Academy of Engineering.

World War I and World War II accelerated efforts to
match people to jobs, train them, and design equipment that
could be more easily mastered. Engineering psychology was
born during World War II after simple flaws in the design of
aircraft controls (Roscoe 1997) and escape hatches (Dyson
1979) led to aircraft losses and thousands of casualties. Two
legacies of World War II were respect for the potential of
computing, based on its use in code breaking, and an endur-
ing interest in behavioral requirements for design.

During the war, aviation engineers, psychologists, and
physicians formed the Aeromedical Engineering Association.
After the war, the terms “human engineering,” “human fac-
tors,” and “ergonomics” came into use, the latter primarily in
Europe. For more on this history, see Roscoe (1997), Meister
(1999), and HFES (2010).

Early tool use, whether by assembly-line workers or pilots,
was not discretionary. If training was necessary, people were
trained. One research goal was to reduce training time, but a
more important goal was to increase the speed and reliability
of skilled performance.

ORIGIN OF THE Focus ON INFORMATION

H. G. Wells, known for writing science fiction, campaigned
for decades to improve society through information dissemi-
nation. In 1905, he outlined a system that might be built using
another new technology of the era: index cards!

These index cards might conceivably be transparent and so
contrived as to give a photographic copy promptly whenever
it was needed, and they could have an attachment into which
would slip a ticket bearing the name of the locality in which
the individual was last reported. A little army of attendants
would be at work on this index day and night.... An inces-
sant stream of information would come of births, of deaths,
of arrivals at inns, of applications to post offices for letters,
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of tickets taken for long journeys, of criminal convictions,
marriages, applications for public doles, and the like. A filter
of offices would sort the stream, and all day and all night
forever a swarm of clerks would go to and fro correcting this
central register and photographing copies of its entries for
transmission to the subordinate local stations in response to
their inquiries. ...

Would such a human-powered “Web 2.0” be a tool for
social control or public information access? The image
evokes the potential, and also the challenges, of the informa-
tion era that is taking shape around us now, a century later.

In the late nineteenth century, technologies and practices
for compressing, distributing, and organizing information
bloomed. Index cards, folders, and filing cabinets—models
for icons on computer displays much later—were impor-
tant inventions that influenced the management of informa-
tion and organizations in the early twentieth century (Yates
1989). Typewriters and carbon paper facilitated information
dissemination, as did the mimeograph machine, patented by
Thomas Edison. Hollerith cards and electromechanical tabu-
lation, celebrated steps toward computing, were heavily used
to process information in industry.

Photography was used to record information as well as
behavior. For almost a century, microfilm was the most
efficient way to compress, duplicate, and disseminate large
amounts of information. Paul Otlet, Vannevar Bush, and
other microfilm advocates played a major role in shaping the
future of information technology.

As the cost of paper, printing, and transportation dropped
in the late nineteenth and early twentieth centuries, informa-
tion dissemination and the profession of librarianship grew
explosively. Library associations were formed. The Dewey
Decimal and Library of Congress classification systems
were developed. Thousands of relatively poorly-funded pub-
lic libraries sprang up to serve local demand in the United
States. In Europe, government-funded libraries were estab-
lished to serve scientists and other specialists in medicine and
the humanities. This difference led to different approaches to
technology development on either side of the Atlantic.

In the United States, library management and the train-
ing of thousands of librarians took precedence over tech-
nology development and the needs of specialists. Public
libraries adopted the simple but inflexible Dewey Decimal
Classification System. The pragmatic focus of libraries and
emerging library schools meant that research into technology
was in the province of industry. Research into indexing, cata-
loging, and information retrieval was variously referred to as
bibliography, documentation, and documentalism.

In contrast, the well-funded European special librar-
ies elicited sophisticated reader demands and pressure for
libraries to share resources, which promoted interest in
technology and information management. The Belgian Paul
Otlet obtained Melvyn Dewey’s permission to create an
extended version of the Dewey Decimal System that sup-
ported what we would today call hypertext links. Otlet had
to agree not to implement his “universal decimal classifica-
tion” (UDC) in English for a time, an early example of a

XXix

legal constraint on technology development. UDC is still in
use in some places.

In 1926, the Carnegie Foundation dropped a bomb-
shell: It endowed the Graduate Library School (GLS) at
the University of Chicago to focus solely on research. For
two decades, University of Chicago was the only university
granting PhDs in library studies. GLS positioned itself in the
humanities and social sciences, with research into the history
of publishing, typography, and other topics (Buckland 1998).
An Introduction to Library Science, the dominant library
research textbook for 40 years, was written at Chicago
(Butler 1933). It did not mention information technology at
all. Library science was shaped by the prestigious GLS pro-
gram until well into the computer era, and human—tool inter-
action was not among its major concerns. Documentalists,
researchers who focused on technology, were concentrated
in industry and government agencies.

Burke (2007, p. 15) summarized the early history with its
emphasis on training librarians and other specialists: “Most
information professionals ... were focusing on providing
information to specialists as quickly as possible. The terms
used by contemporary specialists appeared to be satisfac-
tory for many indexing tasks and there seemed no need for
systems based on comprehensive and intellectually pleasing
classification schemes. The goal of creating tools useful to
nonspecialists was, at best, of secondary importance.”

My account emphasizes when computer technologies
came into what might be called “nonspecialist use.” The early
history of information management is significant, however,
because the Web and declining digital storage costs have made
it evident that everyone will soon become their own informa-
tion managers, just as we are all now telephone operators. But
I am getting ahead of our story. This section concludes with
accounts of two individuals who, in different ways, shaped
the history of information research and development.

Paul Otlet and the Mundaneum

Like his contemporary H.G. Wells, Otlet envisioned a vast net-
work of information. But unlike Wells, Otlet and his collabora-
tors built one. Otlet established a commercial research service
around facts that he had been cataloging on index cards since
the late nineteenth century. In 1919, the Belgian government
financed the effort, which moved to a record center called the
Mundaneum. By 1934, 15 million index cards and millions of
images were organized using UDC, whose formula enabled
the linking of items. Curtailed by the Depression and damaged
during World War 11, the work was largely forgotten. It was
not cited by developers of the metaphorically identical Xerox
NoteCards, an influential hypertext system of the 1980s.

Technological innovation continued in Europe with the
development of mechanical systems of remarkable ingenuity
(Buckland 2009). Features included the use of photorecep-
tors to detect light passing through holes in index cards posi-
tioned to represent different terms, enabling rapid retrieval of
items on specific topics. These innovations inspired a well-
known American scientist and research manager to go ahead
with his endeavors.
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Vannevar Bush and Microfilm Machines

Massachusetts Institute of Technology (MIT) professor
Vannevar Bush was one of the most influential scientists in
American history. He advised Presidents Franklin Roosevelt
and Harry Truman, served as director of the Office of
Scientific Research and Development, and was president of
the Carnegie Institute.

Bush is remembered today for “As We May Think,” his
1945 Atlantic Monthly essay. It described the MEMEX, a
hypothetical microfilm-based electromechanical information-
processing machine. The MEMEX was to be a personal
workstation that enabled a professional to quickly index and
retrieve documents or pictures and create hypertext-like asso-
ciations among them. The essay, excerpted later in this sec-
tion, inspired computer engineers and computer scientists who
made major contributions to HCI in the 1960s and beyond.

Not so well known is that Bush wrote the core of his essay
in the early 1930s. Then, shrouded in secrecy he spent two
decades and unprecedented resources on the design and
construction of several machines that comprised a subset
of MEMEX features. None were successful. The details
are recounted in Colin Burke’s (1994) comprehensive book
Information and Secrecy: Vannevar Bush, Ultra, and the
Other Memex.

Microfilm—photographic miniaturization—had qualities
that attracted Bush, as they had Otlet. Microfilm was light,
could be easily transported, and was as easy to duplicate
as paper records (Xerox photocopiers did not appear until
1959). The cost of handling film was brought down by tech-
nology created for the moving picture industry. Barcodelike
patterns of small holes could be punched on a film and read
very quickly by passing the film between light beams and
photoreceptors. Microfilm was tremendously efficient as a
storage medium. Memory based on relays or vacuum tubes
would never be competitive, and magnetic memory, when it
eventually arrived, was less versatile and far more expensive.
It is easy today to overlook the compelling case that existed
for basing information systems on microfilm.

Bush’s machines failed because he set overly ambitious
compression and speed goals, ignored patent ownership
issues, and most relevant to our account, was unaware of what
librarians and documentalists had learned through decades
of work on classification systems. American documentalists
were active, although not well funded in their work. In 1937,
the American Documentation Institute (ADI) was formed,
predecessor of present-day American Society for Information
Science and Technology (ASIST). Had he worked with them,
Bush, an electrical engineer by training, might have avoided
the fatal assumption that small sets of useful indexing terms
could easily be defined and agreed upon. Metadata design is
still a research challenge.

At times Bush considered libraries and the public as poten-
tial users, but his machines cost far too much for library patrons
to be plausible users. He began with the Federal Bureau of
Investigation (FBI) in mind and focused on military uses of
cryptography and information retrieval, and a major project
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was for the Central Intelligence Agency (CIA). Despite the
classified nature of this work, through his academic and gov-
ernment positions, his writings, the vast resources he com-
mandeered, and the scores of brilliant engineers he enlisted
to work on microfilm projects, Bush promoted his vision and
exerted influence for two decades, well into the computer era.

Bush’s vision emphasized both associative linking of infor-
mation sources and discretionary use: Associative indexing,
the basic idea of which is a provision whereby any item may
be caused at will to select immediately and automatically
another. This is the essential feature of the MEMEX. ... Any
item can be joined into numerous trails.... New forms of
encyclopedias will appear, ready-made with a mesh of asso-
ciative trails [which a user could extend]. ...

The lawyer has at his touch the associated opinions and
decisions of his whole experience and of the experience of
friends and authorities. The patent attorney has on call the
millions of issued patents, with familiar trails to every point
of his client’s interest. The physician, puzzled by a patient’s
reactions, strikes the trail established in studying an earlier
similar case and runs rapidly through analogous case his-
tories, with side references to the classics for the pertinent
anatomy and histology. The chemist, struggling with the
synthesis of an organic compound, has all the chemical lit-
erature before him in his laboratory, with trails following the
analogies of compounds and side trails to their physical and
chemical behavior.

The historian, with a vast chronological account of a
people, parallels it with a skip trail which stops only on the
salient items, and can follow at any time contemporary trails
which lead him all over civilization at a particular epoch.
There is a new profession of trail blazers, those who find
delight in the task of establishing useful trails through the
enormous mass of the common record. (Bush 1945).

Bush knew that the MEMEX was not realistic. None of his
many projects included designs for the “essential”” associative
linking. His inspirational account nicely describes present-
day hands-on discretionary use of computers by profession-
als. But that would arrive 50 years later, built on technologies
then undreamt of. Bush did not support the early use of com-
puters, which were slow, bulky, and expensive. Computers
were clearly inferior to microfilm.

1945-1955: MANAGING VACUUM TUBES

World War II changed everything. Prior to the war, govern-
ment funding of research was minimal and primarily man-
aged by the Department of Agriculture. The unprecedented
investment in science and technology during the war years
revealed that huge sums could be found—yfor academic or
industrial research that addressed national goals. Research
expectations and strategies would never again be the same.
Sophisticated electronic computation machines built
before and during World War II were designed for specific
purposes, such as solving equations or breaking codes. Each of
the extremely expensive cryptographic machines that helped
win the war was designed to attack a specific encryption
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device. A new one was needed whenever the enemy changed
machines. These limitations spurred interest in general-
purpose computational devices. Wartime improvements in
technologies such as vacuum tubes made them more feasible,
and their deployment brought HCI into the foreground.

When engineers and mathematicians emerged from mili-
tary and government laboratories (and secret project rooms
on university campuses), the public became aware of some of
the breakthroughs. Development of ENIAC, arguably the first
general-purpose computer, was begun in secret during the war
but announced publicly as a “giant brain” only when it was
completed in 1946. (Its first use, for calculations supporting
hydrogen bomb development, was not publicized.) Accounts
of the dimensions of ENTAC vary, but it stood 8—10-feet high,
occupied about 1800 square feet, and consumed as much
energy as a small town. It provided far less computation and
memory than what can be acquired today for a few dollars,
slipped into a pocket, and powered with a small battery.

Memory was inordinately expensive. Even the largest
computers of the time had little memory, so they were used
for computation and not for symbolic representation or infor-
mation processing. Reducing operator burden was a key HCI
focus, including replacing or resetting vacuum tubes more
quickly, loading stored-program computers from tape rather
than by manually attaching cables, and setting switches.
Following “knobs and dials” human factors improvements,
one computer operator could accomplish work that had previ-
ously required a team.

Libraries installed simple microfilm readers to assist the
retrieval of information as publication of scholarly and popu-
lar material soared. Beyond that, library and library school
involvement with technology was limited, even as the foun-
dation for information science came into place. The war had
forged alliances among the documentalists, electrical engi-
neers, and mathematicians interested in communication and
information management. Vannevar Bush’s collaborators
who were involved in this effort included Claude Shannon
and Warren Weaver, coauthors in 1949 of the seminal work
on information theory (called communication theory at that
time). Prominent American documentalist Ralph Shaw joined
Bush’s efforts. Library schools continued to focus on librarian-
ship, social science, and historical research. The GLS orienta-
tion still dominated the field. If anything the split was greater:
In the 1930s, the technology-oriented ADI had included librar-
ians and support for systems that spanned the humanities and
sciences; with the coming of the war and continuing after it,
ADTI’s concerns became those of government and Big Science.

THREe RoLEs IN EARLY COMPUTING

Early computer projects employed people in the following
roles: managers, programmers, and operators. Managers
oversaw the design, development, and operation of projects.
They specified the programs to be written and distributed the
output. Scientists and engineers wrote the programs, working
with mathematically adept programmers who decomposed a
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task into components that the computer could manage (for
ENIAC, this was a team of six women). A small army of
operators was needed. Once written, a program could take
days to load by setting switches, dials, and cable connections.
Despite innovations that boosted reliability, including operat-
ing vacuum tubes at lower power than normal and providing
visible indicators of their failure, ENIAC was often stopped
to locate and replace failed tubes. Vacuum tubes were report-
edly wheeled around in shopping carts.

Eventually, each occupation—computer operation, man-
agement and systems analysis, and programming—became a
major focus of HCI research, centered respectively in human
factors, information systems, and computer science. Computers
and our interaction with them evolved, but our research spec-
trum still reflects aspects of this early division of labor.

Grace Hopper: Liberating Computer Users

As computers became more reliable and capable, pro-
gramming became a central activity. Computer languages,
compilers, and constructs such as subroutines facilitated
“programmer—computer interaction.” Grace Hopper was
a pioneer in these areas. She described her goal as freeing
mathematicians to do mathematics (Hopper 1952; see also
Sammet 1992). This is echoed in today’s usability goal of
freeing users to do their work. HCI professionals often argue
that they are marginalized by software developers; in much
the same way, Hopper’s accomplishments have arguably
been undervalued by theoretical computer scientists.

1955-1965: TRANSISTORS, NEW VISTAS

Early forecasts that the world would need few computers
reflected the limitations of vacuum tubes. Solid-state com-
puters, which first became available commercially in 1958,
changed this. Computers were still used primarily for scien-
tific and engineering tasks, but they were reliable enough not
to require a staff of computer engineers. The less computer-
savvy operators who oversaw them needed better interfaces.
And although computers were too expensive and limited to
be widely used, the potential of transistor-based computing
was evident. Some researchers envisioned possibilities that
were previously unimaginable.

Another major force was reaction to the then Soviet
Union’s launch of the Sputnik satellite in October 1957. This
was a challenge to the West to invest in science and tech-
nology; becoming part of the response was a way to tie a
research program to the national interest, which World War
IT had revealed to be so effective.

SUPPORTING OPERATORS: THE FIRST SYSTEMATIC
HUMAN—COMPUTER INTERACTION RESEARCH

In the beginning, the computer was so costly that it had to
be kept gainfully occupied for every second; people were
almost slaves to feed it.

Brian Shackel (1997, p. 97)
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Almost all computer use of this period involved programs
and data that were read in from cards or tape. Programs then
ran without interruption until they terminated, producing
printed, punched, or tape output along the way. This “batch
processing” restricted human interaction to basic operation,
programming, and use of the output. Of these, only computer
operation, the least intellectually challenging and lowest-
paying job, involved hands-on computer use.

Computer operators loaded and unloaded cards and mag-
netic or paper tapes, set switches, pushed buttons, read lights,
loaded and burst printer paper, and put printouts into distri-
bution bins. Operators interacted directly with the system
via a teletype: Typed commands interleaved with computer
responses and status messages were printed on paper that
scrolled up one line at a time. Eventually, they yielded to
“glass tty’s” (glass teletypes), also called cathode-ray tubes
(CRTs) and visual display units/terminals (VDUs/VDTs).
For many years, these displays also scrolled commands and
computer responses one line at a time. The price of a mono-
chrome terminal that could display alphanumeric characters
was equivalent to US$50,000 today—expensive, but only a
small fraction of the cost of the computer. A large computer
might have one or more consoles. Programmers did not use
the interactive consoles. Programs were typically written on
paper and keypunched onto cards or tape.

Improving the design of buttons, switches, and displays
was a natural extension of human factors. Experts in HF&E
authored the first HCI papers. In 1959 British researcher
Brian Shackel published “Ergonomics for a Computer,”
followed in 1962 by “Ergonomics in the Design of a Large
Digital Computer Console.” These described console rede-
sign for analog and digital computers called the EMIac and
EMlIdec 2400. Shackel (1997) described the latter as the larg-
est computer of the time.

In the United States, American aviation psychologists
created the Human Engineering Society in 1956, which
was focused on skilled performance including improving
efficiency, reducing errors, and training. The next year it
adopted the more elegant title Human Factors Society and
in 1958 it initiated the journal Human Factors. Sid Smith’s
(1963) “Man—Computer Information Transfer” marked the
start of his long career with the human factors of computing.

VisIONS AND DEMONSTRATIONS

As transistors replaced vacuum tubes, a wave of imaginative
writing, conceptual innovation, and prototype building swept
through the research community. Some of the language is
dated, notably the use of male generics, but many of the key
concepts resonate even today.

J.C.R. Licklider at Bolt Beranek and Newman

and Advanced Research Projects Agency

Licklider, a psychologist, played a dual role in the develop-
ment of this field. He wrote influential essays and backed

important research projects as a manager at Bolt Beranek
and Newman (BBN) from 1957 to 1962 and as director of

Introduction

the Information-Processing Techniques Office (IPTO) of the
Department of Defense Advanced Research Projects Agency
(called ARPA and DARPA at different times) from 1962 to 1964.

BBN employed dozens of influential researchers on
computer-related projects funded by the government, includ-
ing John Seely Brown, Richard Pew, and many MIT fac-
ulty members such as John McCarthy, Marvin Minsky, and
Licklider himself. Funding by IPTO was crucial in creat-
ing computer science departments and establishing artifi-
cial intelligence (AI) as a discipline in the 1960s. It is best
known for a Licklider project that created the forerunner of
the Internet called the ARPANET.

In 1960, Licklider outlined a vision he called man—
machine symbiosis: “There are many man—machine sys-
tems. At present, however, there are no man—computer
symbioses—answers are needed.” The computer was “a fast
information-retrieval and data-processing machine” destined
to play a larger role: “One of the main aims of man—computer
symbiosis is to bring the computing machine effectively into
the formulative parts of technical problems” (pp. 4-5).

This required rapid, real-time interaction, which batch
systems did not support. In 1962, Licklider and Wes Clark
outlined the requirements of a system for “online man-—
computer communication.” They identified capabilities that
they felt were ripe for development: time-sharing of a com-
puter among many users; electronic input—output surfaces to
display and communicate symbolic and pictorial information;
interactive, real-time support for programming and informa-
tion processing; large-scale information storage and retrieval
systems; and facilitation of human cooperation. They fore-
saw that other desirable technologies, such as speech recog-
nition and natural language understanding, would be very
difficult to achieve.

In a 1963 memorandum that cleverly tied computing to the
emerging post-Sputnik space program, Licklider addressed his
colleagues as “the members and affiliates of the Intergalactic
Computer Network™ and identified many features of a future
Internet (Licklider 1963). His 1965 book Libraries of the
Future expanded this vision. Licklider’s role in advancing
computer science and HCI is detailed by Waldrop (2001).

John McCarthy, Christopher Strachey,
and Wesley Clark

McCarthy and Strachey worked out details of time-sharing,
which made interactive computing possible (Fano and
Corbato 1966). Apart from a few researchers who had access
to computers built with no-expenses-spared military fund-
ing, computer use was too expensive to support exclusive
individual access. Time-sharing allowed several (and later
dozens) simultaneous users to work at terminals. Languages
were developed to facilitate the control and programming of
time-sharing systems (e.g., JOSS in 1964).

Clark was instrumental in building the TX-0 and TX-2
at MIT’s Lincoln Laboratory to demonstrate time-sharing
and other innovative concepts. These machines, which cost
on the order of US$10 million, helped establish the Boston
area as a center for computer research. The TX-2 was the
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most powerful and capable computer in the world at the time.
It was much less powerful and capable than a present-day
smartphone. Clark and Ivan Sutherland discussed this era in
a CHI’05 panel, which is accessible online (Buxton 2006).

Ivan Sutherland and Computer Graphics

Sutherland’s 1963 PhD thesis may be the most influential
document in the history of HCI. His Sketchpad system, built
on TX-2 to make computers “more approachable,” launched
computer graphics, which would have a decisive impact on
HCI 20 years later. A nice version restored by Alan Blackwell
and Kerry Rodden is available (http://www.cl.cam.ac.uk/
TechReports/UCAM-CL-TR-574.pdf).

Sutherland demonstrated iconic representations of soft-
ware constraints, object-oriented programming concepts, and
the copying, moving, and deleting of hierarchically organized
objects. He explored novel interaction techniques, such as pic-
ture construction using a light pen. He facilitated visualization
by separating the coordinate system used to define a picture
from the one used to display it, and demonstrated animated
graphics, noting the potential for digitally rendered cartoons
20 years before Toy Story. His frank descriptions enabled oth-
ers to make rapid progress in the field—when engineers found
Sketchpad too limited for computer-assisted design (CAD), he
called the trial a “big flop” and indicated why.

In 1964, with his PhD behind him, Sutherland succeeded
Licklider as the director of IPTO. Among those he funded was
Douglas Engelbart at the Stanford Research Institute (SRI).

Douglas Engelbart: Augmenting Human Intellect

In 1962, Engelbart published “Augmenting Human Intellect:
A Conceptual Framework.” Over the next several years he built
systems that made astonishing strides toward realizing this
vision. He also supported and inspired engineers and program-
mers who went on to make major independent contributions.

Echoing Bush and Licklider, Engelbart saw the potential
for computers to become congenial tools that people would
choose to use interactively:

By ‘augmenting human intellect’” we mean increasing the
capability of a man to approach a complex problem situation,
to gain comprehension to suit his particular needs, and to
derive solutions to problems. ... By ‘complex situations’ we
include the professional problems of diplomats, executives,
social scientists, life scientists, physical scientists, attorneys,
designers. ... We refer to a way of life in an integrated domain
where hunches, cut-and-try, intangibles, and the human ‘feel
for a situation’ usefully coexist with powerful concepts,
streamlined terminology and notation, sophisticated meth-
ods, and high-powered electronic aids.

(Engelbart 1962, p. 1)

Engelbart used ARPA funding to rapidly develop and
integrate an extraordinary set of prototype applications into
his NLS system. In doing so, he conceptualized and imple-
mented the foundations of word processing, invented or
refined input devices including the mouse and the multikey
control box, and made use of multidisplay environments that
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integrated text, graphics, and video in windows. These unpar-
alleled advances were demonstrated in a sensational 90-min-
ute live event at the 1968 Fall Joint Computer Conference
in San Francisco, California (http://sloan.stanford.edu/
MouseSite/1968Demo.html). The focal point for interactive
systems research in the United States was moving from the
East Coast to the West Coast.

Engelbart, an engineer, supported human factors testing to
improve efficiency and reduce errors in skilled use, focusing
on effects of fatigue and stress. Engelbart’s systems required
training. He felt that people should be willing to tackle a
difficult interface if it delivered great power once mastered.
Unfortunately, the lack of concern for initial usability was
a factor in Engelbart’s loss of funding. His demonstra-
tion became something of a success disaster: DARPA was
impressed and installed NLS, but found it too difficult to use
(Bardini 2000). Years later, the question “Is it more impor-
tant to optimize for skilled use or initial use?” was widely
debated, and still occasionally surfaces in HCI discussions.

Ted Nelson’s Vision of Interconnectedness

In 1960, Ted Nelson, a graduate student in sociology who
coined the term hypertext, founded Project Xanadu. The goal
was an easily used computer network. In 1965, he published a
paper titled “A File Structure for the Complex, the Changing
and the Indeterminate.” Nelson continued to write stirring
calls for systems to democratize computing through a highly
interconnected, extensible network of digital objects (e.g.,
Nelson 1973). Xanadu was never fully realized. Nelson did
not consider the early World Wide Web to be an adequate
realization of his vision, but lightweight technologies such
as weblogs, wikis, collaborative tagging, and search enable
many of the activities he envisioned.

Later, Nelson (1996) foresaw intellectual property issues
arising in digital domains and coined the term “micropay-
ment.” Although his solutions were again not fully imple-
mented, they drew attention to important issues.

FrRoM DOCUMENTATION TO INFORMATION SCIENCE

The late 1950s saw the last major investments in microfilm
and other predigital systems. The most ambitious were mili-
tary and intelligence systems, including Vannevar Bush’s
final efforts (Burke 1994). Documentalists began to see that
declining memory costs would enable computation engines
to become information-processing machines. The conceptual
evolution was relatively continuous, but at the institutional
level change could come swiftly. New professions—mathe-
maticians and engineers—were engaged in technology devel-
opment, new initiatives were launched that still bore few ties
to contemporary librarianship or the humanities orientation
of library schools. A new banner was needed.

Merriam Webster dates the term information science to
1960. Conferences held at Georgia Institute of Technology in
1961 are credited with shifting the focus from information as
a technology to information as an incipient science. In 1963,
chemist-turned-documentalist Jason Farradane taught the
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first information science courses at City University, London,
United Kingdom. The profession of chemistry had long
invested in organizing its literature systematically, and another
chemist-turned-documentalist Allen Kent was at the center
of a major information science initiative at the University
of Pittsburgh (Aspray 1999). In the early 1960s, Anthony
Debons, a psychologist and friend of Licklider, organized a
series of NATO-sponsored congresses at Pittsburgh. Guided
by Douglas Engelbart, these meetings centered on people and
on how technology could augment their activities. In 1964
the Graduate Library School at the University of Pittsburgh
became the Graduate School of Library and Information
Sciences, and Georgia Tech formed a School of Information
Science initially with one full-time faculty member.

CoNcLusioN: VisioNs, DEmos, AND WIDESPREAD USE

Progress in HCI can be understood in terms of inspiring
visions, conceptual advances that enable aspects of the visions
to be demonstrated in working prototypes, and the evolution
of design and application. The engine, enabling visions to be
realized and soon thereafter to be widely deployed, was the
relentless hardware advance that produced devices that were
millions of times more powerful than the much more expen-
sive systems designed and used by the pioneers.

At the conceptual level, much of the basic foundation for
today’s graphical user interfaces (GUIs) was in place by 1965.
However, at that time it required individual use of a US$10-
million custom-built machine. Pew (2003, p. 3) describes the
1960 Digital Equipment Corporation (DEC) PDP-1 as a break-
through, “truly a computer with which an individual could
interact.”” The PDP-1 came with a CRT display, keyboard, light
pen, and paper tape reader. It cost about US$1 million and had
the capacity that a Radio Shack TRS 80 had 20 years later. It
required considerable technical and programming support. Even
the PDP-1 could only be used by a few fortunate researchers.

Licklider’s man—computer symbiosis, Engelbart’s aug-
menting human intellect, and Nelson’s “conceptual frame-
work for man—machine everything” described a world that
did not exist. It was a world in which attorneys, doctors,
chemists, and designers chose to become hands-on users of
computers. For some time to come, the reality would be that
most hands-on users were computer operators engaged in
routine, nondiscretionary tasks. As for the visions, 40 years
later some of the capabilities are taken for granted, some are
just being realized, and others remain elusive.

1965-1980: HUMAN-COMPUTER
INTERACTION PRIOR TO PERSONAL
COMPUTING

Control Data Corporation launched the transistor-based 6000
series computer in 1964. In 1965, commercial computers
based on integrated circuits arrived with the IBM System/360.
These powerful systems, later called mainframes to distin-
guish them from minicomputers, firmly established com-
puting in the business realm. Each of the three computing
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roles—operation, management, and programming—became
a significant profession.

Operators still interacted directly with computers for
routine maintenance and operation, and as time-sharing
developed, hands-on use expanded to include data entry and
other repetitive tasks. Managers and systems analysts over-
saw hardware acquisition, software development, operation,
and the use of output. They were usually not hands-on users,
although people who relied on printed output and reports did
call themselves “computer users.”

Apart from those working in research settings, few pro-
grammers were direct users until late in this period. Many
prepared flowcharts and wrote programs on paper forms.
Keypunch operators then punched the program instructions
onto cards, which were sent to computer centers for computer
operators to load into the computer and run. Printouts and
other output were picked up later. Many programmers used
computers directly when they could, but the cost generally
dictated more efficient division of labor.

We are focusing on broad trends. Business computing took
off in the mid-1960s, although the 1951 LEO I was probably
the first commercial business computer. This interesting ven-
ture, which ended with the arrival of the mainframe era, is
detailed in Wikipedia (under ‘LEO computer’) and the books
and articles referenced there.

HuMAN FACTORS AND ERGONOMICS
EMBRACE COMPUTER OPERATION

In 1970, Brian Shackel founded the Human Sciences and
Advanced Technology (HUSAT) center at Loughborough
University in Leicestershire, the United Kingdom, which is
devoted to ergonomics research that emphasizes HCI. Sid
Smith and other human factors engineers worked on input and
output issues, such as the representation of information on dis-
plays (e.g., Smith, Farquhar, and Thomas 1965) and computer-
generated speech (Smith and Goodwin 1970). The Computer
Systems Technical Group (CSTG) of the HFS was formed in
1972, and soon it was the largest technical group in the society.

The general Human Factors journal was joined in 1969
by the computer-focused International Journal of Man—
Machine Studies (IJMMS). The first widely read HCI book was
James Martin’s (1973) Design of Man—Computer Dialogues.
Martin’s comprehensive survey of interfaces for operation
and data entry began with an arresting opening chapter that
described a world in transition. Extrapolating from declining
hardware prices, he wrote, “The terminal or console operator,
instead of being a peripheral consideration, will become the
tail that wags the whole dog. ... The computer industry will
be forced to become increasingly concerned with the usage of
people, rather than with the computer’s intestines” (pp. 3—4).

In the mid-1970s, U.S. government agencies responsi-
ble for agriculture and social security initiated large-scale
data-processing system projects, described by Pew (2003).
Although not successful, these efforts led to methodological
innovations in the use of style guides, usability laboratories,
prototyping, and task analysis.
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In 1980, three significant HF&E books were published: two
on VDT design (Cakir, Hart, and Stewart 1980; Grandjean
and Vigliani 1980) and one general guideline (Damodaran,
Simpson, and Wilson 1980). Drafts of a German work on
VDT standards, made public in 1981, provided an economic
incentive to design for human capabilities by threatening to
ban noncompliant products. Later in the same year, a cor-
responding American National Standards Institute standards
group for “office and text systems” was formed.

INFORMATION SYSTEMS (IS) ADDRESSES
THE MANAGEMENT OF COMPUTING

Companies acquired expensive business computers to
address major organizational concerns. Even when the prin-
cipal concern was simply to appear modern (Greenbaum
1979), the desire to show benefits from a multimillion dol-
lar investment could chain managers to a computer almost
as tightly as were the operator and data entry “slaves.” In
addition to being expected to make use of output, they might
encounter resistance to system acceptance.

Beginning in 1967, the journal Management Science pub-
lished a column titled “Information Systems in Management
Science.” Early definitions of IS included “an integrated
man-machine system for providing information to support
the operation, management, and decision-making functions
in an organization” (Davis 1974) and “the effective design,
delivery, and use of information systems in organizations”
(Keen 1980 quoted in Zhang, Nah, and Preece 2004). In
1968, an MIS center and degree program was established at
Minnesota. It initiated several influential research streams
and in 1977 launched MIS Quarterly, the leading journal in
the field. The MIS field juxtaposed a focus on specific tasks
in organizational settings with demands for general theory
and precise measurement, a challenging combination.

A historical survey (Banker and Kaufmann 2004) identi-
fies HCI as one of five major IS research streams and dates
it back to Ackoff’s (1967) paper describing challenges in
handling computer-generated information. There was some
research into hands-on operator issues such as data entry and
error messages, but for a decade most HCI work in IS dealt
with the users of information, typically managers. Research
included the design of printed reports, but the drive for
theory led to a strong focus on cognitive styles: individual
differences in how people (notably managers) perceive and
process information. Articles on HCI were published in
the human factors-oriented I/JMMS as well as management
journals.

Sociotechnical approaches to system design (Mumford
1971, 1976; Bjgrn-Andersen and Hedberg 1977) were devel-
oped in response to user difficulties and resistance. These
involved educating representative workers about techno-
logical possibilities and involving them in design, in part to
increase their acceptance of the resulting system. Late in this
period, sophisticated views of the complex social and organi-
zational dynamics around system adoption and use emerged
(e.g., Kling 1980; Markus 1983).
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PROGRAMMING: SUBJECT OF STUDY, SOURCE OF CHANGE

Even programmers who were not hands-on users were inter-
acting with computers, and more than 1000 research papers
on variables affecting programming performance were pub-
lished in the 1960s and 1970s (Baecker and Buxton 1987).
Most were studies of the behavior of programmers in iso-
lation, independent of organizational context. Influential
reviews of this work included Gerald Weinberg’s landmark
The Psychology of Computer Programming in 1971; Ben
Shneiderman’s Software Psychology: Human Factors in
Computer and Information Systems in 1980; and Beau
Sheil’s 1981 review of studies of programming notation (con-
ditionals, control flow, data types), practices (flowcharting,
indenting, variable naming, commenting), and tasks (learn-
ing, coding, debugging).

Software developers changed the field through inven-
tion. In 1970, Xerox Palo Alto Research Center (PARC) was
founded to advance computer technology by developing new
hardware, programming languages, and programming envi-
ronments. It attracted researchers and system builders from
the laboratories of Engelbart and Sutherland. In 1971, Allen
Newell of Carnegie Mellon University (CMU), Pennsylvania,
proposed a project to PARC, which was launched 3 years
later: “Central to the activities of computing—programming,
debugging, etc.—are tasks that appear to be within the scope
of this emerging theory [a psychology of cognitive behavior]”
(Card and Moran 1986, p. 183).

Like HUSAT, which was also launched in 1970, PARC
had a broad charter. HUSAT focused on ergonomics,
anchored in the tradition of nondiscretionary use, one com-
ponent of which was the human factors of computing. PARC
focused on computing, anchored in visions of discretionary
use, one component of which was also the human factors of
computing. Researchers at PARC, influenced by cognitive
psychology, extended the primarily perceptual motor focus
of human factors to higher-level cognition, whereas HUSAT,
influenced by sociotechnical design, extended human factors
by considering organizational factors.

CoMPUTER SCIENCE: A NEw DISCIPLINE

Computer science departments in educational institutions
emerged in the mid-1960s. ome originated in engineering,
others in applied mathematics. From engineering, computer
graphics was a specialization of particular relevance to HCI.
Applied mathematics was the background of many early Al
researchers, which has interacted with HCI in complex ways
in subsequent years.

The expensive early machines capable of interesting work
were funded without consideration to cost by branches of
the military. Technical success was the sole evaluation cri-
terion (Norberg and O’Neill 1996). Directed by Licklider,
Sutherland, and their successors, ARPA played a major role.
The need for heavy funding concentrated researchers in a
few centers, which bore little resemblance to the batch and
time-shared business computing environments of that era.
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User needs differed: The technically savvy hands-on users
in research settings did not press for low-level interface
enhancements.

The computer graphics and Al perspectives that arose in
these centers differed from the perspectives of HCI research-
ers who focused on less expensive, more widely deployed
systems. Computer graphics and Al required processing
power; hardware advances meant declining cost for the same
high level of computation. For HCI researchers, hardware
advances meant greater computing capability at the same
low price. Only later would this difference diminish, when
widely available machines could support graphical interfaces
and some Al programs. Despite this gap, between 1965 and
1980 some computer science researchers focused on interac-
tion, which is not surprising given that interaction was an
element of the visions formulated in the previous decade.

Computer Graphics: Realism and Interaction

In 1968, Sutherland joined David Evans to establish an influ-
ential computer graphics laboratory at the University of
Utah. The Utah Computer Science Department was founded
in 1965, as part of computer science’s first move into aca-
demic prominence. Utah contributed to the western migra-
tion as graduates of the laboratory, including Alan Kay and
William Newman (and later Jim Blinn and Jim Clark), went
to California. Most graphics systems at the time were built on
the DEC PDP-1 and PDP-7. These expensive machines—the
list price of a high-resolution display alone was equivalent to
more than US$100,000 in today’s dollars—were in principle
capable of multitasking, but in practice most graphics pro-
grams required all of a processor’s cycles.

In 1973 the Xerox Alto arrived, a powerful step toward
realizing Alan Kay’s vision of computation as a medium
for personal computing (Kay and Goldberg 1977). The Alto
was too expensive to be widely used—it was never widely
marketed—and not powerful enough to support high-end
graphics research, but it did support graphical interfaces
of the kind Engelbart had prototyped. In doing so, the Alto
signaled the approach of inexpensive, interactive, personal
machines capable of supporting graphics. Computer graph-
ics researchers had to decide whether to focus on high-end
graphics or on more primitive features that would soon run
on widely affordable machines.

William Newman, coauthor in 1973 of the influential
Principles of Interactive Computer Graphics, described the
shift in a personal communication: “Everything changed—
the computer graphics community got interested in real-
ism; I remained interested in interaction, and I eventually
found myself doing HCL.” He was not alone. Other graph-
ics researchers whose focus shifted to broader interac-
tion issues included Ron Baecker and Jim Foley. Foley and
Wallace (1974, p. 462) identified requirements for designing
“interactive graphics systems whose aim is good symbiosis
between man and machine.” The shift was gradual: A total
of 18 papers in the first SIGGRAPH conference, in 1974,
had the words “interactive” or “interaction” in their titles.
A decade later, there would be none.
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At Xerox, Larry Tesler and Tim Mott recognized that
Alto could support a graphical interface accessible to
untrained people. The latter point had not been impor-
tant given the prior focus on trained, expert performance.
By early 1974, Tesler and Mott had developed the Gypsy
text editor. Gypsy and Xerox’s Bravo editor developed by
Charles Simonyi preceded and influenced Microsoft Word
(Hiltzik 1999).

The focus on interaction was highlighted in 1976 when
SIGGRAPH sponsored a 2-day workshop in Pittsburgh, User-
Oriented Design of Interactive Graphics Systems (UODIGS).
Participants who were later active in CHI included Jim
Foley, William Newman, Ron Baecker, John Bennett, Phyllis
Reisner, and Tom Moran. Licklider and Nicholas Negroponte
presented vision papers. The conference was managed by
the chair of Pittsburgh’s computer science department. One
participant was Anthony Debons, Licklider’s friend who had
helped build Pittsburgh’s world-renowned information sci-
ence program. The UODIGS’76 workshop arguably marked
the end of a visionary period, embodying an idea whose time
had not quite yet come. Licklider saw it clearly:

Interactive computer graphics appears likely to be one of the
main forces that will bring computers directly into the lives
of very large numbers of people during the next two or three
decades. Truly user-oriented graphics of sufficient power to
be useful to large numbers of people has not been widely
affordable, but it will soon become so and, when it does, the
appropriateness and quality of the products offered will to a
large extent determine the future of computers as intellectual
aids and partners of people.

(Licklider 1976, p. 89)

UODIGS was not repeated. Despite the stature of its par-
ticipants, the 150-page proceedings were not cited. Not until
1981 was another user-oriented design conference held, after
which such conferences were held every year. Application of
graphics was not quite at hand; most HCI research remained
focused on interaction driven by commands, forms, and full-
page menus.

Artificial Intelligence: Winter Follows Summer

In the late 1960s and early 1970s AI burst onto the scene,
promising to transform HCI. It did not go as planned.
Logically, AI and HCI are closely related. What are intel-
ligent machines for if not to interact with people? Research
on Al has influenced HCI: Speech recognition and natu-
ral language are perennial HCI topics; expert, knowledge-
based, adaptive, and mixed-initiative systems have been
tried, as have applications of production systems, neural net-
works, and fuzzy logic. Today, human—robot interaction and
machine learning are attracting much attention.

Although some AI features make it into systems and
applications, frequent predictions that powerful machines
would soon bring major Al technologies into wide use and
thus become a focus of HCI research were not borne out. Al
did not come into focus in HCI, and Al researchers showed
limited interest in HCL.
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To piece this together one requires a brief review of early
Al history. The term “artificial intelligence” first appeared in
a 1955 call by John McCarthy for a meeting on machine intel-
ligence that was held in Dartmouth. In 1956, Alan Turing’s
prescient essay “Computing Machinery and Intelligence”
attracted attention when it was reprinted in The World of
Mathematics. (It was first published in 1950, as were Claude
Shannon’s “Programming a Computer for Playing Chess”
and Isaac Asimov’s I, Robot, which explored his three laws
of robotics.) Newell and Simon presented their logic theory
machine in 1956 and then focused on developing a general
problem solver. McCarthy invented the LISP programming
language in 1958 (McCarthy 1960).

Many Al pioneers were trained in mathematics and logic,
where almost everything can be derived from a few axioms
and a small set of rules. Mathematical ability is considered
a high form of intelligence, even by non-mathematicians. Al
researchers anticipated that machines that operate logically
and tirelessly would achieve high levels of intelligence—
applying a small set of rules to a limited number of objects.
Early AI focused on theorem-proving and games and prob-
lems that had a strong logical focus, such as chess and go.
McCarthy (1988), who espoused predicate calculus as a foun-
dation for AI, summed it up as follows:

As suggested by the term ‘artificial intelligence’, we were
not considering human behavior except as a clue to possible
effective ways of doing tasks. The only participants who
studied human behavior were Newell and Simon. (The goal)
was to get away from studying human behavior and consider
the computer as a tool for solving certain classes of prob-
lems. Thus, Al was created as a branch of computer science
and not as a branch of psychology.

Unfortunately, by ignoring psychology, mathematicians
overlooked the complexity and inconsistency that mark
human beings and our social constructs. Underestimating the
complexity of intelligence, they overestimated the prospects
for creating it artificially. Hyperbolic predictions and Al have
been close companions. In the summer of 1949 the British
logician and code breaker Alan Turing wrote in the London
Times:

I do not see why [the computer] should not enter any one of
the fields normally covered by the human intellect, and even-
tually compete on equal terms. I do not think you can even
draw the line about sonnets, though the comparison is per-
haps a little bit unfair because a sonnet written by a machine
will be better appreciated by another machine.

Optimistic forecasts by the 1956 Dartmouth workshop
participants attracted considerable attention. When they col-
lided with reality, a pattern was established that was to play
out repeatedly. Hans Moravec (1998) wrote:

In the 1950s, the pioneers of Al viewed computers as locomo-
tives of thought, which might outperform humans in higher
mental work as prodigiously as they outperformed them in
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arithmetic, if they were harnessed to the right programs....

By 1960 the unspectacular performance of the first reasoning

and translation programs had taken the bloom off the rose.

A significant part of the pattern is that HCI thrives on
resources that are freed when interest in Al declines. In
1960, with the bloom wearing off the AI rose, the manag-
ers of MIT’s Lincoln Laboratory looked for new uses for the
massive government-funded TX-0 and TX-2 computers. Ivan
Sutherland’s Sketchpad and early computer graphics were a
result.

The response to Sputnik reversed the downturn in Al
prospects. Licklider, as director of ARPA’s IPTO (1962—
1964), provided extensive support for computer science in
general and Al in particular. MIT’s Project Mac, founded in
1963 by Marvin Minsky and others, initially received US$13
million per year, rising to US$24 million in 1969. ARPA
sponsored the Al Laboratory at SRI, Al research at CMU,
and Nicholas Negroponte’s Machine Architecture Group at
MIT. A dramatic early achievement, SRI’s Shakey the Robot,
was featured in articles in Life (Darrach 1970) and National
Geographic (White 1970). Given a simple but nontrivial task,
Shakey could apparently go to the desired location, scan and
reason about the surroundings, and move objects as needed
to accomplish the goal (for Shakey at work, see http://www
.ai.sri.com/shakey/).

In 1970, Negroponte outlined a case for machine intel-
ligence: “Why ask a machine to learn, to understand, to
associate courses with goals, to be self-improving, to be
ethical—in short, to be intelligent?” He noted common res-
ervations, “People generally distrust the concept of machines
that approach (and thus why not pass?) our own human intel-
ligence,” and identified a key problem: “Any design proce-
dure, set of rules, or truism is tenuous, if not subversive, when
used out of context or regardless of context.” This insight,
that it is risky to apply algorithms without understanding
the situation at hand, led Negroponte to a false inference: “It
follows that a mechanism must recognize and understand
the context before carrying out an operation.” (Negroponte
1970, p. 1; my italics).

A perfectly reasonable alternative is that the mechanism
is guided by humans who understand the context: Licklider’s
human—machine symbiosis. Overlooking this, Negroponte
built a case for an ambitious research program:

Therefore, a machine must be able to discern changes in
meaning brought about by changes in context, hence, be
intelligent. And to do this, it must have a sophisticated set
of sensors, effectors, and processors to view the real world
directly and indirectly. ... A paradigm for fruitful conversa-
tions must be machines that can speak and respond to a natu-
ral language. ... But, the tete-a-tete [sic] must be even more
direct and fluid; it is gestures, smiles, and frowns that turn a
conversation into a dialogue. ... Hand waving often carries as
much meaning as text. Manner carries cultural information:
The Arabs use their noses, the Japanese nod their heads. ...
Imagine a machine that can follow your design methodology
and at the same time discern and assimilate your conver-
sational idiosyncrasies. This same machine after observing
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your behavior could build a predictive model of your conver-
sational performance. Such a machine could then reinforce
the dialogue by using the predictive model to respond to you
in a manner that is in thythm with your personal behavior
and conversational idiosyncrasies. ... The dialogue would be
so intimate—even exclusive—that only mutual persuasion
and compromise would bring about ideas, ideas unrealizable
by either conversant alone. No doubt in such a symbiosis it
would not be solely the human designer who would decide
when the machine is relevant (pp. 1-13).

The same year, Negroponte’s MIT colleague Minsky went
further, as reported in Life:

In from three to eight years we will have a machine with the
general intelligence of an average human being. I mean a
machine that will be able to read Shakespeare, grease a car,
play office politics, tell a joke, and have a fight. At that point,
the machine will begin to educate itself with fantastic speed.
In a few months, it will be at genius level and a few months
after that its powers will be incalculable.

(Darrach 1970, p. 60)

Other Al researchers told Darrach that Minsky’s timetable
was ambitious: “Give us 15 years was a common remark—
but all agreed that there would be such a machine and that
it would precipitate the third Industrial Revolution; wipe out
war and poverty; and roll up centuries of growth in science,
education, and the arts” (Darrach 1970, p. 60).

Such predictions were common. In 1960, Nobel laureate
and Al pioneer Herb Simon wrote: “Machines will be capa-
ble, within 20 years, of doing any work that a man can do.”
(Simon 1960, p. 38). Five years later, 1. J. Good, an Oxford
mathematician, wrote, “The survival of man depends on the
early construction of an ultraintelligent machine” that “could
design even better machines; there would then unquestion-
ably be an ‘intelligence explosion’, and the intelligence of
man would be left far behind” (Good 1965, pp. 31-33).

The Darrach article ended by quoting Ross Quillian:

I hope that man and these ultimate machines will be able
to collaborate without conflict. But if they can’t, we may be
forced to choose sides. And if it comes to choice, I know
what mine will be. My loyalties go to intelligent life, no mat-
ter in what medium it may arise”.

(Darrach 1970, p. 68)

It is important to understand the anxieties of the time
and the consequences of such claims. The world had barely
avoided a devastating thermonuclear war during the Cuban
missile crisis of 1962. Leaders seemed powerless to defuse
the Cold War. Responding to a sense of urgency, ARPA initi-
ated major programs in speech recognition and natural lan-
guage understanding in 1971.

Ironically, central to funding this research was a psychol-
ogist not wholly convinced by the vision. Citing an Air Force
study that predicted that intelligent machines might take 20
years to arrive, Licklider (1960) noted that in this interval
HCI would be useful: “That would leave, say, 5 years to
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develop man—computer symbiosis and 15 years to use it. The
15 may be 10 or 500, but those years should be intellectually
the most creative and exciting in the history of mankind.”
Ten to five hundred years represent breathtaking uncertainty.
Recipients of Licklider’s funding were on the optimistic end
of this spectrum.

Five years later, disappointed with the progress, ARPA
discontinued speech and language support—for a while.
In Europe, a similar story unfolded. Through the 1960s,
Al research expanded in Great Britain. A principal propo-
nent was Turing’s former colleague Donald Michie. Then in
1973 the Lighthill report, commissioned by the Science and
Engineering Research Council, reached generally negative
conclusions about AI’s prospects for scaling up to address real-
world problems. Almost all government funding was cut off.

The next decade was an Al winter, a recurring season in
which research funding is withheld due to disillusionment
over unfulfilled promises. The bloom was again off the rose,
but it would prove to be a hardy perennial (Grudin 2009).

LiBRARY ScHOOLS EMBRACE INFORMATION SCIENCE

Early information science research and studies of “human
information behavior” were initiated in the 1960s and 1970s,
which focused on scholarship and application in science and
engineering (Fidel 2011). The response to Sputnik proved
that Big Science research did not end when the war ended.
Aligning their work with national priorities became a prior-
ity for many researchers.

The terms “information science,’‘information tech-
nology,” and “information explosion” swept into use.
The Pittsburgh and Georgia Tech programs flourished.
Pittsburgh created the first information science PhD pro-
gram in the United States in 1970, identifying humans “as
the central factor in the development of an understanding
of information phenomena” (Aspray 1999, p. 12). The pro-
gram balanced behavioral sciences (psychology, linguistics,
communication) and technical grounding (automata theory,
computer science). In 1973, Pittsburgh established the first
information science department. Its program developed a
strong international reputation. Slowly, the emphasis shifted
from behavior to technology. On being awarded a major
National Science Foundation (NSF) center grant in 1966, the
Georgia Tech school expanded. In 1970 it became a PhD-
granting school, rechristened as Information and Computer
Science.

In 1968, the American Documentation Institute became the
American Society for Information Science, and 2 years later
the journal American Documentation became Journal of the
American Society for Information Science. In 1978, the ACM
Special Interest Group on Information Retrieval (SIGIR) was
formed. It launched an annual conference for “Information
Storage and Retrieval” (since 1982, “Information Retrieval”),
modeled on a 1971 conference. In 1984, the American Library
Association belatedly embraced the i-word by creating the
Association for Library and Information Science Education
(ALISE), which convened an annual research conference.
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By 1980, schools at over a dozen universities had added
the word information to their titles. Many were library school
transitions. Delivery on the promise of transformative tech-
nology lagged, however. For example, from 1965 to 1972
the Ford and Carnegie Foundations, NSF, DARPA, and the
American Newspaper Publishers Association invested over
US$30 million in MIT’s Project Intrex (Burke 1998). The
largest nonmilitary information research project of its time,
Intrex was to be the library of the future. Online catalogs
were to include up to 50 index fields per item, accessible on
CRT displays, with full text of books and articles converted
to microfilm and read via television displays. None of this
proved feasible.

Terminal-based computing costs declined. The ARPANET
debuted in 1969, and supported e-mail in 1971 and file shar-
ing in 1973. This spurred visions of a “network society” of
the future (Hiltz and Turoff 1978).

As an aside, the technological optimism that marked this
era lacked the nuanced psychological insight of E. M. Forster
who in 1909 anticipated Al and networking developments in
his remarkable story The Machine Stops.

1980-1985: DISCRETIONARY USE COMES
INTO FOCUS

In 1980, most HF&E and IS research focused on the down-
to-earth business of making efficient use of expensive
mainframes. The beginning of a major shift went almost
unnoticed. Less expensive but highly capable minicomputers
based on LSI technology enabled DEC, Wang Laboratories,
and Data General to make inroads into the mainframe mar-
ket. At the low end, home computers gained traction. Students
and hobbyists were drawn to these minis and micros, creat-
ing a population of hands-on discretionary users. There were
experimental trials of online library catalogs and electronic
journals.

Then, between 1981 and 1984 a flood of innovative
and powerful computers were released: Xerox Star;
IBM PC; Apple Lisa; LISP machines from Symbolics
and Lisp Machines, Inc. (LMI); workstations from Sun
Microsystems and Silicon Graphics; and the Apple
Macintosh. On January 1, 1984, AT&T’s breakup into com-
peting companies took effect. AT&T had more employees
and more customers than any other U.S. company. It was
a monopoly: Neither its customers nor its employees had
discretion in technology use. Both AT&T and its Bell
Laboratories research division had employed human fac-
tors research to improve training and increase efficiency.
Suddenly freed from a ban on entering the computer busi-
ness, AT&T launched the ill-fated Unix PC in 1985. AT&T
and the new regional operating companies now faced cus-
tomers who had choices, and their HCI focus broadened
accordingly (Israelski and Lund 2003).

In general, lower-priced computers created markets for
shrink-wrap software. For the first time, computer and soft-
ware companies targeted significant numbers of nontechni-
cal hands-on users who received little or no formal training.
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It had taken 20 years, but early visions were being realized.
Nonprogrammers were choosing to use computers to do their
work. The psychology of discretionary users intrigued two
groups: (1) psychologists who liked to use computers and (2)
technology companies who wanted to sell to discretionary
users. Not surprisingly, computer and telecommunication
companies started hiring a lot of experimental psychologists.

DiscretioN IN CoMPUTER USE

Technology use lies on a continuum bracketed by the
assembly-line nightmare of Modern Times and the utopian
vision of completely empowered individuals. To use a tech-
nology or not to use it—sometimes we have a choice, other
times we do not. On the phone, we may have to wrestle with
speech recognition and routing systems. At home, computer
use may be largely discretionary. The workplace often lies in
between: Technologies are prescribed or proscribed, but we
ignore some injunctions or obtain exceptions, we use some
features but not others, and we join with colleagues to press
for changes.

For early computer builders, work was more a calling than
a job, but operation required a staff to carry out essential if
less interesting tasks. For the first half of the computing era,
most hands-on use was by people with a mandate. Hardware
innovation, more versatile software, and steady progress
in understanding the psychology of users and tasks—and
transferring that understanding to software developers—Iled
to hands-on users who had more choice regarding how they
worked. Rising expectations played a role; people learned
that software is flexible and expected it to be more conge-
nial. Competition among vendors produced alternatives.
With more emphasis on marketing to consumers came more
emphasis on user-friendliness.

Discretion is not all-or-none. No one must use a computer,
but many jobs and pastimes require it. People can resist, sab-
otage, or quit their jobs. However, a clerk or a systems admin-
istrator has less discretion than someone using technology for
a leisure activity. For an airline reservation clerk, computer
use is mandatory. For a traveler booking a flight, computer
use is discretionary. This distinction, and the shift toward
greater discretion, is at the heart of the history of HCIL.

The shift was gradual. About 30 years ago, John Bennett
(1979) predicted that discretionary use would lead to more
emphasis on usability. The 1980 book Human Interaction
with Computers, edited by Harold Smith and Thomas Green,
perched on the cusp. Itincluded an article by Jens Rasmussen,
“The Human As a Systems Component,” that covered the
nondiscretionary perspective. One-third of the book covered
research on programming. The remainder addressed “non-
specialist people,” discretionary users who are not computer
savvy. Smith and Green wrote, “It is not enough just to estab-
lish what computer systems can and cannot do; we need to
spend just as much effort establishing what people can and
want to do” (p. viii, italics in original).

A decade later, Liam Bannon (1991) noted broader impli-
cations of a shift “from human factors to human actors.” The
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trajectory is not always toward choice. Discretion can be
curtailed—for example, word processor use is now often a
job requirement and not an alternative to using a typewriter.
Even in an era of specialization, customization, and com-
petition, the exercise of choice varies over time and across
contexts. Discretion is only one factor, but an analysis of its
role casts light on how HCI efforts differ and why they have
remained distinct through the years.

MiNIcOMPUTERS AND OFFICE AUTOMATION

Cabinet-sized minicomputers that could support several peo-
ple were available from the mid-1960s. By late 1970s, super-
minis such as the VAX 11/780 supported integrated suites of
productivity tools. In 1980, DEC, Data General, and Wang
Laboratories were growth companies near Boston.

A minicomputer could handle personal productivity tools
or a database of moderate size. Users sat at terminals. With
“dumb terminals,” the central processor handled each key-
stroke. Other terminals had a processor that supported a user
who entered a screenful of data, which was then on com-
mand sent as a batch to the central processor. These minis
could provide a small group (or office) with file-sharing,
word-processing, spreadsheet, and e-mail, and manage output
devices. They were marketed as “office systems,” “office auto-
mation (OA) systems,” or “office information systems” (OIS).

The 1980 Stanford International Symposium on Office
Automation marked the emergence of a research field that
remained influential for a decade and then faded away.
Douglas Engelbart contributed two papers to the proceed-
ings of this symposium (Landau, Bair, and Siegman 1982).
In the same year, the American Federation of Information-
Processing Societies (AFIPS, the parent organization of
ACM and Institute of Electrical and Electronics Engineers
[IEEE] at the time) held the first of seven annual OA con-
ferences and product exhibitions. Also in 1980, ACM
formed the Special Interest Group on Office Automation
(SIGOA), which launched the biennial Conference on Office
Information Systems (COIS) 2 years later. In 1983, the
journal ACM Transactions on Office Information Systems
(TOOIS) emerged, which was 1 year after the emergence of
the independent journal Office: Technology and People.

You might ask “what is all this with offices?”
Minicomputers brought down the price of computers to
fit into the budget of a small workgroup or an office. (The
attentive reader will anticipate: The personal computer era
is approaching.) Office Information Systems, which focused
on the use of minicomputers, was positioned alongside MIS,
which focused on mainframes. Its scope was reflected in
the charter of TOOIS: database theory, Al, behavioral stud-
ies, organizational theory, and communications. Minis were
accessible to database researchers. Digital’s PDP series was a
favorite with Al researchers until LISP machines flourished.
Minis were familiar to behavioral researchers who used
them to run and analyze psychology experiments. Computer-
mediated communication (CMC) was an intriguing new
capability: Networking was still rare, but people at different
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terminals of a minicomputer could exchange e-mail or chat in
real time. Minis became interactive computers of choice for
many organizations. As a consequence, Digital became the
second largest computer company in the world and Dr. Wang
the fourth wealthiest American.

Researchers were discretionary users, but few office work-
ers chose their tools. The term “automation” was challenging
and exciting to researchers, but it conjured up less pleasant
images for office workers. Some researchers, too, preferred
Engelbart’s focus on augmentation rather than automation.

Papers in the SIGOA newsletter, COIS, and TOOIS
included technical work on database theory, a modest num-
ber of Al papers (the Al winter had not yet ended), decision
support and CMC papers from the IS community, and behav-
ioral studies by researchers who later joined CHI. Papers on
information systems were prevalent in the newsletter and
technical papers in TOOIS, which also published numer-
ous behavioral studies until the journal Human—Computer
Interaction started in 1985.

Although OA/OIS research was eventually absorbed by
other fields, it identified and called attention to important
emerging topics, including hypertext, CMC, and collabora-
tion support. OIS research was also allied with the technical
side of information science, notably information retrieval and
language processing.

THE FORMATION OF AssOCIATION FOR COMPUTING
MACHINERY SPECIAL INTEREST GROUP ON
CoMPUTER—HUMAN INTERACTION

Figure 1 identifies research fields that directly bear on
HCI. Both HF and IS have distinct subgroups that focus on
broad use of digital technologies. Relevant computer sci-
ence research is concentrated in CHI, the subgroup primar-
ily concerned with discretionary hands-on computer use.
Other computer science influences—computer graphics, Al,
office systems—have been described but are not included in
Figure 1. The fourth field, information, began as support for
specialists. It may come to exert the broadest influence of all.

Decreasing microcomputer prices encouraged discre-
tionary hobbyists to use them. In 1980, as IBM prepared to
launch the PC, a groundswell of attention on computer user
behavior was building up. IBM, which like many hardware
companies had not sold software separately, had decided to
make software a product focus. Several cognitive psycholo-
gists joined an IBM group that included John Gould, who
had been publishing human factors research since the late
1960s. They initiated empirical studies of programming and
studies of software design and use. Other psychologists who
in 1980 led recently formed HCI groups were Phil Barnard
at the Medical Research Council Applied Psychology Unit
in Cambridge, England; Tom Landauer at Bell Laboratories;
Donald Norman at the University of California, San Diego;
and John Whiteside at Digital Equipment Corp.

Xerox PARC and CMU collaborators continued research
that led to an exceptionally influential project. The 1981 Star,
with a carefully designed GUI, was not a commercial success
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(nor were a flurry of GUIs that followed, including the Apple
Lisa), but it influenced researchers and developers—and the
design of the Macintosh.

Communications of the ACM created a “Human Aspects
of Computing” department in 1980. The next year, Tom
Moran edited a special issue of Computing Surveys on “The
Psychology of the Computer User.” Also in 1981, the ACM
Special Interest Group on Social and Behavioral Science
Computing (SIGSOC) extended its workshop to cover inter-
active software design and use. In 1982, a conference in
Gaithersburg, Maryland, on “Human Factors in Computing
Systems” was unexpectedly well attended. Shortly afterward,
SIGSOC shifted its focus to Computer-Human Interaction
and changed its name to SIGCHI (Borman 1996).

In 1983, the first CHI conference attracted more than 1000
people. Half of the 58 papers were from the aforementioned
seven research laboratories. Cognitive psychologists in indus-
try dominated the program, although the Human Factors
Society cosponsored the conference and contributed the pro-
gram chair Richard Pew; committee members Sid Smith, H.
Rudy Ramsay, and Paul Green; and several presenters. Brian
Shackel and HFS president Robert Williges gave tutorials on the
first day. The International Conference on Human—Computer
Interaction (INTERACT), first held in London in 1984 and
chaired by Shackel, drew HF&E and CHI researchers.

The first profession to become discretionary hands-on
users was computer programming, as paper coding sheets
were discarded in favor of text editing at interactive termi-
nals, PCs, and small minicomputers. Therefore, many early

CHI papers, by Ruven Brooks, Bill Curtis, Thomas Green,
Ben Shneiderman, and others, continued the psychology-
of-programming research thread. Shneiderman formed the
influential HCI Laboratory (HCIL) at Maryland in 1983.
IBM researchers also contributed, as noted by John Thomas
in a personal communication (October 2003): “One of the
main themes of the early work was basically that we in IBM
were afraid that the market for computing would be limited
by the number of people who could program complex sys-
tems, so we wanted to find ways for ‘nonprogrammers’ to be
able, essentially, to program.”

Many experimental psychologists undertook studies of
text editing, a tool initially used primarily by programmers.
Thomas Green remarked at INTERACT’84 that “text editors
are the white rats of HCL.” As personal computing spread,
studies of other discretionary use contexts were conducted.
Studies of programming gradually disappeared from HCI
conferences.

CHI focused on novice use. Initial experience is par-
ticularly important for discretionary users and for vendors
developing software for them. Novice users are also a natural
focus when studying new technologies and a critical focus
when more people take up computing each year compared
with the year before.

Routinized heavy use was still widespread. Databases
were used by airlines, banks, government agencies, and other
organizations. This hands-on activity was rarely discretion-
ary. Managers oversaw development and analyzed data, leav-
ing data entry and information retrieval to people hired for
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those jobs. To improve data management tasks was a human
factors undertaking. CHI studies of database use were few—I
count three over a decade, all focused on novice or casual use.

Fewer European companies produced mass-market soft-
ware. European HCI research focused on in-house devel-
opment and use, as reflected in the journal Behaviour &
Information Technology, which was launched in 1982 by
Tom Stewart and published by Taylor & Francis in London.
In his perceptive essay cited in the section “Discretion in
Computer Use,” Bannon urged that more attention be paid
to discretionary use, yet criticized CHI’s heavy emphasis on
initial experience, reflecting the European perspective. At
Loughborough University, HUSAT focused on job design
(the division of labor between people and systems) and col-
laborated with the Institute for Consumer Ergonomics, par-
ticularly on product safety. In 1984, Loughborough initiated
an HCI graduate program drawing on human factors, indus-
trial engineering, and computer science.

The work of the early visionaries was unfamiliar to many
CHI researchers who were helping realize some of the early
visions. The 633 references in the 58 papers presented at CHI’83
included many authored by cognitive scientists, but Bush,
Sutherland, and Engelbart were not cited. A few years later, more
computer scientists familiar with the early work joined CHI,
notably those working on interactive computer graphics. The
psychologists eventually discovered and identified with the pio-
neers, who shared their concern for discretionary use. This con-
ceptual continuity bestowed legitimacy on a young enterprise
that sought to establish itself academically and professionally.

DiverGeNCE OF COMPUTER—HUMAN INTERACTION
AND HuMAN FACTORS

Hard science, in the form of engineering, drives out soft sci-
ence, in the form of human factors.
Newell and Card (1985, p. 212)

Between 1980 and 1985, Card, Moran, and Newell
(1980a,b) introduced a “keystroke-level model for user per-
formance time with interactive systems,” followed by the
cognitive model goals, operators, methods, and selection
rules (GOMYS) in their landmark 1983 book The Psychology
of Human—Computer Interaction. This work was highly
respected by the cognitive psychologists prevalent in CHI at
the time. However, these models did not address discretionary,
novice use. They focused on the repetitive expert use studied
in human factors. In fact, GOMS was explicitly positioned
to counter the latter field’s stimulus—response bias: “Human-
factors specialists, ergonomists, and human engineers will
find that we have synthesized ideas from modern cognitive
psychology and AI with the old methods of task analysis. ...
The user is not an operator. He does not operate the computer,
he communicates with it” (Newell and Card 1985, p. viii.).

Newell and Card noted that HFs had a role in design, but
continued: “Classical human factors ... has all the earmarks
of second-class status. (Our approach) avoids continuation of
the classical human-factors role (by transforming) the psy-
chology of the interface into a hard science” (p. 221).
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In 2004, Card noted in an e-mail discussion: “Human
Factors was the discipline we were trying to improve....
I personally changed the (CHI conference) call in 1986, so
as to emphasize computer science and reduce the emphasis
on cognitive science, because I was afraid that it would just
become human factors again.”

Ultimately, human performance modeling drew a modest
but fervent CHI following. Key goals differed from those of
other researchers and many practitioners. “The central idea
behind the model is that the time for an expert to do a task
on an interactive system is determined by the time it takes to
do the keystrokes,” wrote Card, Moran, and Newell (1980b,
p- 397). Modeling was extended to a range of cognitive pro-
cesses, but it was most useful in helping to design for non-
discretionary users such as telephone operators engaged in
repetitive tasks (e.g., Gray et al. 1990). Its role in augmenting
human intellect was unclear.

CHI and HFS moved apart, although “Human Factors in
Computing Systems” remains the CHI conference subtitle.
They were never highly integrated. Most of the cognitive psy-
chologists had turned to HCI after earning their degrees and
were unfamiliar with the human factors literature. The Human
Factors Society did not again cosponsor CHI. Its researchers
disappeared from the CHI program committee. Most CHI
researchers who previously published in the human factors
literature shifted to CHI, Communications of the ACM, and
the journal Human—Computer Interaction launched in 1985
by Thomas Moran and published by Erlbaum, a publisher of
psychology books and journals.

The shift was reflected at IBM T.J. Watson Research
Center. John Gould and Clayton Lewis authored a CHI’83
paper that nicely framed the CHI focus on user-centered,
iterative design based on prototyping. Cognitive scientists
at Watson helped shape CHI, but Gould’s principal focus
remained human factors; he served as HFS president 4 years
later. Reflecting the broader change, in 1984 the Human
Factors Group at Watson began to dissolve and a User
Interface Institute emerged.

CHI researchers, identifying with “hard” science or
engineering, adopted the terms ‘“cognitive engineering”
and “usability engineering.” In the first paper presented
at CHI'83, “Design Principles for Human—Computer
Interfaces,” Donald Norman (1983) applied engineering
techniques to discretionary use, creating “user satisfaction
functions” based on technical parameters. These functions
would not hold up long—people are fickle, yesterday’s sat-
isfying technology is not as gratifying today—but for years
CHI emulated engineering, downplaying design, marketing,
and other aspects of how humans interact with technology.

WORKSTATIONS AND ANOTHER ARTIFICIAL
INTELLIGENCE SUMMER
