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This handbook is dedicated to those who have lent a hand and lit the way.



And I said to the man who stood at the gate of the year:

“Give me a light, that I may tread safely into the unknown!”

And he replied:

“Go out into the darkness and put your hand into the Hand of God.

That shall be to you better than light and safer than a known way.”

King George VI in his New Year’s message to his embattled people 
at the beginning of the Second World War
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Series Foreword

The third edition of this classic handbook is published at an 
opportune time when interactive technologies are a dominat-
ing presence in work, leisure, and social settings and when 
ambient intelligence is gaining accelerated momentum. The 
field of human–computer interaction (HCI) has matured 
to such an extent that even the words comprising the term 
have taken on new, expanded, and reinterpreted meanings. 
That is, the field has advanced significantly from its origins. 
Researchers in HCI are called upon now more than ever to 
develop new knowledge, which often resides at the intersec-
tion of multiple disciplines and spans various and innovative 
platforms of applications. Information technology is more 
ubiquitous today than ever, successfully interacting with the 
technologies that ensure it is more enjoyable and more pro-
ductively accessible and usable by all segments of society 
across all five continents.

This handbook is the premier resource for the theoretical 
and operational foundations of HCI, providing readers access 
to the latest scientific breakthroughs coupled with the state of 
the art in the field. The book provides detailed descriptions of 
approaches and methodologies that are frequently illustrated 
with case studies and examples on how to conceptualize, 

design, and evaluate interactive systems with human beings 
at the center of the endeavor. As such, this handbook will 
be invaluable to researchers, practitioners, educators, and 
students working in, or at the intersection of, computer sci-
ence, information technology, information science, informat-
ics, engineering, psychology, design, and human factors and 
ergonomics.

This book is part of the Human Factors and Ergonomics 
series, published by the Taylor & Francis Group. The 145 
authors of this handbook include 92 from academia, 49 from 
industry, and 4 from government agencies. These individuals 
are among the very best and most respected in their fields across 
the globe. The more than 80 tables, 400 figures, and nearly 
7000 references in this book provide the single most compre-
hensive depiction of this field that exists in a single volume.

The handbook authors come from 14 countries: Australia, 
Canada, Cyprus, Denmark, Finland, France, Germany, Greece, 
Ireland, Japan, South Africa, the Netherlands, United Kingdom, 
and the United States.

Gavriel Salvendy, Series Editor
Purdue University/Tsinghua University, China
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Foreword
The Expanding Impact of 
Human–Computer Interaction

The remarkable growth of human–computer interaction 
(HCI) over the past 30 years has transformed this nascent 
interdisciplinary field into an intellectually rich and high 
impact worldwide phenomenon. We have grown from a small 
rebellious group of researchers who struggled to gain recog-
nition as we broke disciplinary boundaries to a broad influen-
tial community with potent impact on the daily lives of every 
human. There are dozens of relevant journals, plus confer-
ences and workshops worldwide.

The aspirations of early HCI researchers and practitioners 
were to make better menus, design graphical user interfaces 
based on direct manipulation, improve input devices, design 
effective control panels, and present information in com-
prehensible formats. HCI software developers contributed 
innovative tools that enabled programmers and nonprogram-
mers to create interfaces for widely varying applications and 
diverse users. HCI professionals developed design principles, 
guidelines, and sometimes standards dealing with consis-
tency, informative feedback, error prevention, shortcuts for 
experts, and user control. Success was measured by individ-
ual performance metrics such as learning time, speed, error 
rates, and retention for specific tasks, whereas user satisfac-
tion was assessed by detailed questionnaires filled with num-
bered scales.

In the early days, HCI researchers and professionals 
fought to gain recognition and often still have to justify 
HCI’s value with academic colleagues or corporate mana
gers. However, the larger world embraced our contributions 
and now has high expectations of what we can deliver. Few 
fields can claim such rapid expansion and broad impact as 
those who design the desktop, web, mobile, and cellphone 
interfaces that have spread around the world into the hands 
of at least 5 billion users. HCI designs now influence com-
mercial success, reform education, change family life, affect 
the political stability of nations, are embedded in military 
systems and play a significant role in shaping a peaceful or 
conflict-ridden world.

The Handbook of Human–Computer Interaction: Third 
Edition details the progress of this extraordinary discipline, 
inviting newcomers to learn about it and helping experi-
enced professionals to understand the rapid and continuing 
changes. The carefully written chapters and extensive refer-
ences will be useful to readers who want to scan the territory 
or dig deep into specific topics. This handbook’s prominent 
authors thoughtfully survey the key topics, enabling students, 
researchers, and professionals to appreciate HCI’s impact.

As HCI progresses, there is a greater acceptance in the 
academic environment, where HCI is now part of most 
computer science, iSchool, business, engineering, and other 
departments and has advocates in medicine, social sciences, 
journalism, humanities, etc. Although the term human–
computer interaction has achieved widespread recognition, 
many insiders feel that it is no longer an accurate descrip-
tion. They complain that it suggests one human interacting 
with one computer to complete narrow tasks. Instead, these 
critics believe that the discipline should reflect user-oriented 
technologies that are ubiquitous, pervasive, social, embed-
ded, tangible, invisible, multimodal, immersive, augmented, 
or ambient. Some want to break free from the focus on com-
puter use and emphasize user experiences, interaction design, 
emotional impact, aesthetics, social engagement, empathic 
interactions, trust building, and human responsibility. 

New terms have been proposed such as human-centered 
computing, social computing, human–information interac-
tion, human–social interaction, human-centered informat-
ics, or just human interaction. Novel, but already thriving 
applications areas include computational biology, computa-
tional social science, e-commerce (and m-commerce), digi-
tal humanities, information visualization, open government, 
sustainability, biodiversity, and citizen science. Although 
these broader visions are important, many researchers are 
still working on innovative display designs, input devices, 
multimedia output, programming toolkits, and predictive 
models of user performance.

New names and applications are a good sign of success, 
but finding the balance between sticking with an established 
term and welcoming innovative directions is difficult. Maybe 
an old aphorism helps: “make new friends and keep the old, 
one is silver and the other gold.” Can we retain the brand 
name recognition of HCI but embrace new directions by dis-
cussing micro-HCI and macro-HCI? 

Micro-HCI researchers and developers would design and 
build innovative interfaces and deliver validated guidelines 
for use across the range of desktop, web, mobile, and ubiq-
uitous devices. The challenges for micro-HCI are to deal 
with rapidly changing technologies, while accommodating 
the wide range of users: novice/expert, young/old, literate/
illiterate, abled/disabled, and their cultural plus linguistic 
diversity. These distinctions are tied to skills, but there are 
further diversities in gender, personality, ethnicity, skills, 
and motivation that are now necessary to address in interface 
designs. Micro-HCI researchers can take comfort in dealing 
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with well-stated requirements, clear benchmark tasks, and 
effective predictive models.

Macro-HCI researchers and developers would explore 
new design territories such as affective experience, aesthet-
ics, motivation, social participation, trust, empathy, respon-
sibility, and privacy. The challenges for macro-HCI are to 
deal with new opportunities across the range of human expe-
rience: commerce, law, health/wellness, education, creative 
arts, community relationships, politics, policy negotiation, 
conflict resolution, international development, and peace 
studies. Macro-HCI researchers have to face the challenge of 
more open tasks, unanticipated user goals, and even conflicts 
among users in large communities.

Although micro-HCI and macro-HCI have healthy over-
laps, as do micro-economics and macro-economics, they 
attract different types of researchers, practitioners, and activ-
ists, thereby further broadening the scope and impact. As 
commercial, social, legal, and ethical considerations play an 
increasing role, educational curricula and professional prac-
tices need to be updated regularly and midcareer continuing 
education for HCI professionals will keep them current.

An important goal will be to develop new metrics and 
evaluation methods for micro-HCI and macro-HCI. Moore’s 
Law has been useful in charting the growth of computing, 
enabling everyone to admire and benefit from the increase 
in gigahertz, terabytes, and petaflops. These are still use-
ful, but we need newer metrics to understand the impact 
of HCI designs that have enabled the spread of billions of 
mobile devices and the emergence of YouTube, Facebook, 
twitter, Wikipedia, and so on. Understanding this transfor-
mation would be facilitated by measures of giga-hellos, tera-
contribs, and peta-thankyous and by newer metrics of trust, 
empathy, responsibility, privacy, and so on.

Traditional evaluation approaches of controlled experi-
ments and usability testing are being continuously refined to 
fit the needs of micro-HCI, whereas the newer methods of 
qualitative, ethnographic, and case study methods are being 
explored to match the needs of macro-HCI. Both groups will 
benefit from the remarkable increased opportunities to log 
usage on a massive scale through the increasingly connected 
communications, data, and sensor networks. Traditional sur-
veys of a small sample of users who offer biased perceptions 
or reports of attitudes are giving way to actual measurement 

of usage that reveals the learnability, efficacy, utility, and 
satisfaction of users. Even more exciting is the potential to 
capture the manifestations of trust, empathy, responsibility, 
privacy, security, and motivation. Researchers are also begin-
ning to measure brand loyalty, parental engagement, political 
leaning, potential for violence, community commitment, and 
much more. The dangers of inappropriate intrusion, misguided 
applications, scamming/spamming, deception, and bully-
ing are now part of macro-HCI. Even greater concerns come 
from criminals, terrorists, and oppressive governments who 
can use these technologies in ways that threaten individuals, 
intimidate communities, or destroy the environment.

The power of widely used social technologies that stem 
from HCI’s success means that we will face ethical chal-
lenges similar to what the nuclear physicists dealt with dur-
ing the 1940s and beyond. We cannot and should not avoid 
these responsibilities. Rather, we should embrace them and 
show leadership in shaping technology to produce positive 
outcomes. This is never easy, but every worthy project that 
improves the health, environment, or education of children 
or builds capacity for constructive communities should 
be recognized, disseminated, scaled up, and continuously 
improved. Even more ambitious should be our efforts to pro-
mote open government, independent oversight, deliberative 
systems, and citizen participation. The research agenda for 
HCI should include the UN Millennium Development Goals 
such as eradicating extreme hunger and poverty, ensuring 
universal childhood education, promoting maternal health, 
and ensuring environmental sustainability. If HCI profes-
sionals also courageously address conflict resolution, inter-
national development, and peace studies, we can inspire 
others and help build a better world.

We should be proud of what HCI has accomplished, but 
there is much work to be done. Let’s get on with it!
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Preface

This third edition of the HCI handbook represents the single 
largest, most complete compilation of HCI theories, prin-
ciples, advances, case studies, and more that exist within a 
single volume. The construction of the handbook has been a 
massive community effort of which it was a tremendous priv-
ilege for this author and editor to be a part. The 145 authors 
of the 62 chapters within this book are people who have not 
only dedicated themselves to laying the foundation for this 
field but also dared to address the grand challenges that have 
been posed along the way, thus advancing the field of HCI 
by leaps and bounds. The HCI community from which these 
authors hail is remarkably diverse and collaborative. You will 
see the artifacts of this ethos throughout the book.

The handbook opens with an insightful and thought-
provoking introduction written by Jonathan Grudin, which 
sets the tone for the entire book. Within the introduction you 
will find a unique and compelling depiction of the evolu-
tion of HCI. The handbook closes with a look at the evolv-
ing nature of HCI to change the world. The closing chapter 
is written by the largest collection of authors in the book, led 
by Susan Dray. The global focus of this chapter is personified 
by the authors’ origins, which literally span the globe. The 
chapters in between are organized very much like those in the 
second edition; however, the content of the chapters has been 
dramatically updated to reflect the state of the art and current 
state of the science in HCI. There have been numerous notable 
additions to the third edition, which reflect the ever-growing 
nature of this field, including, for example, chapters on social 
networks and social media, grounded theory, choices and 
decisions of users, and the naturalistic approach to evaluation.

I offer my heartfelt thanks to Ben Shneiderman, who 
kindly agreed to contribute his revolutionary perspective in 
the Foreword to the third edition. He not only chronicles the 
impact of HCI but also presents a challenge to each and every 
one of us to embrace the responsibility of shaping technology 

to produce positive outcomes. With this challenge he is 
asking us to be the best citizen scholars we can be. This is 
classic Ben Shneiderman and just one of the many reasons 
why I respect and admire him. This handbook would simply 
not have been possible without the guiding influence of my 
longtime mentor and good friend, Gavriel Salvendy. Gavriel 
sets the standard for successfully coalescing people and com-
munities around shared goals and mutual aspirations. He has 
been an unwavering source of inspiration, support, advice, 
opportunity, and kindness for me. This book is part of a 
larger book series of which Gavriel is the series editor. His 
Series Foreword to the third edition enables us to see this 
book in the context of the larger whole. Both these luminar-
ies, Ben and Gavriel, have transformed the field of HCI in 
their own signature ways, and I salute both of them.

A very special individual worked hand in hand with me 
in constructing the third edition. Molly McClellan, PhD, 
is a research associate with SimPORTAL at the University 
of Minnesota, performing postdoctoral research in the area 
of perioperative simulation. Completing a book of this scale 
and scope requires incredible persistence and perseverance. 
Molly demonstrates both these attributes and so much more. 
She is a creative problem solver with an uncanny ability to 
organize vast quantities of information from disparate and 
geographically distributed sources. She is smart, generous, 
and exceedingly committed to excellence. I have admired her 
as a scholar and as a human being. It is a privilege to serve as 
her major professor and mentor.

Last but not the least, I wish to recognize the support 
offered me by my husband François and our son Nico. They 
are both, quite simply, my raison de vivre.

Julie A. Jacko
University of Minnesota
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Introduction 
A Moving Target: The Evolution of 
Human–Computer Interaction

Jonathan Grudin

PREAMBLE: HISTORY IN A TIME 
OF RAPID OBSOLESCENCE

“What is a typewriter?” my six-year-old daughter asked.
I hesitated. “Well, it’s like a computer,” I began.

Why Study the History of Human–Computer 
Interaction?

A paper widely read 20 years ago concluded with the advice 
to design a word processor by analogy to something famil-
iar to everyone: a typewriter. Even then, one of my Danish 
students questioned this reading assignment noting that “the 
typewriter is a species on its last legs.” For most of the com-
puting era, interaction involved 80-column punch cards, 
paper tape, line editors, 1920-character displays, 1-megabyte 
diskettes, and other extinct species. Are the interaction issues 
of those times relevant today? No.

Of course, aspects of the human side of human–computer 
interaction (HCI) change very slowly if at all. Much of what 
was learned about our perceptual, cognitive, social, and emo-
tional processes when we interacted with older technologies 
applies to our interaction with emerging technologies as well. 
Aspects of how we organize and retrieve information persist, 
even as the specific technologies that we use change. The 
handbook chapters lay out relevant knowledge of human psy-
chology; how and when that was acquired may not be critical 
and is not the focus here.

Nevertheless, there is a case for understanding the field’s 
history, and the rapid pace of change may strengthen it:

•	 Several disciplines are engaged in HCI research 
and application, but few people are exposed to more 
than one. By seeing how each has evolved, we can 
identify possible benefits of expanding our focus 
and obstacles to doing so.

•	 Celebrating the accomplishments of past visionaries 
and innovators is part of building a community and 
inspiring future contributors, even when some past 
achievements are difficult to appreciate today.

•	 Some visions and prototypes were quickly converted 
to widespread application, whereas others took 
decades and some remain unrealized to this day. By 

understanding the reasons for different outcomes, 
we can assess today’s visions more realistically.

•	 Crystal balls are notoriously unreliable, but anyone 
planning or managing a career in a rapidly changing 
field must consider the future. Our best chance to 
anticipate change is to find trajectories that extend 
from the past to the present. One thing is certain: 
The future will not resemble the present.

This account does not emphasize engineering “firsts.” It 
focuses on technologies and practices as they became widely 
used, reflected in the spread of systems and applications. This 
was often paralleled by the formation of new research fields 
and changes in existing disciplines, which were marked by 
the creation and evolution of professional associations and 
publications. More a social history than a conceptual history, 
this survey points to trends and trajectories you might down-
load into your crystal balls.

A historical account is a perspective. It emphasizes some 
things while de-emphasizing or omitting others. A history can 
be wrong in details, but is never right in any final sense. Your 
questions and your interests will determine how useful a per-
spective is to you. This introduction covers several disciplines, 
but the disciplines of Communication, Design, and Marketing 
receive less attention than another account might provide.

A blueprint for intellectual histories of HCI was estab-
lished by Ron Baecker in the opening chapters of the 
1987 and 1995 editions of Readings in Human–Computer 
Interaction. It was followed in Richard Pew’s chapter in 
the 2003 version of this handbook. Brian Shackel’s (1997) 
account of European contributions and specialized essays 
by Brad Myers (1998) on HCI engineering history and Alan 
Blackwell (2006) on the history of metaphor in design pro-
vide further insights and references. Perlman, Green, and 
Wogalter (1995) is a compendium of early HCI papers that 
appeared in the Human Factors literature. Research on 
HCI within Information Systems is covered by Banker and 
Kaufmann (2004) and Zhang et al. (2009). Rayward (1983, 
1998) and Burke (1994, 2007) review the predigital history of 
information science; Burke (1998) provides a focused study 
of an early digital effort in this field.

In recent years many popular books covering the history of 
personal computing have been published (e.g., Hiltzik 1999; 
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Bardini 2000; Hertzfeld 2005; Markoff 2005; Moggridge 2007). 
This introduction extends my contribution to the previous hand-
book. It includes new research and draws on Timelines columns 
that have appeared in ACM Interactions since March 2006.

Few of the aforementioned writers are trained historians. 
Many lived through much of the computing era as partici-
pants and witnesses, yielding rich insights and questionable 
objectivity. This account draws on extensive literature and 
hundreds of formal interviews and discussions, but every-
one has biases. Personal experiences that illustrate points 
can enliven an account by conveying human consequences 
of changes that otherwise appear abstract or distant. Some 
readers enjoy anecdotes, whereas others find them irritating. 
I try to satisfy both groups by including personal examples in 
a short Appendix, akin to “deleted scenes” on a DVD.

Recent years have also seen the appearance of high-qual-
ity, freely accessed digital reproductions of some early works. 
My references include links to several such works. The repro-
ductions do not always preserve the original pagination, but 
quoted passages can be found with a search tool. Finally, all 
prices and costs have been converted to U.S. dollars as of 2010.

Definitions: HCI, CHI, HF&E, IT, IS, LIS

The most significant term, HCI (human–computer interaction), 
is defined very broadly to cover major threads of research in four 
disciplines: (1) Human Factors/Ergonomics (HF or HF&E), (2) 
Information Systems (IS), (3) Computer Science (CS), and (4) 
Library and Information Science (LIS). The relevant literatures 
are difficult to explore because they differ in the use of simple 
terms. This is discussed later. Here I explain how several key dis-
ciplinary labels are used. CHI (Computer-Human Interaction) 
has a narrower focus, associated mainly with Computer 
Science, the Association for Computing Machinery Special 
Interest Group (ACM SIGCHI), and the latter’s annual CHI 
conference. I use human factors and ergonomics interchange-
ably and refer to the discipline as HF&E—the Human Factors 
Society (HFS) became the Human Factors and Ergonomics 
Society (HFES) in 1992. (Some writers define ergonomics 
more narrowly around hardware.) Information Systems (IS) 
refers to the management discipline that has also been labeled 
Data Processing (DP) and Management Information Systems 
(MIS). I follow common parlance in referring to organizational 
information systems specialists as IT professionals or IT pros. 
With IS taken, I do not abbreviate Information Science. LIS 
(Library and Information Science) represents an old field with 
a new digital incarnation that includes important HCI research. 
Increasingly this discipline goes by simply “Information,” as in 
newly christened Schools of Information.

HUMAN–TOOL INTERACTION AND 
INFORMATION PROCESSING AT THE 
DAWN OF THE COMPUTING ERA

In the century prior to the advent of the first digital computers, 
advances in technology gave rise to two fields of research that 
later contributed to HCI: One focused on making the human 

use of tools more efficient, whereas the other focused on ways 
to represent and distribute information more effectively.

Origin of Human Factors

Frederick Taylor (1911) employed technologies and meth-
ods developed in the late nineteenth century—photography, 
moving pictures, and statistical analysis—to improve work 
practices by reducing performance time. Time and motion 
studies were applied to assembly-line manufacturing and 
other manual tasks. Despite the uneasiness with “Taylorism” 
reflected in Charlie Chaplin’s popular satire Modern Times, 
scientists and engineers strove to boost efficiency and pro-
ductivity using this approach.

Lillian Gilbreth (1914) and her husband Frank were the 
first engineers to combine psychology and scientific manage-
ment. Lillian Gilbreth focused more holistically than Taylor 
on efficiency and worker experience; she is regarded by some 
as the founder of modern Human Factors. Her PhD was the 
first awarded in industrial psychology. She went on to advise 
five U.S. presidents and became the first woman inducted 
into the National Academy of Engineering.

World War I and World War II accelerated efforts to 
match people to jobs, train them, and design equipment that 
could be more easily mastered. Engineering psychology was 
born during World War II after simple flaws in the design of 
aircraft controls (Roscoe 1997) and escape hatches (Dyson 
1979) led to aircraft losses and thousands of casualties. Two 
legacies of World War II were respect for the potential of 
computing, based on its use in code breaking, and an endur-
ing interest in behavioral requirements for design.

During the war, aviation engineers, psychologists, and 
physicians formed the Aeromedical Engineering Association. 
After the war, the terms “human engineering,” “human fac-
tors,” and “ergonomics” came into use, the latter primarily in 
Europe. For more on this history, see Roscoe (1997), Meister 
(1999), and HFES (2010).

Early tool use, whether by assembly-line workers or pilots, 
was not discretionary. If training was necessary, people were 
trained. One research goal was to reduce training time, but a 
more important goal was to increase the speed and reliability 
of skilled performance.

Origin of the Focus on Information

H. G. Wells, known for writing science fiction, campaigned 
for decades to improve society through information dissemi-
nation. In 1905, he outlined a system that might be built using 
another new technology of the era: index cards!

These index cards might conceivably be transparent and so 
contrived as to give a photographic copy promptly whenever 
it was needed, and they could have an attachment into which 
would slip a ticket bearing the name of the locality in which 
the individual was last reported. A little army of attendants 
would be at work on this index day and night. … An inces-
sant stream of information would come of births, of deaths, 
of arrivals at inns, of applications to post offices for letters, 
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of tickets taken for long journeys, of criminal convictions, 
marriages, applications for public doles, and the like. A filter 
of offices would sort the stream, and all day and all night 
forever a swarm of clerks would go to and fro correcting this 
central register and photographing copies of its entries for 
transmission to the subordinate local stations in response to 
their inquiries. …

Would such a human-powered “Web 2.0” be a tool for 
social control or public information access? The image 
evokes the potential, and also the challenges, of the informa-
tion era that is taking shape around us now, a century later.

In the late nineteenth century, technologies and practices 
for compressing, distributing, and organizing information 
bloomed. Index cards, folders, and filing cabinets—models 
for icons on computer displays much later—were impor-
tant inventions that influenced the management of informa-
tion and organizations in the early twentieth century (Yates 
1989). Typewriters and carbon paper facilitated information 
dissemination, as did the mimeograph machine, patented by 
Thomas Edison. Hollerith cards and electromechanical tabu-
lation, celebrated steps toward computing, were heavily used 
to process information in industry.

Photography was used to record information as well as 
behavior. For almost a century, microfilm was the most 
efficient way to compress, duplicate, and disseminate large 
amounts of information. Paul Otlet, Vannevar Bush, and 
other microfilm advocates played a major role in shaping the 
future of information technology.

As the cost of paper, printing, and transportation dropped 
in the late nineteenth and early twentieth centuries, informa-
tion dissemination and the profession of librarianship grew 
explosively. Library associations were formed. The Dewey 
Decimal and Library of Congress classification systems 
were developed. Thousands of relatively poorly-funded pub-
lic libraries sprang up to serve local demand in the United 
States. In Europe, government-funded libraries were estab-
lished to serve scientists and other specialists in medicine and 
the humanities. This difference led to different approaches to 
technology development on either side of the Atlantic.

In the United States, library management and the train-
ing of thousands of librarians took precedence over tech-
nology development and the needs of specialists. Public 
libraries adopted the simple but inflexible Dewey Decimal 
Classification System. The pragmatic focus of libraries and 
emerging library schools meant that research into technology 
was in the province of industry. Research into indexing, cata-
loging, and information retrieval was variously referred to as 
bibliography, documentation, and documentalism.

In contrast, the well-funded European special librar-
ies elicited sophisticated reader demands and pressure for 
libraries to share resources, which promoted interest in 
technology and information management. The Belgian Paul 
Otlet obtained Melvyn Dewey’s permission to create an 
extended version of the Dewey Decimal System that sup-
ported what we would today call hypertext links. Otlet had 
to agree not to implement his “universal decimal classifica-
tion” (UDC) in English for a time, an early example of a 

legal constraint on technology development. UDC is still in 
use in some places.

In 1926, the Carnegie Foundation dropped a bomb-
shell: It endowed the Graduate Library School (GLS) at 
the University of Chicago to focus solely on research. For 
two decades, University of Chicago was the only university 
granting PhDs in library studies. GLS positioned itself in the 
humanities and social sciences, with research into the history 
of publishing, typography, and other topics (Buckland 1998). 
An Introduction to Library Science, the dominant library 
research textbook for 40 years, was written at Chicago 
(Butler 1933). It did not mention information technology at 
all. Library science was shaped by the prestigious GLS pro-
gram until well into the computer era, and human–tool inter-
action was not among its major concerns. Documentalists, 
researchers who focused on technology, were concentrated 
in industry and government agencies.

Burke (2007, p. 15) summarized the early history with its 
emphasis on training librarians and other specialists: “Most 
information professionals … were focusing on providing 
information to specialists as quickly as possible. The terms 
used by contemporary specialists appeared to be satisfac-
tory for many indexing tasks and there seemed no need for 
systems based on comprehensive and intellectually pleasing 
classification schemes. The goal of creating tools useful to 
nonspecialists was, at best, of secondary importance.”

My account emphasizes when computer technologies 
came into what might be called “nonspecialist use.” The early 
history of information management is significant, however, 
because the Web and declining digital storage costs have made 
it evident that everyone will soon become their own informa-
tion managers, just as we are all now telephone operators. But 
I am getting ahead of our story. This section concludes with 
accounts of two individuals who, in different ways, shaped 
the history of information research and development.

Paul Otlet and the Mundaneum
Like his contemporary H.G. Wells, Otlet envisioned a vast net-
work of information. But unlike Wells, Otlet and his collabora-
tors built one. Otlet established a commercial research service 
around facts that he had been cataloging on index cards since 
the late nineteenth century. In 1919, the Belgian government 
financed the effort, which moved to a record center called the 
Mundaneum. By 1934, 15 million index cards and millions of 
images were organized using UDC, whose formula enabled 
the linking of items. Curtailed by the Depression and damaged 
during World War II, the work was largely forgotten. It was 
not cited by developers of the metaphorically identical Xerox 
NoteCards, an influential hypertext system of the 1980s.

Technological innovation continued in Europe with the 
development of mechanical systems of remarkable ingenuity 
(Buckland 2009). Features included the use of photorecep-
tors to detect light passing through holes in index cards posi-
tioned to represent different terms, enabling rapid retrieval of 
items on specific topics. These innovations inspired a well-
known American scientist and research manager to go ahead 
with his endeavors.
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Vannevar Bush and Microfilm Machines
Massachusetts Institute of Technology (MIT) professor 
Vannevar Bush was one of the most influential scientists in 
American history. He advised Presidents Franklin Roosevelt 
and Harry Truman, served as director of the Office of 
Scientific Research and Development, and was president of 
the Carnegie Institute.

Bush is remembered today for “As We May Think,” his 
1945 Atlantic Monthly essay. It described the MEMEX, a 
hypothetical microfilm-based electromechanical information-
processing machine. The MEMEX was to be a personal 
workstation that enabled a professional to quickly index and 
retrieve documents or pictures and create hypertext-like asso-
ciations among them. The essay, excerpted later in this sec-
tion, inspired computer engineers and computer scientists who 
made major contributions to HCI in the 1960s and beyond.

Not so well known is that Bush wrote the core of his essay 
in the early 1930s. Then, shrouded in secrecy he spent two 
decades and unprecedented resources on the design and 
construction of several machines that comprised a subset 
of MEMEX features. None were successful. The details 
are recounted in Colin Burke’s (1994) comprehensive book 
Information and Secrecy: Vannevar Bush, Ultra, and the 
Other Memex.

Microfilm—photographic miniaturization—had qualities 
that attracted Bush, as they had Otlet. Microfilm was light, 
could be easily transported, and was as easy to duplicate 
as paper records (Xerox photocopiers did not appear until 
1959). The cost of handling film was brought down by tech-
nology created for the moving picture industry. Barcodelike 
patterns of small holes could be punched on a film and read 
very quickly by passing the film between light beams and 
photoreceptors. Microfilm was tremendously efficient as a 
storage medium. Memory based on relays or vacuum tubes 
would never be competitive, and magnetic memory, when it 
eventually arrived, was less versatile and far more expensive. 
It is easy today to overlook the compelling case that existed 
for basing information systems on microfilm.

Bush’s machines failed because he set overly ambitious 
compression and speed goals, ignored patent ownership 
issues, and most relevant to our account, was unaware of what 
librarians and documentalists had learned through decades 
of work on classification systems. American documentalists 
were active, although not well funded in their work. In 1937, 
the American Documentation Institute (ADI) was formed, 
predecessor of present-day American Society for Information 
Science and Technology (ASIST). Had he worked with them, 
Bush, an electrical engineer by training, might have avoided 
the fatal assumption that small sets of useful indexing terms 
could easily be defined and agreed upon. Metadata design is 
still a research challenge.

At times Bush considered libraries and the public as poten-
tial users, but his machines cost far too much for library patrons 
to be plausible users. He began with the Federal Bureau of 
Investigation (FBI) in mind and focused on military uses of 
cryptography and information retrieval, and a major project 

was for the Central Intelligence Agency (CIA). Despite the 
classified nature of this work, through his academic and gov-
ernment positions, his writings, the vast resources he com-
mandeered, and the scores of brilliant engineers he enlisted 
to work on microfilm projects, Bush promoted his vision and 
exerted influence for two decades, well into the computer era.

Bush’s vision emphasized both associative linking of infor-
mation sources and discretionary use: Associative indexing, 
the basic idea of which is a provision whereby any item may 
be caused at will to select immediately and automatically 
another. This is the essential feature of the MEMEX. … Any 
item can be joined into numerous trails. … New forms of 
encyclopedias will appear, ready-made with a mesh of asso-
ciative trails [which a user could extend]. …

The lawyer has at his touch the associated opinions and 
decisions of his whole experience and of the experience of 
friends and authorities. The patent attorney has on call the 
millions of issued patents, with familiar trails to every point 
of his client’s interest. The physician, puzzled by a patient’s 
reactions, strikes the trail established in studying an earlier 
similar case and runs rapidly through analogous case his-
tories, with side references to the classics for the pertinent 
anatomy and histology. The chemist, struggling with the 
synthesis of an organic compound, has all the chemical lit-
erature before him in his laboratory, with trails following the 
analogies of compounds and side trails to their physical and 
chemical behavior. 

The historian, with a vast chronological account of a 
people, parallels it with a skip trail which stops only on the 
salient items, and can follow at any time contemporary trails 
which lead him all over civilization at a particular epoch. 
There is a new profession of trail blazers, those who find 
delight in the task of establishing useful trails through the 
enormous mass of the common record. (Bush 1945).

Bush knew that the MEMEX was not realistic. None of his 
many projects included designs for the “essential” associative 
linking. His inspirational account nicely describes present-
day hands-on discretionary use of computers by profession-
als. But that would arrive 50 years later, built on technologies 
then undreamt of. Bush did not support the early use of com-
puters, which were slow, bulky, and expensive. Computers 
were clearly inferior to microfilm.

1945–1955: MANAGING VACUUM TUBES

World War II changed everything. Prior to the war, govern-
ment funding of research was minimal and primarily man-
aged by the Department of Agriculture. The unprecedented 
investment in science and technology during the war years 
revealed that huge sums could be found—for academic or 
industrial research that addressed national goals. Research 
expectations and strategies would never again be the same.

Sophisticated electronic computation machines built 
before and during World War II were designed for specific 
purposes, such as solving equations or breaking codes. Each of 
the extremely expensive cryptographic machines that helped 
win the war was designed to attack a specific encryption 
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device. A new one was needed whenever the enemy changed 
machines. These limitations spurred interest in general-
purpose computational devices. Wartime improvements in 
technologies such as vacuum tubes made them more feasible, 
and their deployment brought HCI into the foreground.

When engineers and mathematicians emerged from mili-
tary and government laboratories (and secret project rooms 
on university campuses), the public became aware of some of 
the breakthroughs. Development of ENIAC, arguably the first 
general-purpose computer, was begun in secret during the war 
but announced publicly as a “giant brain” only when it was 
completed in 1946. (Its first use, for calculations supporting 
hydrogen bomb development, was not publicized.) Accounts 
of the dimensions of ENIAC vary, but it stood 8–10-feet high, 
occupied about 1800 square feet, and consumed as much 
energy as a small town. It provided far less computation and 
memory than what can be acquired today for a few dollars, 
slipped into a pocket, and powered with a small battery.

Memory was inordinately expensive. Even the largest 
computers of the time had little memory, so they were used 
for computation and not for symbolic representation or infor-
mation processing. Reducing operator burden was a key HCI 
focus, including replacing or resetting vacuum tubes more 
quickly, loading stored-program computers from tape rather 
than by manually attaching cables, and setting switches. 
Following “knobs and dials” human factors improvements, 
one computer operator could accomplish work that had previ-
ously required a team.

Libraries installed simple microfilm readers to assist the 
retrieval of information as publication of scholarly and popu-
lar material soared. Beyond that, library and library school 
involvement with technology was limited, even as the foun-
dation for information science came into place. The war had 
forged alliances among the documentalists, electrical engi-
neers, and mathematicians interested in communication and 
information management. Vannevar Bush’s collaborators 
who were involved in this effort included Claude Shannon 
and Warren Weaver, coauthors in 1949 of the seminal work 
on information theory (called communication theory at that 
time). Prominent American documentalist Ralph Shaw joined 
Bush’s efforts. Library schools continued to focus on librarian-
ship, social science, and historical research. The GLS orienta-
tion still dominated the field. If anything the split was greater: 
In the 1930s, the technology-oriented ADI had included librar-
ians and support for systems that spanned the humanities and 
sciences; with the coming of the war and continuing after it, 
ADI’s concerns became those of government and Big Science.

Three Roles in Early Computing

Early computer projects employed people in the following 
roles: managers, programmers, and operators. Managers 
oversaw the design, development, and operation of projects. 
They specified the programs to be written and distributed the 
output. Scientists and engineers wrote the programs, working 
with mathematically adept programmers who decomposed a 

task into components that the computer could manage (for 
ENIAC, this was a team of six women). A small army of 
operators was needed. Once written, a program could take 
days to load by setting switches, dials, and cable connections. 
Despite innovations that boosted reliability, including operat-
ing vacuum tubes at lower power than normal and providing 
visible indicators of their failure, ENIAC was often stopped 
to locate and replace failed tubes. Vacuum tubes were report-
edly wheeled around in shopping carts.

Eventually, each occupation—computer operation, man-
agement and systems analysis, and programming—became a 
major focus of HCI research, centered respectively in human 
factors, information systems, and computer science. Computers 
and our interaction with them evolved, but our research spec-
trum still reflects aspects of this early division of labor.

Grace Hopper: Liberating Computer Users
As computers became more reliable and capable, pro-
gramming became a central activity. Computer languages, 
compilers, and constructs such as subroutines facilitated 
“programmer–computer interaction.” Grace Hopper was 
a pioneer in these areas. She described her goal as freeing 
mathematicians to do mathematics (Hopper 1952; see also 
Sammet 1992). This is echoed in today’s usability goal of 
freeing users to do their work. HCI professionals often argue 
that they are marginalized by software developers; in much 
the same way, Hopper’s accomplishments have arguably 
been undervalued by theoretical computer scientists.

1955–1965: TRANSISTORS, NEW VISTAS

Early forecasts that the world would need few computers 
reflected the limitations of vacuum tubes. Solid-state com-
puters, which first became available commercially in 1958, 
changed this. Computers were still used primarily for scien-
tific and engineering tasks, but they were reliable enough not 
to require a staff of computer engineers. The less computer-
savvy operators who oversaw them needed better interfaces. 
And although computers were too expensive and limited to 
be widely used, the potential of transistor-based computing 
was evident. Some researchers envisioned possibilities that 
were previously unimaginable.

Another major force was reaction to the then Soviet 
Union’s launch of the Sputnik satellite in October 1957. This 
was a challenge to the West to invest in science and tech-
nology; becoming part of the response was a way to tie a 
research program to the national interest, which World War 
II had revealed to be so effective.

Supporting Operators: The First Systematic 
Human–Computer Interaction Research

In the beginning, the computer was so costly that it had to 
be kept gainfully occupied for every second; people were 
almost slaves to feed it.

Brian Shackel (1997, p. 97)
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Almost all computer use of this period involved programs 
and data that were read in from cards or tape. Programs then 
ran without interruption until they terminated, producing 
printed, punched, or tape output along the way. This “batch 
processing” restricted human interaction to basic operation, 
programming, and use of the output. Of these, only computer 
operation, the least intellectually challenging and lowest-
paying job, involved hands-on computer use.

Computer operators loaded and unloaded cards and mag-
netic or paper tapes, set switches, pushed buttons, read lights, 
loaded and burst printer paper, and put printouts into distri-
bution bins. Operators interacted directly with the system 
via a teletype: Typed commands interleaved with computer 
responses and status messages were printed on paper that 
scrolled up one line at a time. Eventually, they yielded to 
“glass tty’s” (glass teletypes), also called cathode-ray tubes 
(CRTs) and visual display units/terminals (VDUs/VDTs). 
For many years, these displays also scrolled commands and 
computer responses one line at a time. The price of a mono-
chrome terminal that could display alphanumeric characters 
was equivalent to US$50,000 today—expensive, but only a 
small fraction of the cost of the computer. A large computer 
might have one or more consoles. Programmers did not use 
the interactive consoles. Programs were typically written on 
paper and keypunched onto cards or tape.

Improving the design of buttons, switches, and displays 
was a natural extension of human factors. Experts in HF&E 
authored the first HCI papers. In 1959 British researcher 
Brian Shackel published “Ergonomics for a Computer,” 
followed in 1962 by “Ergonomics in the Design of a Large 
Digital Computer Console.” These described console rede-
sign for analog and digital computers called the EMIac and 
EMIdec 2400. Shackel (1997) described the latter as the larg-
est computer of the time.

In the United States, American aviation psychologists 
created the Human Engineering Society in 1956, which 
was focused on skilled performance including improving 
efficiency, reducing errors, and training. The next year it 
adopted the more elegant title Human Factors Society and 
in 1958 it initiated the journal Human Factors. Sid Smith’s 
(1963) “Man–Computer Information Transfer” marked the 
start of his long career with the human factors of computing.

Visions and Demonstrations

As transistors replaced vacuum tubes, a wave of imaginative 
writing, conceptual innovation, and prototype building swept 
through the research community. Some of the language is 
dated, notably the use of male generics, but many of the key 
concepts resonate even today.

J.C.R. Licklider at Bolt Beranek and Newman 
and Advanced Research Projects Agency
Licklider, a psychologist, played a dual role in the develop-
ment of this field. He wrote influential essays and backed 
important research projects as a manager at Bolt Beranek 
and Newman (BBN) from 1957 to 1962 and as director of 

the Information-Processing Techniques Office (IPTO) of the 
Department of Defense Advanced Research Projects Agency 
(called ARPA and DARPA at different times) from 1962 to 1964.

BBN employed dozens of influential researchers on 
computer-related projects funded by the government, includ-
ing John Seely Brown, Richard Pew, and many MIT fac-
ulty members such as John McCarthy, Marvin Minsky, and 
Licklider himself. Funding by IPTO was crucial in creat-
ing computer science departments and establishing artifi-
cial intelligence (AI) as a discipline in the 1960s. It is best 
known for a Licklider project that created the forerunner of 
the Internet called the ARPANET.

In 1960, Licklider outlined a vision he called man–
machine symbiosis: “There are many man–machine sys-
tems. At present, however, there are no man–computer 
symbioses—answers are needed.” The computer was “a fast 
information-retrieval and data-processing machine” destined 
to play a larger role: “One of the main aims of man–computer 
symbiosis is to bring the computing machine effectively into 
the formulative parts of technical problems” (pp. 4–5).

This required rapid, real-time interaction, which batch 
systems did not support. In 1962, Licklider and Wes Clark 
outlined the requirements of a system for “online man–
computer communication.” They identified capabilities that 
they felt were ripe for development: time-sharing of a com-
puter among many users; electronic input–output surfaces to 
display and communicate symbolic and pictorial information; 
interactive, real-time support for programming and informa-
tion processing; large-scale information storage and retrieval 
systems; and facilitation of human cooperation. They fore-
saw that other desirable technologies, such as speech recog-
nition and natural language understanding, would be very 
difficult to achieve.

In a 1963 memorandum that cleverly tied computing to the 
emerging post-Sputnik space program, Licklider addressed his 
colleagues as “the members and affiliates of the Intergalactic 
Computer Network” and identified many features of a future 
Internet (Licklider 1963). His 1965 book Libraries of the 
Future expanded this vision. Licklider’s role in advancing 
computer science and HCI is detailed by Waldrop (2001).

John McCarthy, Christopher Strachey, 
and Wesley Clark
McCarthy and Strachey worked out details of time-sharing, 
which made interactive computing possible (Fano and 
Corbato 1966). Apart from a few researchers who had access 
to computers built with no-expenses-spared military fund-
ing, computer use was too expensive to support exclusive 
individual access. Time-sharing allowed several (and later 
dozens) simultaneous users to work at terminals. Languages 
were developed to facilitate the control and programming of 
time-sharing systems (e.g., JOSS in 1964).

Clark was instrumental in building the TX-0 and TX-2 
at MIT’s Lincoln Laboratory to demonstrate time-sharing 
and other innovative concepts. These machines, which cost 
on the order of US$10 million, helped establish the Boston 
area as a center for computer research. The TX-2 was the 
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most powerful and capable computer in the world at the time. 
It was much less powerful and capable than a present-day 
smartphone. Clark and Ivan Sutherland discussed this era in 
a CHI’05 panel, which is accessible online (Buxton 2006).

Ivan Sutherland and Computer Graphics
Sutherland’s 1963 PhD thesis may be the most influential 
document in the history of HCI. His Sketchpad system, built 
on TX-2 to make computers “more approachable,” launched 
computer graphics, which would have a decisive impact on 
HCI 20 years later. A nice version restored by Alan Blackwell 
and Kerry Rodden is available (http://www.cl.cam.ac.uk/
TechReports/UCAM-CL-TR-574.pdf).

Sutherland demonstrated iconic representations of soft-
ware constraints, object-oriented programming concepts, and 
the copying, moving, and deleting of hierarchically organized 
objects. He explored novel interaction techniques, such as pic-
ture construction using a light pen. He facilitated visualization 
by separating the coordinate system used to define a picture 
from the one used to display it, and demonstrated animated 
graphics, noting the potential for digitally rendered cartoons 
20 years before Toy Story. His frank descriptions enabled oth-
ers to make rapid progress in the field—when engineers found 
Sketchpad too limited for computer-assisted design (CAD), he 
called the trial a “big flop” and indicated why.

In 1964, with his PhD behind him, Sutherland succeeded 
Licklider as the director of IPTO. Among those he funded was 
Douglas Engelbart at the Stanford Research Institute (SRI).

Douglas Engelbart: Augmenting Human Intellect
In 1962, Engelbart published “Augmenting Human Intellect: 
A Conceptual Framework.” Over the next several years he built 
systems that made astonishing strides toward realizing this 
vision. He also supported and inspired engineers and program-
mers who went on to make major independent contributions.

Echoing Bush and Licklider, Engelbart saw the potential 
for computers to become congenial tools that people would 
choose to use interactively: 

By ‘augmenting human intellect’ we mean increasing the 
capability of a man to approach a complex problem situation, 
to gain comprehension to suit his particular needs, and to 
derive solutions to problems. … By ‘complex situations’ we 
include the professional problems of diplomats, executives, 
social scientists, life scientists, physical scientists, attorneys, 
designers. … We refer to a way of life in an integrated domain 
where hunches, cut-and-try, intangibles, and the human ‘feel 
for a situation’ usefully coexist with powerful concepts, 
streamlined terminology and notation, sophisticated meth-
ods, and high-powered electronic aids.

(Engelbart 1962, p. 1)

Engelbart used ARPA funding to rapidly develop and 
integrate an extraordinary set of prototype applications into 
his NLS system. In doing so, he conceptualized and imple-
mented the foundations of word processing, invented or 
refined input devices including the mouse and the multikey 
control box, and made use of multidisplay environments that 

integrated text, graphics, and video in windows. These unpar-
alleled advances were demonstrated in a sensational 90-min-
ute live event at the 1968 Fall Joint Computer Conference 
in San Francisco, California (http://sloan.stanford.edu/
MouseSite/1968Demo.html). The focal point for interactive 
systems research in the United States was moving from the 
East Coast to the West Coast.

Engelbart, an engineer, supported human factors testing to 
improve efficiency and reduce errors in skilled use, focusing 
on effects of fatigue and stress. Engelbart’s systems required 
training. He felt that people should be willing to tackle a 
difficult interface if it delivered great power once mastered. 
Unfortunately, the lack of concern for initial usability was 
a factor in Engelbart’s loss of funding. His demonstra-
tion became something of a success disaster: DARPA was 
impressed and installed NLS, but found it too difficult to use 
(Bardini 2000). Years later, the question “Is it more impor-
tant to optimize for skilled use or initial use?” was widely 
debated, and still occasionally surfaces in HCI discussions.

Ted Nelson’s Vision of Interconnectedness
In 1960, Ted Nelson, a graduate student in sociology who 
coined the term hypertext, founded Project Xanadu. The goal 
was an easily used computer network. In 1965, he published a 
paper titled “A File Structure for the Complex, the Changing 
and the Indeterminate.” Nelson continued to write stirring 
calls for systems to democratize computing through a highly 
interconnected, extensible network of digital objects (e.g., 
Nelson 1973). Xanadu was never fully realized. Nelson did 
not consider the early World Wide Web to be an adequate 
realization of his vision, but lightweight technologies such 
as weblogs, wikis, collaborative tagging, and search enable 
many of the activities he envisioned.

Later, Nelson (1996) foresaw intellectual property issues 
arising in digital domains and coined the term “micropay-
ment.” Although his solutions were again not fully imple-
mented, they drew attention to important issues.

From Documentation to Information Science

The late 1950s saw the last major investments in microfilm 
and other predigital systems. The most ambitious were mili-
tary and intelligence systems, including Vannevar Bush’s 
final efforts (Burke 1994). Documentalists began to see that 
declining memory costs would enable computation engines 
to become information-processing machines. The conceptual 
evolution was relatively continuous, but at the institutional 
level change could come swiftly. New professions—mathe-
maticians and engineers—were engaged in technology devel-
opment, new initiatives were launched that still bore few ties 
to contemporary librarianship or the humanities orientation 
of library schools. A new banner was needed.

Merriam Webster dates the term information science to 
1960. Conferences held at Georgia Institute of Technology in 
1961 are credited with shifting the focus from information as 
a technology to information as an incipient science. In 1963, 
chemist-turned-documentalist Jason Farradane taught the 
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first information science courses at City University, London, 
United Kingdom. The profession of chemistry had long 
invested in organizing its literature systematically, and another 
chemist-turned-documentalist Allen Kent was at the center 
of a major information science initiative at the University 
of Pittsburgh (Aspray 1999). In the early 1960s, Anthony 
Debons, a psychologist and friend of Licklider, organized a 
series of NATO-sponsored congresses at Pittsburgh. Guided 
by Douglas Engelbart, these meetings centered on people and 
on how technology could augment their activities. In 1964 
the Graduate Library School at the University of Pittsburgh 
became the Graduate School of Library and Information 
Sciences, and Georgia Tech formed a School of Information 
Science initially with one full-time faculty member.

Conclusion: Visions, Demos, and Widespread Use

Progress in HCI can be understood in terms of inspiring 
visions, conceptual advances that enable aspects of the visions 
to be demonstrated in working prototypes, and the evolution 
of design and application. The engine, enabling visions to be 
realized and soon thereafter to be widely deployed, was the 
relentless hardware advance that produced devices that were 
millions of times more powerful than the much more expen-
sive systems designed and used by the pioneers.

At the conceptual level, much of the basic foundation for 
today’s graphical user interfaces (GUIs) was in place by 1965. 
However, at that time it required individual use of a US$10-
million custom-built machine. Pew (2003, p. 3) describes the 
1960 Digital Equipment Corporation (DEC) PDP-1 as a break-
through, “truly a computer with which an individual could 
interact.” The PDP-1 came with a CRT display, keyboard, light 
pen, and paper tape reader. It cost about US$1 million and had 
the capacity that a Radio Shack TRS 80 had 20 years later. It 
required considerable technical and programming support. Even 
the PDP-1 could only be used by a few fortunate researchers.

Licklider’s man–computer symbiosis, Engelbart’s aug-
menting human intellect, and Nelson’s “conceptual frame-
work for man–machine everything” described a world that 
did not exist. It was a world in which attorneys, doctors, 
chemists, and designers chose to become hands-on users of 
computers. For some time to come, the reality would be that 
most hands-on users were computer operators engaged in 
routine, nondiscretionary tasks. As for the visions, 40 years 
later some of the capabilities are taken for granted, some are 
just being realized, and others remain elusive.

1965–1980: HUMAN–COMPUTER 
INTERACTION PRIOR TO PERSONAL 
COMPUTING

Control Data Corporation launched the transistor-based 6000 
series computer in 1964. In 1965, commercial computers 
based on integrated circuits arrived with the IBM System/360. 
These powerful systems, later called mainframes to distin-
guish them from minicomputers, firmly established com-
puting in the business realm. Each of the three computing 

roles—operation, management, and programming—became 
a significant profession.

Operators still interacted directly with computers for 
routine maintenance and operation, and as time-sharing 
developed, hands-on use expanded to include data entry and 
other repetitive tasks. Managers and systems analysts over-
saw hardware acquisition, software development, operation, 
and the use of output. They were usually not hands-on users, 
although people who relied on printed output and reports did 
call themselves “computer users.”

Apart from those working in research settings, few pro-
grammers were direct users until late in this period. Many 
prepared flowcharts and wrote programs on paper forms. 
Keypunch operators then punched the program instructions 
onto cards, which were sent to computer centers for computer 
operators to load into the computer and run. Printouts and 
other output were picked up later. Many programmers used 
computers directly when they could, but the cost generally 
dictated more efficient division of labor.

We are focusing on broad trends. Business computing took 
off in the mid-1960s, although the 1951 LEO I was probably 
the first commercial business computer. This interesting ven-
ture, which ended with the arrival of the mainframe era, is 
detailed in Wikipedia (under ‘LEO computer’) and the books 
and articles referenced there.

Human Factors and Ergonomics 
Embrace Computer Operation

In 1970, Brian Shackel founded the Human Sciences and 
Advanced Technology (HUSAT) center at Loughborough 
University in Leicestershire, the United Kingdom, which is 
devoted to ergonomics research that emphasizes HCI. Sid 
Smith and other human factors engineers worked on input and 
output issues, such as the representation of information on dis-
plays (e.g., Smith, Farquhar, and Thomas 1965) and computer-
generated speech (Smith and Goodwin 1970). The Computer 
Systems Technical Group (CSTG) of the HFS was formed in 
1972, and soon it was the largest technical group in the society.

The general Human Factors journal was joined in 1969 
by the computer-focused International Journal of Man–
Machine Studies (IJMMS). The first widely read HCI book was 
James Martin’s (1973) Design of Man–Computer Dialogues. 
Martin’s comprehensive survey of interfaces for operation 
and data entry began with an arresting opening chapter that 
described a world in transition. Extrapolating from declining 
hardware prices, he wrote, “The terminal or console operator, 
instead of being a peripheral consideration, will become the 
tail that wags the whole dog. … The computer industry will 
be forced to become increasingly concerned with the usage of 
people, rather than with the computer’s intestines” (pp. 3–4).

In the mid-1970s, U.S. government agencies responsi-
ble for agriculture and social security initiated large-scale 
data-processing system projects, described by Pew (2003). 
Although not successful, these efforts led to methodological 
innovations in the use of style guides, usability laboratories, 
prototyping, and task analysis.



xxxvIntroduction 

In 1980, three significant HF&E books were published: two 
on VDT design (Cakir, Hart, and Stewart 1980; Grandjean 
and Vigliani 1980) and one general guideline (Damodaran, 
Simpson, and Wilson 1980). Drafts of a German work on 
VDT standards, made public in 1981, provided an economic 
incentive to design for human capabilities by threatening to 
ban noncompliant products. Later in the same year, a cor-
responding American National Standards Institute standards 
group for “office and text systems” was formed.

Information Systems (IS) Addresses 
the Management of Computing

Companies acquired expensive business computers to 
address major organizational concerns. Even when the prin-
cipal concern was simply to appear modern (Greenbaum 
1979), the desire to show benefits from a multimillion dol-
lar investment could chain managers to a computer almost 
as tightly as were the operator and data entry “slaves.” In 
addition to being expected to make use of output, they might 
encounter resistance to system acceptance.

Beginning in 1967, the journal Management Science pub-
lished a column titled “Information Systems in Management 
Science.” Early definitions of IS included “an integrated 
man–machine system for providing information to support 
the operation, management, and decision-making functions 
in an organization” (Davis 1974) and “the effective design, 
delivery, and use of information systems in organizations” 
(Keen 1980 quoted in Zhang, Nah, and Preece 2004). In 
1968, an MIS center and degree program was established at 
Minnesota. It initiated several influential research streams 
and in 1977 launched MIS Quarterly, the leading journal in 
the field. The MIS field juxtaposed a focus on specific tasks 
in organizational settings with demands for general theory 
and precise measurement, a challenging combination.

A historical survey (Banker and Kaufmann 2004) identi-
fies HCI as one of five major IS research streams and dates 
it back to Ackoff’s (1967) paper describing challenges in 
handling computer-generated information. There was some 
research into hands-on operator issues such as data entry and 
error messages, but for a decade most HCI work in IS dealt 
with the users of information, typically managers. Research 
included the design of printed reports, but the drive for 
theory led to a strong focus on cognitive styles: individual 
differences in how people (notably managers) perceive and 
process information. Articles on HCI were published in 
the human factors-oriented IJMMS as well as management 
journals.

Sociotechnical approaches to system design (Mumford 
1971, 1976; Bjørn-Andersen and Hedberg 1977) were devel-
oped in response to user difficulties and resistance. These 
involved educating representative workers about techno-
logical possibilities and involving them in design, in part to 
increase their acceptance of the resulting system. Late in this 
period, sophisticated views of the complex social and organi-
zational dynamics around system adoption and use emerged 
(e.g., Kling 1980; Markus 1983).

Programming: Subject of Study, Source of Change

Even programmers who were not hands-on users were inter-
acting with computers, and more than 1000 research papers 
on variables affecting programming performance were pub-
lished in the 1960s and 1970s (Baecker and Buxton 1987). 
Most were studies of the behavior of programmers in iso-
lation, independent of organizational context. Influential 
reviews of this work included Gerald Weinberg’s landmark 
The Psychology of Computer Programming in 1971; Ben 
Shneiderman’s Software Psychology: Human Factors in 
Computer and Information Systems in 1980; and Beau 
Sheil’s 1981 review of studies of programming notation (con-
ditionals, control flow, data types), practices (flowcharting, 
indenting, variable naming, commenting), and tasks (learn-
ing, coding, debugging).

Software developers changed the field through inven-
tion. In 1970, Xerox Palo Alto Research Center (PARC) was 
founded to advance computer technology by developing new 
hardware, programming languages, and programming envi-
ronments. It attracted researchers and system builders from 
the laboratories of Engelbart and Sutherland. In 1971, Allen 
Newell of Carnegie Mellon University (CMU), Pennsylvania, 
proposed a project to PARC, which was launched 3 years 
later: “Central to the activities of computing—programming, 
debugging, etc.—are tasks that appear to be within the scope 
of this emerging theory [a psychology of cognitive behavior]” 
(Card and Moran 1986, p. 183).

Like HUSAT, which was also launched in 1970, PARC 
had a broad charter. HUSAT focused on ergonomics, 
anchored in the tradition of nondiscretionary use, one com-
ponent of which was the human factors of computing. PARC 
focused on computing, anchored in visions of discretionary 
use, one component of which was also the human factors of 
computing. Researchers at PARC, influenced by cognitive 
psychology, extended the primarily perceptual motor focus 
of human factors to higher-level cognition, whereas HUSAT, 
influenced by sociotechnical design, extended human factors 
by considering organizational factors.

Computer Science: A New Discipline

Computer science departments in educational institutions 
emerged in the mid-1960s. ome originated in engineering, 
others in applied mathematics. From engineering, computer 
graphics was a specialization of particular relevance to HCI. 
Applied mathematics was the background of many early AI 
researchers, which has interacted with HCI in complex ways 
in subsequent years.

The expensive early machines capable of interesting work 
were funded without consideration to cost by branches of 
the military. Technical success was the sole evaluation cri-
terion (Norberg and O’Neill 1996). Directed by Licklider, 
Sutherland, and their successors, ARPA played a major role. 
The need for heavy funding concentrated researchers in a 
few centers, which bore little resemblance to the batch and 
time-shared business computing environments of that era. 
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User needs differed: The technically savvy hands-on users 
in research settings did not press for low-level interface 
enhancements.

The computer graphics and AI perspectives that arose in 
these centers differed from the perspectives of HCI research-
ers who focused on less expensive, more widely deployed 
systems. Computer graphics and AI required processing 
power; hardware advances meant declining cost for the same 
high level of computation. For HCI researchers, hardware 
advances meant greater computing capability at the same 
low price. Only later would this difference diminish, when 
widely available machines could support graphical interfaces 
and some AI programs. Despite this gap, between 1965 and 
1980 some computer science researchers focused on interac-
tion, which is not surprising given that interaction was an 
element of the visions formulated in the previous decade.

Computer Graphics: Realism and Interaction
In 1968, Sutherland joined David Evans to establish an influ-
ential computer graphics laboratory at the University of 
Utah. The Utah Computer Science Department was founded 
in 1965, as part of computer science’s first move into aca-
demic prominence. Utah contributed to the western migra-
tion as graduates of the laboratory, including Alan Kay and 
William Newman (and later Jim Blinn and Jim Clark), went 
to California. Most graphics systems at the time were built on 
the DEC PDP-1 and PDP-7. These expensive machines—the 
list price of a high-resolution display alone was equivalent to 
more than US$100,000 in today’s dollars—were in principle 
capable of multitasking, but in practice most graphics pro-
grams required all of a processor’s cycles.

In 1973 the Xerox Alto arrived, a powerful step toward 
realizing Alan Kay’s vision of computation as a medium 
for personal computing (Kay and Goldberg 1977). The Alto 
was too expensive to be widely used—it was never widely 
marketed—and not powerful enough to support high-end 
graphics research, but it did support graphical interfaces 
of the kind Engelbart had prototyped. In doing so, the Alto 
signaled the approach of inexpensive, interactive, personal 
machines capable of supporting graphics. Computer graph-
ics researchers had to decide whether to focus on high-end 
graphics or on more primitive features that would soon run 
on widely affordable machines.

William Newman, coauthor in 1973 of the influential 
Principles of Interactive Computer Graphics, described the 
shift in a personal communication: “Everything changed—
the computer graphics community got interested in real-
ism; I remained interested in interaction, and I eventually 
found myself doing HCI.” He was not alone. Other graph-
ics researchers whose focus shifted to broader interac-
tion issues included Ron Baecker and Jim Foley. Foley and 
Wallace (1974, p. 462) identified requirements for designing 
“interactive graphics systems whose aim is good symbiosis 
between man and machine.” The shift was gradual: A total 
of 18  papers in the first SIGGRAPH conference, in 1974, 
had the words “interactive” or “interaction” in their titles. 
A decade later, there would be none.

At Xerox, Larry Tesler and Tim Mott recognized that 
Alto could support a graphical interface accessible to 
untrained people. The latter point had not been impor-
tant given the prior focus on trained, expert performance. 
By early 1974, Tesler and Mott had developed the Gypsy 
text editor. Gypsy and Xerox’s Bravo editor developed by 
Charles Simonyi preceded and influenced Microsoft Word 
(Hiltzik 1999).

The focus on interaction was highlighted in 1976 when 
SIGGRAPH sponsored a 2-day workshop in Pittsburgh, User-
Oriented Design of Interactive Graphics Systems (UODIGS). 
Participants who were later active in CHI included Jim 
Foley, William Newman, Ron Baecker, John Bennett, Phyllis 
Reisner, and Tom Moran. Licklider and Nicholas Negroponte 
presented vision papers. The conference was managed by 
the chair of Pittsburgh’s computer science department. One 
participant was Anthony Debons, Licklider’s friend who had 
helped build Pittsburgh’s world-renowned information sci-
ence program. The UODIGS’76 workshop arguably marked 
the end of a visionary period, embodying an idea whose time 
had not quite yet come. Licklider saw it clearly: 

Interactive computer graphics appears likely to be one of the 
main forces that will bring computers directly into the lives 
of very large numbers of people during the next two or three 
decades. Truly user-oriented graphics of sufficient power to 
be useful to large numbers of people has not been widely 
affordable, but it will soon become so and, when it does, the 
appropriateness and quality of the products offered will to a 
large extent determine the future of computers as intellectual 
aids and partners of people.

(Licklider 1976, p. 89)

UODIGS was not repeated. Despite the stature of its par-
ticipants, the 150-page proceedings were not cited. Not until 
1981 was another user-oriented design conference held, after 
which such conferences were held every year. Application of 
graphics was not quite at hand; most HCI research remained 
focused on interaction driven by commands, forms, and full-
page menus.

Artificial Intelligence: Winter Follows Summer
In the late 1960s and early 1970s AI burst onto the scene, 
promising to transform HCI. It did not go as planned. 
Logically, AI and HCI are closely related. What are intel-
ligent machines for if not to interact with people? Research 
on AI has influenced HCI: Speech recognition and natu-
ral language are perennial HCI topics; expert, knowledge-
based, adaptive, and mixed-initiative systems have been 
tried, as have applications of production systems, neural net-
works, and fuzzy logic. Today, human–robot interaction and 
machine learning are attracting much attention.

Although some AI features make it into systems and 
applications, frequent predictions that powerful machines 
would soon bring major AI technologies into wide use and 
thus become a focus of HCI research were not borne out. AI 
did not come into focus in HCI, and AI researchers showed 
limited interest in HCI.
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To piece this together one requires a brief review of early 
AI history. The term “artificial intelligence” first appeared in 
a 1955 call by John McCarthy for a meeting on machine intel-
ligence that was held in Dartmouth. In 1956, Alan Turing’s 
prescient essay “Computing Machinery and Intelligence” 
attracted attention when it was reprinted in The World of 
Mathematics. (It was first published in 1950, as were Claude 
Shannon’s “Programming a Computer for Playing Chess” 
and Isaac Asimov’s I, Robot, which explored his three laws 
of robotics.) Newell and Simon presented their logic theory 
machine in 1956 and then focused on developing a general 
problem solver. McCarthy invented the LISP programming 
language in 1958 (McCarthy 1960).

Many AI pioneers were trained in mathematics and logic, 
where almost everything can be derived from a few axioms 
and a small set of rules. Mathematical ability is considered 
a high form of intelligence, even by non-mathematicians. AI 
researchers anticipated that machines that operate logically 
and tirelessly would achieve high levels of intelligence—
applying a small set of rules to a limited number of objects. 
Early AI focused on theorem-proving and games and prob-
lems that had a strong logical focus, such as chess and go. 
McCarthy (1988), who espoused predicate calculus as a foun-
dation for AI, summed it up as follows: 

As suggested by the term ‘artificial intelligence’, we were 
not considering human behavior except as a clue to possible 
effective ways of doing tasks. The only participants who 
studied human behavior were Newell and Simon. (The goal) 
was to get away from studying human behavior and consider 
the computer as a tool for solving certain classes of prob-
lems. Thus, AI was created as a branch of computer science 
and not as a branch of psychology.

Unfortunately, by ignoring psychology, mathematicians 
overlooked the complexity and inconsistency that mark 
human beings and our social constructs. Underestimating the 
complexity of intelligence, they overestimated the prospects 
for creating it artificially. Hyperbolic predictions and AI have 
been close companions. In the summer of 1949 the British 
logician and code breaker Alan Turing wrote in the London 
Times: 

I do not see why [the computer] should not enter any one of 
the fields normally covered by the human intellect, and even-
tually compete on equal terms. I do not think you can even 
draw the line about sonnets, though the comparison is per-
haps a little bit unfair because a sonnet written by a machine 
will be better appreciated by another machine.

Optimistic forecasts by the 1956 Dartmouth workshop 
participants attracted considerable attention. When they col-
lided with reality, a pattern was established that was to play 
out repeatedly. Hans Moravec (1998) wrote: 

In the 1950s, the pioneers of AI viewed computers as locomo-
tives of thought, which might outperform humans in higher 
mental work as prodigiously as they outperformed them in 

arithmetic, if they were harnessed to the right programs. … 
By 1960 the unspectacular performance of the first reasoning 
and translation programs had taken the bloom off the rose.
A significant part of the pattern is that HCI thrives on 

resources that are freed when interest in AI declines. In 
1960, with the bloom wearing off the AI rose, the manag-
ers of MIT’s Lincoln Laboratory looked for new uses for the 
massive government-funded TX-0 and TX-2 computers. Ivan 
Sutherland’s Sketchpad and early computer graphics were a 
result.

The response to Sputnik reversed the downturn in AI 
prospects. Licklider, as director of ARPA’s IPTO (1962–
1964), provided extensive support for computer science in 
general and AI in particular. MIT’s Project Mac, founded in 
1963 by Marvin Minsky and others, initially received US$13 
million per year, rising to US$24 million in 1969. ARPA 
sponsored the AI Laboratory at SRI, AI research at CMU, 
and Nicholas Negroponte’s Machine Architecture Group at 
MIT. A dramatic early achievement, SRI’s Shakey the Robot, 
was featured in articles in Life (Darrach 1970) and National 
Geographic (White 1970). Given a simple but nontrivial task, 
Shakey could apparently go to the desired location, scan and 
reason about the surroundings, and move objects as needed 
to accomplish the goal (for Shakey at work, see http://www 
.ai.sri.com/shakey/).

In 1970, Negroponte outlined a case for machine intel-
ligence: “Why ask a machine to learn, to understand, to 
associate courses with goals, to be self-improving, to be 
ethical—in short, to be intelligent?” He noted common res-
ervations, “People generally distrust the concept of machines 
that approach (and thus why not pass?) our own human intel-
ligence,” and identified a key problem: “Any design proce-
dure, set of rules, or truism is tenuous, if not subversive, when 
used out of context or regardless of context.” This insight, 
that it is risky to apply algorithms without understanding 
the situation at hand, led Negroponte to a false inference: “It 
follows that a mechanism must recognize and understand 
the context before carrying out an operation.” (Negroponte 
1970, p. 1; my italics).

A perfectly reasonable alternative is that the mechanism 
is guided by humans who understand the context: Licklider’s 
human–machine symbiosis. Overlooking this, Negroponte 
built a case for an ambitious research program:

Therefore, a machine must be able to discern changes in 
meaning brought about by changes in context, hence, be 
intelligent. And to do this, it must have a sophisticated set 
of sensors, effectors, and processors to view the real world 
directly and indirectly. … A paradigm for fruitful conversa-
tions must be machines that can speak and respond to a natu-
ral language. … But, the tete-à-tete [sic] must be even more 
direct and fluid; it is gestures, smiles, and frowns that turn a 
conversation into a dialogue. … Hand waving often carries as 
much meaning as text. Manner carries cultural information: 
The Arabs use their noses, the Japanese nod their heads. … 
Imagine a machine that can follow your design methodology 
and at the same time discern and assimilate your conver-
sational idiosyncrasies. This same machine after observing 
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your behavior could build a predictive model of your conver-
sational performance. Such a machine could then reinforce 
the dialogue by using the predictive model to respond to you 
in a manner that is in rhythm with your personal behavior 
and conversational idiosyncrasies. … The dialogue would be 
so intimate—even exclusive—that only mutual persuasion 
and compromise would bring about ideas, ideas unrealizable 
by either conversant alone. No doubt in such a symbiosis it 
would not be solely the human designer who would decide 
when the machine is relevant (pp. 1–13).

The same year, Negroponte’s MIT colleague Minsky went 
further, as reported in Life: 

In from three to eight years we will have a machine with the 
general intelligence of an average human being. I mean a 
machine that will be able to read Shakespeare, grease a car, 
play office politics, tell a joke, and have a fight. At that point, 
the machine will begin to educate itself with fantastic speed. 
In a few months, it will be at genius level and a few months 
after that its powers will be incalculable. 

(Darrach 1970, p. 60)

Other AI researchers told Darrach that Minsky’s timetable 
was ambitious: “Give us 15 years was a common remark—
but all agreed that there would be such a machine and that 
it would precipitate the third Industrial Revolution; wipe out 
war and poverty; and roll up centuries of growth in science, 
education, and the arts” (Darrach 1970, p. 60).

Such predictions were common. In 1960, Nobel laureate 
and AI pioneer Herb Simon wrote: “Machines will be capa-
ble, within 20 years, of doing any work that a man can do.” 
(Simon 1960, p. 38). Five years later, I. J. Good, an Oxford 
mathematician, wrote, “The survival of man depends on the 
early construction of an ultraintelligent machine” that “could 
design even better machines; there would then unquestion-
ably be an ‘intelligence explosion’, and the intelligence of 
man would be left far behind” (Good 1965, pp. 31–33).

The Darrach article ended by quoting Ross Quillian: 

I hope that man and these ultimate machines will be able 
to collaborate without conflict. But if they can’t, we may be 
forced to choose sides. And if it comes to choice, I know 
what mine will be. My loyalties go to intelligent life, no mat-
ter in what medium it may arise”.

(Darrach 1970, p. 68)

It is important to understand the anxieties of the time 
and the consequences of such claims. The world had barely 
avoided a devastating thermonuclear war during the Cuban 
missile crisis of 1962. Leaders seemed powerless to defuse 
the Cold War. Responding to a sense of urgency, ARPA initi-
ated major programs in speech recognition and natural lan-
guage understanding in 1971.

Ironically, central to funding this research was a psychol-
ogist not wholly convinced by the vision. Citing an Air Force 
study that predicted that intelligent machines might take 20 
years to arrive, Licklider (1960) noted that in this interval 
HCI would be useful: “That would leave, say, 5 years to 

develop man–computer symbiosis and 15 years to use it. The 
15 may be 10 or 500, but those years should be intellectually 
the most creative and exciting in the history of mankind.” 
Ten to five hundred years represent breathtaking uncertainty. 
Recipients of Licklider’s funding were on the optimistic end 
of this spectrum.

Five years later, disappointed with the progress, ARPA 
discontinued speech and language support—for a while. 
In Europe, a similar story unfolded. Through the 1960s, 
AI research expanded in Great Britain. A principal propo-
nent was Turing’s former colleague Donald Michie. Then in 
1973 the Lighthill report, commissioned by the Science and 
Engineering Research Council, reached generally negative 
conclusions about AI’s prospects for scaling up to address real-
world problems. Almost all government funding was cut off.

The next decade was an AI winter, a recurring season in 
which research funding is withheld due to disillusionment 
over unfulfilled promises. The bloom was again off the rose, 
but it would prove to be a hardy perennial (Grudin 2009).

Library Schools Embrace Information Science

Early information science research and studies of “human 
information behavior” were initiated in the 1960s and 1970s, 
which focused on scholarship and application in science and 
engineering (Fidel 2011). The response to Sputnik proved 
that Big Science research did not end when the war ended. 
Aligning their work with national priorities became a prior-
ity for many researchers.

The terms “information science,”“information tech-
nology,” and “information explosion” swept into use. 
The Pittsburgh and Georgia Tech programs flourished. 
Pittsburgh created the first information science PhD pro-
gram in the United States in 1970, identifying humans “as 
the central factor in the development of an understanding 
of information phenomena” (Aspray 1999, p. 12). The pro-
gram balanced behavioral sciences (psychology, linguistics, 
communication) and technical grounding (automata theory, 
computer science). In 1973, Pittsburgh established the first 
information science department. Its program developed a 
strong international reputation. Slowly, the emphasis shifted 
from behavior to technology. On being awarded a major 
National Science Foundation (NSF) center grant in 1966, the 
Georgia Tech school expanded. In 1970 it became a PhD-
granting school, rechristened as Information and Computer 
Science.

In 1968, the American Documentation Institute became the 
American Society for Information Science, and 2 years later 
the journal American Documentation became Journal of the 
American Society for Information Science. In 1978, the ACM 
Special Interest Group on Information Retrieval (SIGIR) was 
formed. It launched an annual conference for “Information 
Storage and Retrieval” (since 1982, “Information Retrieval”), 
modeled on a 1971 conference. In 1984, the American Library 
Association belatedly embraced the i-word by creating the 
Association for Library and Information Science Education 
(ALISE), which convened an annual research conference.
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By 1980, schools at over a dozen universities had added 
the word information to their titles. Many were library school 
transitions. Delivery on the promise of transformative tech-
nology lagged, however. For example, from 1965 to 1972 
the Ford and Carnegie Foundations, NSF, DARPA, and the 
American Newspaper Publishers Association invested over 
US$30 million in MIT’s Project Intrex (Burke 1998). The 
largest nonmilitary information research project of its time, 
Intrex was to be the library of the future. Online catalogs 
were to include up to 50 index fields per item, accessible on 
CRT displays, with full text of books and articles converted 
to microfilm and read via television displays. None of this 
proved feasible.

Terminal-based computing costs declined. The ARPANET 
debuted in 1969, and supported e-mail in 1971 and file shar-
ing in 1973. This spurred visions of a “network society” of 
the future (Hiltz and Turoff 1978).

As an aside, the technological optimism that marked this 
era lacked the nuanced psychological insight of E. M. Forster 
who in 1909 anticipated AI and networking developments in 
his remarkable story The Machine Stops.

1980–1985: DISCRETIONARY USE COMES 
INTO FOCUS

In 1980, most HF&E and IS research focused on the down-
to-earth business of making efficient use of expensive 
mainframes. The beginning of a major shift went almost 
unnoticed. Less expensive but highly capable minicomputers 
based on LSI technology enabled DEC, Wang Laboratories, 
and Data General to make inroads into the mainframe mar-
ket. At the low end, home computers gained traction. Students 
and hobbyists were drawn to these minis and micros, creat-
ing a population of hands-on discretionary users. There were 
experimental trials of online library catalogs and electronic 
journals.

Then, between 1981 and 1984 a flood of innovative 
and powerful computers were released: Xerox Star; 
IBM PC; Apple Lisa; LISP machines from Symbolics 
and Lisp Machines, Inc. (LMI); workstations from Sun 
Microsystems and Silicon Graphics; and the Apple 
Macintosh. On January 1, 1984, AT&T’s breakup into com-
peting companies took effect. AT&T had more employees 
and more customers than any other U.S. company. It was 
a monopoly: Neither its customers nor its employees had 
discretion in technology use. Both AT&T and its Bell 
Laboratories research division had employed human fac-
tors research to improve training and increase efficiency. 
Suddenly freed from a ban on entering the computer busi-
ness, AT&T launched the ill-fated Unix PC in 1985. AT&T 
and the new regional operating companies now faced cus-
tomers who had choices, and their HCI focus broadened 
accordingly (Israelski and Lund 2003).

In general, lower-priced computers created markets for 
shrink-wrap software. For the first time, computer and soft-
ware companies targeted significant numbers of nontechni-
cal hands-on users who received little or no formal training. 

It had taken 20 years, but early visions were being realized. 
Nonprogrammers were choosing to use computers to do their 
work. The psychology of discretionary users intrigued two 
groups: (1) psychologists who liked to use computers and (2) 
technology companies who wanted to sell to discretionary 
users. Not surprisingly, computer and telecommunication 
companies started hiring a lot of experimental psychologists.

Discretion in Computer Use

Technology use lies on a continuum bracketed by the 
assembly-line nightmare of Modern Times and the utopian 
vision of completely empowered individuals. To use a tech-
nology or not to use it—sometimes we have a choice, other 
times we do not. On the phone, we may have to wrestle with 
speech recognition and routing systems. At home, computer 
use may be largely discretionary. The workplace often lies in 
between: Technologies are prescribed or proscribed, but we 
ignore some injunctions or obtain exceptions, we use some 
features but not others, and we join with colleagues to press 
for changes.

For early computer builders, work was more a calling than 
a job, but operation required a staff to carry out essential if 
less interesting tasks. For the first half of the computing era, 
most hands-on use was by people with a mandate. Hardware 
innovation, more versatile software, and steady progress 
in understanding the psychology of users and tasks—and 
transferring that understanding to software developers—led 
to hands-on users who had more choice regarding how they 
worked. Rising expectations played a role; people learned 
that software is flexible and expected it to be more conge-
nial. Competition among vendors produced alternatives. 
With more emphasis on marketing to consumers came more 
emphasis on user-friendliness.

Discretion is not all-or-none. No one must use a computer, 
but many jobs and pastimes require it. People can resist, sab-
otage, or quit their jobs. However, a clerk or a systems admin-
istrator has less discretion than someone using technology for 
a leisure activity. For an airline reservation clerk, computer 
use is mandatory. For a traveler booking a flight, computer 
use is discretionary. This distinction, and the shift toward 
greater discretion, is at the heart of the history of HCI.

The shift was gradual. About 30 years ago, John Bennett 
(1979) predicted that discretionary use would lead to more 
emphasis on usability. The 1980 book Human Interaction 
with Computers, edited by Harold Smith and Thomas Green, 
perched on the cusp. It included an article by Jens Rasmussen, 
“The Human As a Systems Component,” that covered the 
nondiscretionary perspective. One-third of the book covered 
research on programming. The remainder addressed “non-
specialist people,” discretionary users who are not computer 
savvy. Smith and Green wrote, “It is not enough just to estab-
lish what computer systems can and cannot do; we need to 
spend just as much effort establishing what people can and 
want to do” (p. viii, italics in original).

A decade later, Liam Bannon (1991) noted broader impli-
cations of a shift “from human factors to human actors.” The 
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trajectory is not always toward choice. Discretion can be 
curtailed—for example, word processor use is now often a 
job requirement and not an alternative to using a typewriter. 
Even in an era of specialization, customization, and com-
petition, the exercise of choice varies over time and across 
contexts. Discretion is only one factor, but an analysis of its 
role casts light on how HCI efforts differ and why they have 
remained distinct through the years.

Minicomputers and Office Automation

Cabinet-sized minicomputers that could support several peo-
ple were available from the mid-1960s. By late 1970s, super-
minis such as the VAX 11/780 supported integrated suites of 
productivity tools. In 1980, DEC, Data General, and Wang 
Laboratories were growth companies near Boston.

A minicomputer could handle personal productivity tools 
or a database of moderate size. Users sat at terminals. With 
“dumb terminals,” the central processor handled each key-
stroke. Other terminals had a processor that supported a user 
who entered a screenful of data, which was then on com-
mand sent as a batch to the central processor. These minis 
could provide a small group (or office) with file-sharing, 
word-processing, spreadsheet, and e-mail, and manage output 
devices. They were marketed as “office systems,” “office auto-
mation (OA) systems,” or “office information systems” (OIS).

The 1980 Stanford International Symposium on Office 
Automation marked the emergence of a research field that 
remained influential for a decade and then faded away. 
Douglas Engelbart contributed two papers to the proceed-
ings of this symposium (Landau, Bair, and Siegman 1982). 
In the same year, the American Federation of Information-
Processing Societies (AFIPS, the parent organization of 
ACM and Institute of Electrical and Electronics Engineers 
[IEEE] at the time) held the first of seven annual OA con-
ferences and product exhibitions. Also in 1980, ACM 
formed the Special Interest Group on Office Automation 
(SIGOA), which launched the biennial Conference on Office 
Information Systems (COIS) 2 years later. In 1983, the 
journal ACM Transactions on Office Information Systems 
(TOOIS) emerged, which was 1 year after the emergence of 
the independent journal Office: Technology and People.

You might ask “what is all this with offices?” 
Minicomputers brought down the price of computers to 
fit into the budget of a small workgroup or an office. (The 
attentive reader will anticipate: The personal computer era 
is approaching.) Office Information Systems, which focused 
on the use of minicomputers, was positioned alongside MIS, 
which focused on mainframes. Its scope was reflected in 
the charter of TOOIS: database theory, AI, behavioral stud-
ies, organizational theory, and communications. Minis were 
accessible to database researchers. Digital’s PDP series was a 
favorite with AI researchers until LISP machines flourished. 
Minis were familiar to behavioral researchers who used 
them to run and analyze psychology experiments. Computer-
mediated communication (CMC) was an intriguing new 
capability: Networking was still rare, but people at different 

terminals of a minicomputer could exchange e-mail or chat in 
real time. Minis became interactive computers of choice for 
many organizations. As a consequence, Digital became the 
second largest computer company in the world and Dr. Wang 
the fourth wealthiest American.

Researchers were discretionary users, but few office work-
ers chose their tools. The term “automation” was challenging 
and exciting to researchers, but it conjured up less pleasant 
images for office workers. Some researchers, too, preferred 
Engelbart’s focus on augmentation rather than automation.

Papers in the SIGOA newsletter, COIS, and TOOIS 
included technical work on database theory, a modest num-
ber of AI papers (the AI winter had not yet ended), decision 
support and CMC papers from the IS community, and behav-
ioral studies by researchers who later joined CHI. Papers on 
information systems were prevalent in the newsletter and 
technical papers in TOOIS, which also published numer-
ous behavioral studies until the journal Human–Computer 
Interaction started in 1985.

Although OA/OIS research was eventually absorbed by 
other fields, it identified and called attention to important 
emerging topics, including hypertext, CMC, and collabora-
tion support. OIS research was also allied with the technical 
side of information science, notably information retrieval and 
language processing.

The Formation of Association for Computing 
Machinery Special Interest Group on 
Computer–Human Interaction

Figure 1 identifies research fields that directly bear on 
HCI. Both HF and IS have distinct subgroups that focus on 
broad use of digital technologies. Relevant computer sci-
ence research is concentrated in CHI, the subgroup primar-
ily concerned with discretionary hands-on computer use. 
Other computer science influences—computer graphics, AI, 
office systems—have been described but are not included in 
Figure 1. The fourth field, information, began as support for 
specialists. It may come to exert the broadest influence of all.

Decreasing microcomputer prices encouraged discre-
tionary hobbyists to use them. In 1980, as IBM prepared to 
launch the PC, a groundswell of attention on computer user 
behavior was building up. IBM, which like many hardware 
companies had not sold software separately, had decided to 
make software a product focus. Several cognitive psycholo-
gists joined an IBM group that included John Gould, who 
had been publishing human factors research since the late 
1960s. They initiated empirical studies of programming and 
studies of software design and use. Other psychologists who 
in 1980 led recently formed HCI groups were Phil Barnard 
at the Medical Research Council Applied Psychology Unit 
in Cambridge, England; Tom Landauer at Bell Laboratories; 
Donald Norman at the University of California, San Diego; 
and John Whiteside at Digital Equipment Corp.

Xerox PARC and CMU collaborators continued research 
that led to an exceptionally influential project. The 1981 Star, 
with a carefully designed GUI, was not a commercial success 
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(nor were a flurry of GUIs that followed, including the Apple 
Lisa), but it influenced researchers and developers—and the 
design of the Macintosh.

Communications of the ACM created a “Human Aspects 
of Computing” department in 1980. The next year, Tom 
Moran edited a special issue of Computing Surveys on “The 
Psychology of the Computer User.” Also in 1981, the ACM 
Special Interest Group on Social and Behavioral Science 
Computing (SIGSOC) extended its workshop to cover inter-
active software design and use. In 1982, a conference in 
Gaithersburg, Maryland, on “Human Factors in Computing 
Systems” was unexpectedly well attended. Shortly afterward, 
SIGSOC shifted its focus to Computer-Human Interaction 
and changed its name to SIGCHI (Borman 1996).

In 1983, the first CHI conference attracted more than 1000 
people. Half of the 58 papers were from the aforementioned 
seven research laboratories. Cognitive psychologists in indus-
try dominated the program, although the Human Factors 
Society cosponsored the conference and contributed the pro-
gram chair Richard Pew; committee members Sid Smith, H. 
Rudy Ramsay, and Paul Green; and several presenters. Brian 
Shackel and HFS president Robert Williges gave tutorials on the 
first day. The International Conference on Human–Computer 
Interaction (INTERACT), first held in London in 1984 and 
chaired by Shackel, drew HF&E and CHI researchers.

The first profession to become discretionary hands-on 
users was computer programming, as paper coding sheets 
were discarded in favor of text editing at interactive termi-
nals, PCs, and small minicomputers. Therefore, many early 

CHI papers, by Ruven Brooks, Bill Curtis, Thomas Green, 
Ben Shneiderman, and others, continued the psychology-
of-programming research thread. Shneiderman formed the 
influential HCI Laboratory (HCIL) at Maryland in 1983. 
IBM researchers also contributed, as noted by John Thomas 
in a personal communication (October 2003): “One of the 
main themes of the early work was basically that we in IBM 
were afraid that the market for computing would be limited 
by the number of people who could program complex sys-
tems, so we wanted to find ways for ‘nonprogrammers’ to be 
able, essentially, to program.”

Many experimental psychologists undertook studies of 
text editing, a tool initially used primarily by programmers. 
Thomas Green remarked at INTERACT’84 that “text editors 
are the white rats of HCI.” As personal computing spread, 
studies of other discretionary use contexts were conducted. 
Studies of programming gradually disappeared from HCI 
conferences.

CHI focused on novice use. Initial experience is par-
ticularly important for discretionary users and for vendors 
developing software for them. Novice users are also a natural 
focus when studying new technologies and a critical focus 
when more people take up computing each year compared 
with the year before.

Routinized heavy use was still widespread. Databases 
were used by airlines, banks, government agencies, and other 
organizations. This hands-on activity was rarely discretion-
ary. Managers oversaw development and analyzed data, leav-
ing data entry and information retrieval to people hired for 

1905

Taylor,
Gilbreth

Human factors
and ergonomics
Operation and data entry

Information systems
Managerial use

Computer-human
interaction and its antecedents
Discretionary bands-on use

�e information fields
Specialist use

WWI 
training

WWII
human
factors

Shackel
papers

HFS
CSTG

HUSAT VDU standards

BIT
IJMMS

Ackoff Business
graphics

Sociotechnical and
participatory design

GDSSs

Cognitive style TAM
THCI

HCI

Bush Hopper Licklider Kay
Sutherland
Engelbart

Nelson
PARC SIGCHI

CSCW 86 DIS 95

Digital
libraries

iCaucus
iConferenceASIST

Commercial
WWW

Commercial
PCs

Commercial
IC-based
computers

Commercial
transistor
computers

General-purpose
stored-program

computers

ADI ASIS ALISE Deans
SIGIRBush

Introduction to
library science

GLS

Otlet’sMundaneumWells

DUX 03

Martin Human
interaction
with computers
Software psychology

POET
Emotional
design

TOCHI

SIGHCI

Human factors

�ree
major
books

Smith
and mosier
guidelines

Psychology
of HCI

Design of man-
computer dialogues

HFES
CEDM

HFES
HPM

1915 1925 1935 1945

Library and
information
science

InformationLibrary science,
documentation

1955 1965 1975 1985 1995 2005

1905 1915 1925 1935 1945 1955 1965 1975 1985 1995 2005

FIGURE 1  Four fields with major human–computer interaction research threads: Acronym expansions are provided in the text.



xlii Introduction

those jobs. To improve data management tasks was a human 
factors undertaking. CHI studies of database use were few—I 
count three over a decade, all focused on novice or casual use.

Fewer European companies produced mass-market soft-
ware. European HCI research focused on in-house devel-
opment and use, as reflected in the journal Behaviour & 
Information Technology, which was launched in 1982 by 
Tom Stewart and published by Taylor & Francis in London. 
In his perceptive essay cited in the section “Discretion in 
Computer Use,” Bannon urged that more attention be paid 
to discretionary use, yet criticized CHI’s heavy emphasis on 
initial experience, reflecting the European perspective. At 
Loughborough University, HUSAT focused on job design 
(the division of labor between people and systems) and col-
laborated with the Institute for Consumer Ergonomics, par-
ticularly on product safety. In 1984, Loughborough initiated 
an HCI graduate program drawing on human factors, indus-
trial engineering, and computer science.

The work of the early visionaries was unfamiliar to many 
CHI researchers who were helping realize some of the early 
visions. The 633 references in the 58 papers presented at CHI’83 
included many authored by cognitive scientists, but Bush, 
Sutherland, and Engelbart were not cited. A few years later, more 
computer scientists familiar with the early work joined CHI, 
notably those working on interactive computer graphics. The 
psychologists eventually discovered and identified with the pio-
neers, who shared their concern for discretionary use. This con-
ceptual continuity bestowed legitimacy on a young enterprise 
that sought to establish itself academically and professionally.

Divergence of Computer–Human Interaction 
and Human Factors

Hard science, in the form of engineering, drives out soft sci-
ence, in the form of human factors.

Newell and Card (1985, p. 212)

Between 1980 and 1985, Card, Moran, and Newell 
(1980a,b) introduced a “keystroke-level model for user per-
formance time with interactive systems,” followed by the 
cognitive model goals, operators, methods, and selection 
rules (GOMS) in their landmark 1983 book The Psychology 
of Human–Computer Interaction. This work was highly 
respected by the cognitive psychologists prevalent in CHI at 
the time. However, these models did not address discretionary, 
novice use. They focused on the repetitive expert use studied 
in human factors. In fact, GOMS was explicitly positioned 
to counter the latter field’s stimulus–response bias: “Human-
factors specialists, ergonomists, and human engineers will 
find that we have synthesized ideas from modern cognitive 
psychology and AI with the old methods of task analysis. … 
The user is not an operator. He does not operate the computer, 
he communicates with it” (Newell and Card 1985, p. viii.).

Newell and Card noted that HFs had a role in design, but 
continued: “Classical human factors … has all the earmarks 
of second-class status. (Our approach) avoids continuation of 
the classical human-factors role (by transforming) the psy-
chology of the interface into a hard science” (p. 221).

In 2004, Card noted in an e-mail discussion: “Human 
Factors was the discipline we were trying to improve. … 
I personally changed the (CHI conference) call in 1986, so 
as to emphasize computer science and reduce the emphasis 
on cognitive science, because I was afraid that it would just 
become human factors again.”

Ultimately, human performance modeling drew a modest 
but fervent CHI following. Key goals differed from those of 
other researchers and many practitioners. “The central idea 
behind the model is that the time for an expert to do a task 
on an interactive system is determined by the time it takes to 
do the keystrokes,” wrote Card, Moran, and Newell (1980b, 
p. 397). Modeling was extended to a range of cognitive pro-
cesses, but it was most useful in helping to design for non-
discretionary users such as telephone operators engaged in 
repetitive tasks (e.g., Gray et al. 1990). Its role in augmenting 
human intellect was unclear.

CHI and HFS moved apart, although “Human Factors in 
Computing Systems” remains the CHI conference subtitle. 
They were never highly integrated. Most of the cognitive psy-
chologists had turned to HCI after earning their degrees and 
were unfamiliar with the human factors literature. The Human 
Factors Society did not again cosponsor CHI. Its researchers 
disappeared from the CHI program committee. Most CHI 
researchers who previously published in the human factors 
literature shifted to CHI, Communications of the ACM, and 
the journal Human–Computer Interaction launched in 1985 
by Thomas Moran and published by Erlbaum, a publisher of 
psychology books and journals.

The shift was reflected at IBM T.J. Watson Research 
Center. John Gould and Clayton Lewis authored a CHI’83 
paper that nicely framed the CHI focus on user-centered, 
iterative design based on prototyping. Cognitive scientists 
at Watson helped shape CHI, but Gould’s principal focus 
remained human factors; he served as HFS president 4 years 
later. Reflecting the broader change, in 1984 the Human 
Factors Group at Watson began to dissolve and a User 
Interface Institute emerged.

CHI researchers, identifying with “hard” science or 
engineering, adopted the terms “cognitive engineering” 
and “usability engineering.” In the first paper presented 
at CHI’83, “Design Principles for Human–Computer 
Interfaces,” Donald Norman (1983) applied engineering 
techniques to discretionary use, creating “user satisfaction 
functions” based on technical parameters. These functions 
would not hold up long—people are fickle, yesterday’s sat-
isfying technology is not as gratifying today—but for years 
CHI emulated engineering, downplaying design, marketing, 
and other aspects of how humans interact with technology.

Workstations and Another Artificial 
Intelligence Summer

High-end workstations from Apollo, Sun, and Silicon 
Graphics appeared between 1981 and 1984. Graphics 
researchers no longer had to flock to heavily financed lab-
oratories (notably MIT and Utah in the 1960s; MIT, New 
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York Institute of Technology, and PARC in the 1970s). 
Workstations were too expensive to reach a mass market, so 
graphics research that focused on photorealism and anima-
tion, which required the processing power of workstations, 
did not directly exert a broad influence on HCI.

The Xerox Star (formally named Office Workstation), 
Apple Lisa, and other commercial GUIs appeared, but 
when the first CHI conference was held in December 1983 
none were commercial successes. They cost too much or 
ran on processors that were too weak to exploit graphics 
effectively.

In 1981, Symbolics and LMI introduced workstations 
optimized for the LISP programming language favored by 
most AI researchers. The timing was fortuitous. In October 
of that year, a conference on next-generation technology was 
held in the National Chamber of Commerce auditorium in 
Tokyo, Japan, and in 1982 the Japanese government estab-
lished the Institute for New Generation Computer Technology 
(ICOT) and a 10-year fifth generation project focused on AI. 
AI researchers in Europe and the United States sounded the 
alarm. Donald Michie of Edinburgh saw a threat to Western 
computer technology, and in 1983 Ed Feigenbaum of Stanford 
and Pamela McCorduck wrote: “The Japanese are planning 
the miracle product. … They’re going to give the world the 
next generation—the Fifth Generation—of computers, and 
those machines are going to be intelligent. … We stand, 
however, before a singularity, an event so unprecedented that 
predictions are almost silly. … Who can say how universal 
access to machine-intelligence—faster, deeper, better than 
human intelligence—will change science, economics, and 
warfare, and the whole intellectual and sociological develop-
ment of mankind?” (pp. 8–9, 287).

Parallel distributed processing (often called neural net-
works) models also seized the attention of researchers and 
the media. Used for modeling phenomena including signal 
detection, motor control, and semantic processing, neural 
networks represented conceptual and technical advances 
over earlier AI work on perceptrons. Their rise was tied to the 
new generation of minicomputers and workstations, which 
had the power to support simulation experiments. Production 
systems, a computer-intensive AI modeling approach with a 
psychological foundation, developed at CMU, also gained 
the attention of researchers.

These developments triggered an AI gold rush. As with 
actual gold rushes, most of the money was made by those 
who outfitted and provisioned the prospectors, although 
generous government funding again flowed to the actual 
researchers. The European ESPRIT and UK Alvey programs 
invested over US$200 million per year starting in 1984 
(Oakley 1990). In the United States, funding for the DARPA 
Strategic Computing AI program, begun in 1983, rose to 
almost US$400 million in 1988 (Norberg and O’Neill 1996). 
Investment in AI by 150 U.S. companies was estimated at 
about US$2 billion in 1985 (Kao 1998).

The unfulfilled promises of the past led to changes this 
time around. General problem solving was emphasized less, 
whereas domain-specific problem solving was emphasized 

more. Terms such as intelligent knowledge-based systems, 
knowledge engineering, expert systems, machine learning, 
language understanding, image understanding, neural net-
works, and robotics were often favored over AI.

In 1983, Raj Reddy of CMU and Victor Zue of MIT 
criticized the mid-1970s abandonment of speech-processing 
research, and soon funds again became plentiful for these 
research topics (Norberg and O’Neill 1996, p. 238). Johnson 
(1985) estimated that 800 corporate employees and 400 
academics were working on natural language–processing 
research. Commercial natural language–understanding 
(NLU) interfaces to databases such as AI Corporation’s 
Intellect and Microrim Clout appeared.

The optimism is illustrated by two meticulously researched 
Ovum reports on speech and language processing (Johnson 
1985; Engelien and McBride 1991). In 1985, speech and lan-
guage product “revenue” was US$75 million, comprising 
mostly income from grants and investor capital. That year, 
Ovum projected that sales would reach US$750 million by 
1990 and US$2.75 billion by 1995. In 1991 sales were under 
US$90 million, but hope springs eternal and Ovum forecasts 
US$490 million for 1995 and US$3.6 billion for 2000.

About 20 U.S. corporations banded together, jointly 
funding the Microelectronics and Computer Technology 
Corporation (MCC). U.S. antitrust laws were relaxed to 
facilitate this cooperation. MCC embraced AI, reportedly 
becoming the leading customer for both Symbolics and 
LMI. MCC projects included two parallel NLU efforts; 
work on intelligent advising; and CYC (as in encyclopedic, 
and later spelled Cyc), Douglas Lenat’s ambitious project to 
build a commonsense knowledge base that other programs 
could exploit. In 1984, Lenat predicted that by 1994 CYC 
would be intelligent enough to educate itself. Five years later, 
CYC was reported to be on schedule and about to “spark 
a vastly greater renaissance in [machine learning]” (Lenat 
1989, p. 257).

Knowledge engineering involved human interaction. 
This could have brought AI closer to HCI, but AI research-
ers who were interested in representation and reasoning 
were frustrated by the difficulty of eliciting knowledge from 
experts. As many AI systems were aimed at nondiscretion-
ary use, this created opportunities for HF&E, especially in 
Europe where funding directives dictated work that spanned 
technical and behavioral concerns. The journal IJMMS 
became a major outlet for both HF&E and AI researchers 
in the 1980s.

Interaction of AI and CHI was limited. CHI’83 and 
CHI’85 had a few sessions on speech and language, cogni-
tive modeling, knowledge-based help, and knowledge elicita-
tion. Not many AI researchers and developers worried about 
usability. They loved powerful tools such as EMACS and 
UNIX, forgetting the painful weeks required to learn the 
badly designed command languages. In general, AI tech-
nologies did not succeed in the marketplace. Before it disap-
peared, AI Corporation’s primary customer for the database 
interface Intellect was the government, where discretionary 
use was not the norm.
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1985–1995: GRAPHICAL USER 
INTERFACES SUCCEED

“There will never be a mouse at the Ford Motor Company.”
A high-level acquisition manager, 1985 

(personal communication)

When graphical user interfaces finally succeeded commer-
cially, human–computer interaction was transformed. As 
with previous disruptive shifts—to stored programs and to 
interaction based on commands, full-screen forms, and full-
screen menus—some people were affected before others. 
GUIs were particularly attractive to consumers, to new or 
casual users. Their success immediately transformed CHI, 
but only after Windows 3.0 succeeded in 1990 did GUIs influ-
ence the government agencies and business organizations 
that are the focus of HF&E and IS researchers. By 1990, the 
technology was better understood and thus less disruptive. 
The early 1990s also saw the maturation of local area net-
working and the Internet, producing a second transformation: 
computer-mediated communication and information sharing.

Computer–Human Interface Embraces 
Computer Science

Apple launched the Macintosh with a 1984 Super Bowl ad 
describing office work, but sales did not follow and by mid-
1985 Apple was in trouble. Then Macs appeared with four 
times as much random access memory (RAM), which was 
sufficient to manage Aldus PageMaker, Adobe Postscript, 
the Apple LaserWriter, and Microsoft’s Excel and Word for 
Macintosh as they were released. The more powerful Mac 
Plus arrived in January 1986. Rescued by hardware and soft-
ware advances, the Mac succeeded where many commercial 
GUIs before it could not. It was popular with consumers and 
became the platform for desktop publishing.

Within CHI, GUIs were initially controversial. They had 
disadvantages: An extra level of interface code increased 
development complexity and created reliability challenges. 
They consumed processor cycles and distanced users from 
the underlying system that, many believed, experienced users 
must eventually master. Carroll and Mazur (1986) showed 
that GUIs confused and created problems for people familiar 
with existing interfaces. An influential 1986 essay on direct 
manipulation interfaces by Hutchins, Hollan, and Norman 
concluded that “it is too early to tell” how GUIs would fare. 
The GUIs could well prove useful for novices, they wrote, 
but “we would not be surprised if experts are slower with 
Direct Manipulation systems than with command language 
systems” (pp. 119-121, italics in the original). Given that most 
prior HCI research had focused on expert use, this insight 
seemed significant. However, first-time use proved critical 
in the rapidly expanding consumer market, and hardware 
and software improvements overcame some early limita-
tions. GUIs were here to stay. CHI was soon transformed. 
Previously active research topics, including command nam-
ing, text editing, and the psychology of programming, were 

abandoned. More technical topics such as “user interface 
management systems” became significant.

Viewed from a higher plane, psychology gave way to 
computer science as the driving force in interaction design. 
Researchers had strived for a comprehensive, theoretical, 
psychological framework based on formal experiments 
(Newell and Card 1985; Carroll and Campbell 1986; Long 
1989; Barnard 1991). Such a framework was conceivable for 
constrained command- and form-based interaction but could 
not be scaled to design spaces that included color; sound; ani-
mation; and an endless variety of icons, menu designs, and 
window arrangements. The new mission was to identify the 
most pressing problems and find satisfactory rather than opti-
mal solutions. Rigorous experimentation, a skill of cognitive 
psychologists, gave way to quicker, less precise assessment 
methods championed by Jakob Nielsen (1989; Nielsen and 
Molich 1990).

Exploration of the dynamically evolving, relatively uncon-
strained design space required software engineering exper-
tise. The late 1980s saw an influx of computer scientists to 
the CHI community. HCI entered the curricula of many 
computer science programs. CHI became a natural home to 
some computer scientists working on interactive graphics, 
software engineers interested in interaction, and AI research-
ers working on speech recognition, language understanding, 
and expert systems. In 1994, ACM launched the journal 
Transactions on Computer–Human Interaction (TOCHI). 
Early PCs and Macs were not easily networked, but as the 
use of local area networks spread, CHI’s focus expanded to 
include collaboration support. This brought it into contact 
with efforts in MIS and OA research, discussed in the sec-
tion on Collaboration Support below. 

Human Factors and Ergonomics Maintains 
a Nondiscretionary Use Focus

Human factors and ergonomics research continued to respond 
to the needs of government agencies, the military, aviation 
industry, and telecommunications. Governments are the larg-
est consumers of computing, for census, tax, social security, 
health and welfare, power plant operation, air traffic control, 
ground control for space missions, military logistics, text and 
voice processing for intelligence, and so on. The focus is on 
skilled use—users are assigned technology and trained if nec-
essary. For routine data entry and other tasks, small efficiency 
gains in individual transactions can yield large benefits over 
time, justifying the effort to make improvements that might not 
be noticed by discretionary users. After SIGCHI formed, HFS 
undertook a study to see how CHI would affect membership 
in its Computer Systems Technical Group. An unexpectedly 
small effect was found (Richard Pew, personal communica-
tion; September 15, 2004). They had different goals.

Government agencies promoted the development of ergo-
nomic standards to help in defining system requirements for 
competitive bidding while remaining at arms’ length from 
potential developers, who of course better understood tech-
nical possibilities and helped with standards development. 
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Compliance with standards could then be specified in a 
contract. In 1986, Sid Smith and Jane Mosier published the 
last of a series of government-sponsored interface guide-
lines, with 944 design guidelines organized into sections 
titled Data Entry, Data Display, Data Transmission, Data 
Protection, Sequence Control, and User Guidance. The 
authors recognized that GUIs would expand the design space 
beyond the reach of this already cumbersome document that 
omitted icons, pull-down and pop-up menus, mice button 
assignments, sound, animation, and so on. Smith and Mosier 
foresaw that requirements definition must shift to specify 
predefined interface styles and design processes rather than 
features that would be built from scratch.

DARPA’s heavily funded strategic computing AI program 
set out to develop an autonomous land vehicle, a pilot’s asso-
ciate, and a battle management system. All raised human 
factors research issues. These systems were to include inter-
active technologies such as speech recognition, language 
understanding, and heads-up displays. People might avoid 
these technologies when given a choice, but pilots guiding 
autonomous vehicles and officers under stressful condi-
tions might have no better alternative. Speech and language 
technologies have other nondiscretionary potential, some of 
it civilian: for translators and intelligence analysts, when a 
phone system provides no alternative, when a disability lim-
its keyboard use, or when hands are otherwise occupied.

Information Systems Extends Its Range

Although GUIs were not quickly adopted by organizations, 
spreadsheets and business graphics (charts and tables) were 
important to managers and thus the foci of IS research. 
Remus (1984) contrasted tabular and graphic presentations 
and Benbasat and Dexter (1985) added color as a factor, 
although color displays were rare in the 1980s. Many stud-
ies contrasted online and paper presentations, because most 
managers worked with printed reports. Although research 
into individual cognitive styles was abandoned in the early 
1980s following a devastating critique on the topic (Huber 
1983), the concept of cognitive fit between task and tool was 
introduced to explain apparently contradictory results in the 
adoption literature (Vessey and Galletta 1991).

A series of symposia on human factors in IS was initi-
ated in 1986 by Jane Carey, leading to several books on the 
subject (e.g., Carey 1988). Topics included user interaction 
with information, design and development and, as corporate 
adoption of minicomputers and intranets matured, commu-
nication and collaboration, including studies of e-mail use.

The involvement of end users in the development process 
was actively discussed in IS, but rarely practiced outside of 
the sociotechnical design and the participatory design move-
ments discussed below in the section “Participatory Design 
and Ethnography” (Friedman 1989). Hands-on managerial 
use was atypical in this period, but it was central to group 
decision support systems (GDSS) research. Central to GDSS 
was support for meetings, including brainstorming, idea orga-
nization, and online voting features. GDSS emerged from 

decision support systems, aimed at supporting individual 
executives or managers, and later evolved into group sup-
port systems. Computer-supported meeting facility research 
was conducted in the mid-1980s in several laboratories (e.g., 
Begeman et al. 1986; DeSanctis and Gallupe 1987; Dennis et 
al. 1988). Extensive research at the University of Arizona is 
summarized by Nunamaker et al. (1997). These systems were 
initially too expensive to be mass-market products; hence, the 
focus was on “decision makers,” and research was conducted 
primarily in schools of management, not computer science 
departments or software companies. GDSS was a major 
IS contribution to computer-supported cooperative work 
(CSCW), discussed in the next section. In 1990, three compa-
nies began marketing GDSSs, including IBM and a University 
of Arizona spin-off, although without much success.

The Technology Acceptance Model (TAM) introduced 
by Davis (1989) led to considerable IS research. TAM and 
its offspring focus on perceived usefulness and perceived 
usability to improve “white-collar performance” that is 
“often obstructed by users’ unwillingness to accept and use 
available systems” (p. 319). “An element of uncertainty exists 
in the minds of decision makers with respect to the success-
ful adoption,” wrote Bagozzi, Davis, and Warshaw (1992, 
p. 664). Although TAM is a managerial view of individual 
behavior, it was influenced by Davis’s exposure to early CHI 
usability research.

TAM is probably the most cited HCI work in IS. The man-
agement view of hands-on computer use as nondiscretionary 
was giving way as use spread to white-collar workers who 
could refuse to play. TAM’s emphasis on perceived utility 
and usability is a key distinction: Consumers choose technol-
ogies that they are convinced will be useful; CHI research-
ers assume utility and focuses on the experience of usability. 
TAM researchers focus on utility and note that perceptions of 
usability can influence acceptance. CHI addressed usability 
a decade before TAM, albeit actual usability rather than per-
ceived usability. Perception was a secondary ‘user satisfac-
tion’ measure to CHI researchers, who believed (not entirely 
correctly) that measurable reduction in time, errors, ques-
tions, and training would eventually translate into positive 
perceptions. The word “acceptance,” that is, the “A” in TAM, 
is not in the CHI vocabulary. Discretionary users adopt, they 
do not accept.

The IS and CHI communities rarely mixed. When CHI 
was over a decade old, Harvard Business Review, a touch-
stone for IS researchers, published “Usability: The New 
Dimension of Product Design” (March 1994). The article 
did not mention CHI at all. It concluded that “user-centered 
design is still in its infancy” (p. 149).

Collaboration Support: Office Information 
Systems Gives Way to Computer-Supported 
Cooperative Work

In the late 1980s, three research communities addressed 
small-group communication and information sharing: 
(1) OA/OIS, described above in the section “Minicomputers 
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and Office Automation.” (2) IS researchers building systems 
to support organizational decision making could, as comput-
ing costs declined, address group decision making more gen-
erally. (3) The proliferation of local area networks enabled 
some CHI researchers to move from individual productiv-
ity software to the quest for “killer apps” that would support 
teams.

OA/OIS led the way, but it declined and was fast disap-
pearing by 1995. The Minicomputers, the platform for most 
OIS research, did not survive competition from PCs and 
workstations. The concept of office or group proved to be 
problematic: Organizations and individuals are persistent 
entities with goals and needs, but small groups often have 
ambiguous membership and undergo shifts in character as 
members join or depart. People in an organization who need 
to communicate often fall under different budgets, compli-
cating acquisition decisions unless a technology is made 
available organization-wide.

The rapid shift was reflected in terminology use. First, 
“automation” fell out of favor. In 1986, ACM SIGOA shifted 
to SIGOIS and the annual AFIPS OA conferences were dis-
continued. By 1991, the term “office” followed: Transactions 
on Office Information Systems became Transactions on 
Information Systems; Office: Information and People became 
Information Technology and People; and “Conference 
on Office Information Systems” became “Conference on 
Organizational Communication Systems” (COOCS, in 1997 
becoming the GROUP Conference).

The AI summer, which contributed to the OA/OIS effort, 
ended when AI failed to meet expectations: Massive funding 
did not deliver a pilot’s associate, an autonomous land vehi-
cle, or a battle management system for the military. Nor were 
offices automated. CHI conference sessions on language pro-
cessing had diminished prior to this AI winter, but sessions 
on modeling, adaptive interfaces, advising systems, and other 
uses of intelligence in interfaces increased through the 1980s 
before declining in the 1990s. Funding for AI became scarce, 
employment opportunities dried up, and conference partici-
pation dropped off.

A 1986 conference, building on a successful private 1984 
workshop (Greif 1985), brought together researchers from 
diverse disciplines interested in issues of communication, 
information sharing, and coordination under the banner 
“Computer Supported Cooperative Work.” Participants came 
primarily from IS, OIS, CHI, distributed AI, and anthropol-
ogy. Four of 13 CSCW program committee members and 
many papers were from schools of management, with similar 
participation by the OIS community.

The field coalesced in 1988. The book Computer-
Supported Cooperative Work, edited by Irene Greif, was pub-
lished, and SIGCHI sponsored a biennial North American 
CSCW conference. A European series (ECSCW) was ini-
tiated in 1989. With heavy participation from technology 
companies, North American CSCW had a small-group focus 
on networked individuals working on PCs, workstations, or 
minicomputers. Groups were either within an organization or 
linked by ARPANET, BITNET, or other networks. European 

participation, primarily from academia and government 
agencies, focused on organizational use of technologies. It 
differed methodologically from most IS research in North 
America. Scandinavian influences, described in the next sec-
tion, were felt in both CSCW and ECSCW.

Just as human factors researchers left CHI after a few 
years, most IS researchers who were involved with CSCW 
left in the early 1990s. One factor was a shift within IS 
from social psychology to organizational behavior in study-
ing team behavior. The Hawaii International Conference on 
System Sciences (HICSS) was becoming a major IS prejour-
nal publication venue for work with an organizational orien-
tation. In contrast, the organizational focus conflicted with 
the CSCW interest in context-independent small-group sup-
port, which was the realm of social psychology and the goal 
of many technology companies. Some IS researchers partici-
pated in COOCS and GROUP. The split was not entirely ami-
cable; the IS newsletter Groupware Report did not include 
CSCW on its list of relevant conferences.

The pace of technology change created challenges for 
CSCW. In 1985, supporting a small team was a technical 
challenge; 10 years later, the Web had arrived. Applications 
that provided awareness of the activity of distant collabora-
tors was a celebrated achievement in the early 1990s; several 
years later, dark linings to the silver cloud arose in the form 
of privacy concerns and information overload. Phenomena, 
such as a “productivity paradox” in which IT investments 
were not returning benefits and health effects of Internet use 
by young people, were carefully identified only to vanish a 
few years later. Other changes brought European and North 
American CSCW into greater alignment. European organiza-
tions were starting to acquire commercial software products, 
a CSCW focus in North America, and North Americans were 
discovering that organizational context, an ECSCW focus, 
was often crucial in the design and deployment of products 
intending to support group activity. Organizational behav-
iorists and theorists were thriving in their home disciplines, 
but ethnographers studying technology use, marginalized in 
traditional anthropology departments, were welcomed into 
CSCW.

Despite the challenges of building on sands swept by suc-
cessive waves of technology innovation, CSCW remains 
a strong research area that attracts a broad swath of HCI 
researchers. Content ranges from the highly technical to thick 
ethnographies of workplace activity, from studies of instant 
messaging dyads to scientific collaboratories involving hun-
dreds of people dispersed in space and time. Chapter 24 by 
Gary and Judy Olson in this handbook covers the technical 
side of this topic in depth, with references to other CSCW 
resources.

Participatory Design and Ethnography

Prior to 1985-1995 some system developers explored meth-
ods to involve some of the future users in designing a sys-
tem. Typically the users were nondiscretionary users of a 
system being developed by a large enterprise for its own use. 
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Sociotechnical design took a managerial perspective. 
Participatory or cooperative design, rooted in the Danish 
trade union movement, focused on empowering eventual 
users (Nygaard 1977).

Scandinavian approaches influenced human factors (e.g., 
Rasmussen 1986) and attracted wide notice with the publi-
cation of the proceedings of a conference held in Aarhus, 
Denmark, in 1985 (Bjerknes et al. 1987). Participatory design 
was a critique of IS approaches, yet the Scandinavians reso-
nated with CHI researchers. Despite differences in culture, 
contexts of development (in-house system vs. commercial 
product), and contexts of use (nondiscretionary vs. discre-
tionary), they shared the goal of empowering hands-on users. 
Most were also of the generation that grew up in the1960s, 
unlike the World War II generation that dominated HF&E 
and IS.

Ethnography was a different approach to obtaining deep 
insights into potential users. Lucy Suchman managed a 
Xerox PARC group that presented studies of workplace 
activity at CSCW. Suchman published an influential critique 
of artificial intelligence in 1987 and a widely read review of 
the Aarhus proceedings in 1988, and as program chair she 
brought many Scandinavians to the CSCW 1988 conference.

Library and Information Science: An 
Incomplete Transformation

Research universities have always supported prestigious pro-
fessional schools, but the prestige of library schools declined 
with the rise of higher-paid IT and software engineering 
professions. Between 1978 and 1995, 15 American library 
schools were shut down (Cronin 1995, p. 45). Most of the sur-
vivors were rechristened Library and Information Science. 
The humanities orientation had given way, and librarianship 
was being changed by technology. New curricula and faculty 
with different skills were needed.

The changes did not go smoothly or as anticipated. Forced 
multidisciplinarity is never easy. Exclusion of technology 
studies may have been a reasonable reaction to the expense 
and limitations of new technologies. However, Moore’s law 
lowered costs and removed many limitations with such speed 
that people and organizations had little time to prepare. 
Young information scientists were not interested in absorb-
ing a century of work on indexing, classifying, and providing 
access to complex information repositories; their eyes were 
fixed on a future in which many past lessons would not apply. 
Those that still applied would likely have to be relearned. 
The conflicts are exposed in a landmark 1983 collection, The 
Study of Information: Interdisciplinary Messages (Machlup 
and Mansfield 1983). In the book, W. Boyd Rayward outlines 
the humanities-oriented perspective and the technological 
perspective and argues that there was convergence. His essay 
is followed by commentaries attacking him from both sides.

In a series of meetings beginning in 1988, new library 
and information school deans at the universities Pittsburgh, 
Syracuse, Drexel, and subsequently Rutgers discussed 
approaches to explaining and managing multidisciplinary 

schools. Despite this progressive effort, Cronin (1995) 
depicted LIS at loggerheads and in a “deep professional mal-
aise.” He suggested that librarianship be cut loose in favor 
of stronger ties to cognitive and computer sciences. Through 
the 1990s, schools at several universities dropped the word 
“library” and became schools of information (see Figure 2). 
More would follow.

1995–2010: THE INTERNET ERA ARRIVES

How did the spread of the Internet and the emergence of 
the Web affect HCI research threads? CHI researchers were 
Internet savvy. Although excited by the prospects, they took 
these changes in stride. Over time, CHI-related research, 
development, and use evolved. The Internet and the Web were 
not disruptive to HF&E either. The Web was initially a return 
to a form-driven interface style, and it was rarely a locus of 
routine work. However, the Web had a seismic impact on IS 
and on information science, so this section begins with these 
disciplines.

The Formation of Association for Information 
Systems Special Interest Group in 
Human–Computer Interaction

The use of computers in organizations has changed. 
Organizations are no longer focused on maximizing com-
puter use—almost everywhere, screen savers have become 
the main consumer of processor cycles. Advent of the Internet 
created more porous organizational boundaries. Employees 
in many organizations could download software such as 
instant-messaging clients, music players, and weblog tools 
inside organizational firewalls despite IT concerns about pro-
ductivity and security. These are not the high-overhead appli-
cations of the past. Increasingly, software can be used from 
a web browser without requiring a download. Experience 
with all of this at home leaves employees impatient with poor 
software at work. In addition, many managers who had been 
hands-off users became late adopters in late 1990s or were 
replaced by younger managers. Today, managers and execu-
tives are hands-on early adopters of many technologies.

Significant as these changes are, the Web had a more 
dramatic effect on organizational information systems. 
Corporate IT groups had been focused solely on internal 
operations. They lived inside firewalls. Their customers were 
other employees. Suddenly, organizations were scrambling 
to create Web interfaces to external vendors and customers. 
Discretionary users! The Internet bubble burst, revealing that 
IT professionals, IS experts, and everyone else had limited 
understanding of Web phenomena. Nevertheless, online mar-
keting, services, and business-to-business systems continued 
to grow. For many, the Web had become an essential business 
tool. In handling external customers, IT professionals and IS 
researchers were in much the same place that CHI was 20 
years earlier, whether they realized it or (most often) not.

In 2001, the Association for Information Systems (AIS) 
established a Special Interest Group in Human–Computer 
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Interaction (SIGHCI). The founders defined HCI by citing 
12 CHI research papers (Zhang, Nah, and Preece 2004, p. 
148). Bridging the CHI and the information science com-
munities was declared a priority. The charter of SIGHCI 
includes a broad range of organizational issues, but the pub-
lications emphasize interface design for e-commerce, online 
shopping, online behavior “especially in the Internet era” 
(Zhang 2004, p. 1), and effects of Web-based interfaces 
on attitudes and perceptions. Eight of the first 10 papers in 
SIGHCI-sponsored journal issues covered Internet and Web 
behavior.

In 2009, the journal AIS Transactions on Human–
Computer Interaction was launched. The shift from an orga-
nizational focus to the Web and broader end-user computing 
is documented in Zhang et al.’s analysis (2009) of the IS lit-
erature from 1990 to 2008. This survey omits CHI from a list 
of the fields related to AIS SIGHCI. The bridging effort had 
foundered, as had three previous efforts to bridge to CHI: 
from Human Factors, Office Information Systems, and the 
Information Systems presence within CSCW.

Digital Libraries and the Evolution 
of Library Information Science

By 1995, an information wave had swept through universi-
ties (Figure 2). Digital technology was in the LIS curriculum. 
Familiarity with technology use was a prerequisite for librar-
ianship. However, innovative research had not kept pace with 
professional training (Cronin 1995).

The Internet grew exponentially, but in 1995 it was still 
a niche activity found mainly on campuses. In the mid-
1990s, Gopher, a convenient system for downloading files 
over the Internet, attracted attention as a possible spring-
board for indexing distributed materials. Wells’s (1938) 
concept of “world brain” seemed to be within reach. Then 
the Web hit, transforming information acquisition, manage-
ment, and access at an ever-increasing pace. Between 1994 
and 1999, two NSF/DARPA/NASA/National Library of 
Medicine/Library of Congress/National Endowment for the 
Humanities/FBI initiatives awarded close to US$200 million 
for digital libraries research and development. This and other 
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investments galvanized the research community. In 2000, the 
American Society for Information Science appended “and 
Technology” to its name to become ASIST.

By 2000, 10 schools (or equivalent units) had informa-
tion as the sole discipline in their name. In 2001 a series 
of deans meetings began, which were modeled on those of 
the late 1980s. The original members, Syracuse, Pittsburgh, 
and Drexel, were joined by Michigan; Berkeley, California; 
and the University of Washington. All are now information 
schools. In 2005, the first annual “iConference” drew par-
ticipants from 19 universities with information programs. As 
of 2011, the “iCaucus” had 27 dues-paying members. Some 
are transformed library schools, some have closer ties with 
other disciplines, and some have formed recently as schools 
of information. Collectively, their faculty includes HCI 
researchers trained in each of the four disciplines highlighted 
in this introduction.

Expansion is not without growing pains. Conflicts arise 
among academic subcultures. The iConference competes 
with more established conferences in each field. Figure 2 sug-
gests that a shift to a field called information is well under-
way, but many faculty still consider themselves “a researcher 
in {X} who is located in an information school,” where X 
could be library science, HCI, CSCW, IS, communication, 
education, computer science, or another discipline. We do not 
know how it will evolve, but we can say with confidence that 
information has become, and will remain, a significant player 
in HCI.

Human Factors and Ergonomics Embraces 
Cognitive Approaches

In 1996, the HFES formed a new technical group, Cognitive 
Engineering and Decision Making. It quickly became the 
largest technical group. A decade earlier this would have 
been unthinkable: Some leading human factors research-
ers disliked cognitive approaches. The CHI community first 
used the term cognitive engineering in this sense (Norman 
1982, 1986). As this development suggests, CSTG declined 
in size and prominence as the HCI community dispersed. 
Most HF&E technical groups, from groups on telecommuni-
cations to those on medical systems, address digital technol-
ogy and thereby HCI-related research.

Equally astonishing, in 2005 Human Performance 
Modeling was a new and thriving HFES technical group, ini-
tiated by Wayne Gray and Dick Pew, who had been active in 
CHI in the 1980s. Card, Moran, and Newell (1983) had intro-
duced human performance modeling to reform the disci-
pline of Human Factors from without. Some work continued 
within CHI that was focused on expert performance (e.g., a 
special issue of Human–Computer Interaction, vol. 12, num-
ber 4, 1997), but today the reform effort has moved within 
HF&E and remains focused largely on nondiscretionary use.

Government funding of HCI was largely shaped by the 
focus of HF&E. The Interactive Systems Program of the 
U.S. NSF—subsequently renamed HCI—was described 
thus: “The Interactive Systems Program considers scientific 

and engineering research oriented toward the enhancement 
of human–computer communications and interactions in 
all modalities. These modalities include speech/language, 
sound, images and, in general, any single or multiple, sequen-
tial, or concurrent, human–computer input, output, or action” 
(National Science Foundation 1993).

One NSF program manager identified his proudest 
accomplishment to be doubling the already ample funding 
for natural language understanding research. Even after NSF 
established a separate Human Language and Communication 
Program in 2003, speech and language research was heavily 
supported by both the HCI and accessibility programs, with 
lighter support from AI and other programs. Subsequent NSF 
HCI program managers emphasized “direct brain interfaces” 
or “brain–computer interaction” based on brain waves and 
implants. A review committee noted that a random sample of 
NSF HCI grants included none by prominent CHI research-
ers (National Science Foundation 2003). NSF program man-
agers rarely attended CHI conferences, which have little 
coverage of speech, language, or direct brain interaction. 
These technologies may prove useful, but they have so far 
made few inroads into discretionary use situations in homes 
and offices.

Computer–Human Interaction 
Evolves, and Embraces Design

The steady flow of new hardware, software features, applica-
tions, and systems ensures that people are always encounter-
ing and adopting digital technologies for the first time. This 
is important for technology producers and it generates new 
research issues. CHI has tracked this, generally focusing on 
an innovation when it first starts to attract a wide audience.

As an application matures, its use often becomes routine. 
Technologies such as e-mail and word processing, no lon-
ger discretionary for most of us, get less attention from CHI 
researchers whose gaze is directed toward the discretionary 
use of the moment, including Web design, ubiquitous and 
mobile computing, social computing, and use of Wikipedia. 
New issues include information overload, privacy, and effects 
of multitasking, and encourage the emergence of new meth-
ods, such as ethnography and data mining. At a higher level, 
continuity is found in CHI: exploration of input devices, 
communication channels, information visualization tech-
niques, and design methods. Proposals to build HCI theory 
on these shifting sands (Barnard et al. 2000; Carroll 2003) 
remain largely aspirational.

Expanding participation in the Internet as its reliability 
and bandwidth increased steadily through the mid-1990s 
brought real-time and quasi-real-time communication tech-
nologies such as e-mail into greater focus. The Web tempo-
rarily slowed this by shifting attention to indirect interaction 
with static sites, but with the advent of Web 2.0 and greater 
support for animation and video the pace quickened. The 
Web was like a new continent. Explorers posted flags here 
and there. Then came attempts at settlement, with the virtual 
worlds research and development that blossomed in the late 
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1990s. Few of the early pioneers survived; there was little 
to do in virtual worlds other than chat and play games. But 
slowly some people shifted major portions of their work and 
play online, relying on online information sources, digi-
tal photo management, social software, digital documents, 
online shopping, multiplayer games, and so on. This evolu-
tion is reflected in CHI research.

The content of CSCW in North America has shifted in 
response to the extraordinary growth of social networking 
sites, Wikipedia, and other Web phenomena, which are of 
intense interest to students and academic researchers and 
the software companies who hire or consult with many of 
them. These technologies are not yet of great interest to the 
organizations and government agencies that are the cus-
tomer for European CSCW research, and the move toward 
shared interests has been reversed. Europeans have moved 
more rapidly into basic research in vertical domains. The 
division resembles that of 20 years ago, based on a new 
generation of technology. In several years the two research 
threads may again converge, perhaps under different names: 
“computer supported cooperative work” is outdated. Many 
digital devices are not considered computers, they play cen-
tral rather than support roles, activities around them can be 
competitive or conflictual, and they may be used more for 
recreation than work.

The Web curtailed research into one thread of AI 
research: powerful, self-contained personal productivity 
tools. Considerable effort is required to embed knowledge in 
application software, but when access to external informa-
tion sources was limited, it was worth trying. With today’s 
easy access to information and knowledgeable people online, 
static, self-contained knowledge representation is less use-
ful. In contrast, adaptive systems that merge and filter local 
and Internet-based information have a role to play. Steady 
progress in machine learning is enhancing productivity tools, 
although implausible AI forecasts have not disappeared.

To the psychologists and computer scientists who formed 
the CHI community, interface design was a matter of science 
and engineering. They focused on performance and assumed 
that people eventually choose efficient alternatives. Because 
human discretion involves aesthetic preferences and invites 
marketing and nonrational persuasion, this view was not sus-
tained when computing costs came down. This engineering 
orientation gripped CHI longer than SIGGRAPH, where aes-
thetic appeal was a major driver. CHI researchers eventually 
came around, labeling the study of enjoyment “funology” 
(Blythe et al. 2003) lest someone think that they were having 
too good a time.

Some visual designers participated in graphical interface 
research early on. Aaron Marcus began working full time 
on computer graphics in the late 1960s. William Bowman’s 
book Graphic Communication (1968) was a strong influence 
on the development of Xerox Star, for which the designer 
Norm Cox’s icons were chosen (Bewley et al. 1983). However, 
graphic design was considered a secondary activity (Evenson 
2005). In 1995, building on workshops at previous confer-
ences, SIGCHI initiated “Designing Interactive Systems” 

(DIS), a biennial conference that draws more systems design-
ers than visual designers. In 2003, SIGCHI, SIGGRAPH, 
and the American Institute of Graphic Arts (AIGA) initi-
ated the “Designing for User Experience” (DUX) conference 
series that fully embraced visual and commercial design. 
This effort lasted only through 2007, but the significance of 
design was established. Design is not typically assessed in 
research papers. The changing sensibility is reflected in ACM 
Interactions, a magazine launched by CHI in 1994, which 
has steadily increased the focus on design in both its content 
and its appearance.

Design’s first cousin, marketing, has been poorly regarded 
by the CHI community (Marcus 2004). Website design 
forced the issue. Site owners wish to keep users interested in 
a site, whereas users may prefer to escape quickly. Consider 
supermarkets, which position items that most shoppers want 
far apart, forcing people to traverse aisles where other prod-
ucts beckon. CHI professionals who align themselves with 
end users face a stakeholder conflict when designing for a site 
owner. This was not true in the past: Designers of individual 
productivity tools had little conflict of interest with prospec-
tive customers. Marketing is concerned with identifying and 
satisfying user needs, as well as shaping them. It will likely 
find a place in CHI, perhaps labeled “brandology.”

Finally, CHI has gradually become more open to work 
that takes a social or political stance. Accessibility was 
first addressed in the context of physical constraints. 
Socioeconomic factors were included in Universal Usability 
conferences in 2000 and 2003. Sustainability and fitness 
emerged as topics. This may reflect a distancing from a sense 
that engineering should strive for value neutrality, a bid for 
relevance by an increasingly academic group or aging CHI 
baby boomers who are considering their legacies.

The evolution of CHI is reflected in the influential con-
tributions of Donald Norman. A cognitive scientist who 
introduced the term cognitive engineering, he presented the 
first CHI’83 paper. It defined “user satisfaction functions” 
based on speed of use, ease of learning, required knowledge, 
and errors. His influential book Psychology of Everyday 
Things (1988) focused on pragmatic usability. Its 1990 reis-
sue as Design of Everyday Things reflected a field refocusing 
on invention. Fourteen years later he published Emotional 
Design: Why We Love (or Hate) Everyday Things, stressing 
the role of aesthetics in our response to objects.

LOOKING BACK: CULTURES AND BRIDGES

Despite overlapping interests, in a dynamic environment 
with shifting alliances, the major threads of HCI research—
HF&E, IS, LIS, and CHI—have not merged. They have inter-
acted with each other only sporadically, although not for a 
lack of bridge-building efforts. The Human Factors Society 
co-organized the first CHI conference. CSCW sought to 
link CHI and IS. Mergers of OIS with CHI and later CSCW 
were considered. AIS SIGHCI tried to engage with CHI. 
Researchers recently hired into Information Schools remain 
active in the other fields.
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Even within computer science, bridging is difficult. 
Researchers interested in interaction left SIGGRAPH to join 
the CHI community rather than form a bridge. A second 
opportunity arose 20 years later, when standard platforms 
powerful enough to support photorealism loomed, but the 
DUX conference series managed only three meetings. For 
AI, SIGART and SIGCHI cosponsor the Intelligent User 
Interface series, but participation has remained outside main-
stream HCI. What are the obstacles to more extensive inter-
action across fields?

Discretion as a Major Differentiator

HF&E and IS arose before discretionary hands-on use was 
common. The information field only slowly distanced itself 
from supporting specialists. CHI occupied a new niche: 
discretionary use by nonexperts. HF&E and especially IS 
researchers considered organizational factors; CHI with 
few exceptions avoided domain-dependent work. As a con-
sequence, HF&E and IS researchers shared journals. For 
example, Benbasat and Dexter (1985) published their work in 
Management Science and cited five Human Factors articles. 
Apart from LIS, they quickly focused on broad populations. 
IS countered its organizational focus by insisting that work be 
framed by theory, which set it apart from CHI in particular.

The appropriateness of a research method is tied to the 
motivation of the researchers. HF&E and CHI were shaped 
by psychologists trained in experimental testing of hypoth-
eses about behavior, and hypothesis-driven experimentation 
was also embraced by IS. Experimental subjects agree to fol-
low instructions for an extrinsic reward. This is a reasonable 
model for nondiscretionary use, but not for discretionary use. 
CHI researchers relabeled subjects as “participants,” which 
sounds volitional, and found that formal experimental studies 
were usually inappropriate: There were too many variables to 
test formally and feedback from a few participants was often 
enough. Laboratory studies of initial or casual discretionary 
use usually require confirmation in real-world settings anyway, 
more so than studies of expert or trained behavior, because of 
the artificial motivation of the laboratory study participant.

The same goals apply—fewer errors, faster perfor-
mance, quicker learning, greater memorability, and being 
enjoyable—but the emphasis differs. For power plant opera-
tion, error reduction is critical, performance enhancement is 
good, and other goals are less important. For telephone order 
entry takers performance is critical, and testing an interface 
that could shave a few seconds from a repetitive operation 
requires a formal experiment. In contrast, consumers often 
respond to visceral appeal and initial experience. In assess-
ing designs for mass markets, avoiding obvious problems 
can be more important than striving for an optimal solution. 
Less rigorous discount usability or cognitive walk-through 
methods (Nielsen 1989; Lewis et al. 1990) can be enough. 
Relatively time-consuming qualitative approaches, such as 
contextual design or persona use (Beyer and Holtzblatt 1998; 
Pruitt and Adlin 2006), can provide a deeper understanding 
when context is critical or new circumstances arise.

CHI largely abandoned its roots in scientific theory 
and engineering, which does not impress researchers from 
HF&E or theory-oriented IS. The controversial psychological 
method of verbal reports, developed by Newell and Simon 
(1972) and foreshadowed by gestalt psychology, was applied 
to design by Clayton Lewis as “thinking aloud” (Lewis and 
Mack 1982; Lewis 1983). Perhaps the most widely used CHI 
method, it led some researchers in other fields to characterize 
CHI people as wanting to talk about their experiences instead 
of doing research.

Academic, Linguistic, and Generational Cultures

The academic culture of the sciences is that conferences are 
venues for work in progress and journals are repositories for 
polished work. The disciplines of HF&E, IS, Documentation, 
and Library Science adhere to this practice. In contrast, for 
U.S. computer science disciplines, conference proceed-
ings are now the final destination of most work. Outside 
the United States, computer science retains a journal focus, 
which suggests that a key factor was the decision of ACM to 
archive conference proceedings (Grudin 2010). Information 
science draws on researchers from both camps, journals as 
archival and conferences as archival. Of course, a difference 
in preferred channel impedes communication. Researchers 
in journal cultures chafe at CHI’s insistence on polish and 
its high conference rejection rates; CHI researchers are dis-
mayed by the lack of polish at other conferences and are less 
inclined to read journals.

CHI conferences accept 20%–25% of submissions. With a 
few exceptions, HF&E and IS conferences accept about 50% 
or more. In contrast, CHI journals receive fewer submis-
sions and have higher acceptance rates. Many CHI research-
ers report that journals are not relevant. By my estimate, at 
most 15% of the work in CHI-sponsored conferences reaches 
journal publication. In contrast, an IS track organizer for 
HICSS estimated that 80% of research there progressed to 
a journal (Jay Nunamaker, opening remarks at HICSS-38, 
January 2004).

A linguistic divide also set CHI apart. HF&E and IS use 
the term “operator” and a “user” could be a manager who 
read printed reports. For CHI, “operator” was demeaning 
and a “user” was always a hands-on user. In HF&E and IS 
streams, “task analysis” refers to an organizational decompo-
sition of work, perhaps considering external factors; in CHI, 
“task analysis” is a cognitive decomposition, such as break-
ing a text editing move operation into select, cut, select, and 
paste. In IS “implementation” means organizational deploy-
ment, whereas in CHI it is a synonym for development. The 
terms “system,” “application, ” and “evaluation” also have 
different connotations or denotations in the different fields. 
Significant misunderstandings resulted from failures to 
appreciate these differences.

Different perspectives and priorities were also reflected 
in attitudes toward standards. Many HF&E researchers con-
tributed to standards development, believing that standards 
contribute to efficiency and innovation. A view widespread 



lii Introduction

in the CHI community was that standards inhibit innova-
tion. Both views have elements of truth, and the positions 
partly converged as Internet and Web standards were tack-
led. However, the attitudes reflected the different demands of 
government contracting and commercial software develop-
ment. Specifying adherence to standards is a useful tool for 
those preparing requests for proposals, whereas compliance 
with standards can make it more difficult for a product to 
differentiate itself.

The generational divide was also a factor. Many CHI 
researchers who grew up in the 1960s and 1970s did not appre-
ciate the prior generation’s orientation toward military, gov-
ernment, and business systems. They were also put off by the 
lack of gender neutrality in the HF&E and IS “man–machine 
interaction” literature, which one still occasionally encoun-
ters. Only in 1994 did IJMMS become International Journal 
of Human–Computer Studies. Such differences affected the 
enthusiasm for building bridges and exploring literatures.

Competition for resources was another factor. Computers 
of modest capability were extremely expensive for much of 
the time span we have considered. CHI was initially largely 
driven by the healthy tech industry, whereas research in 
the other fields was more dependent on government fund-
ing that waxed and waned. When funding waxed, demand 
for researchers outstripped supply. HCI prospered during AI 
winters, starting with Sutherland’s use of the TX-2 when AI 
suffered its first setback and recurring with the emergence 
of major HCI laboratories during the severe AI winter of 
the late 1970s. Library schools laboring to create informa-
tion science programs had to compete with computer science 
departments that awarded faculty positions to graduates of 
master’s programs when the supply was low.

Greater interdisciplinarity is intellectually seductive. 
Could we not learn by looking over fences? But a better meta-
phor might be the big bang. Digital technology is an explo-
sion, streaming matter and energy in every direction, forming 
worlds that at some later date might discover one another and 
find ways to communicate, and then again, might not.

LOOKING FORWARD: TRAJECTORIES

The future of HCI will be dynamic and full of surprises. The 
supralinear growth of hardware capability confounds efforts 
at prediction: We rarely experience exponential change and 
do not reason well about it. In the United States, NSF is 
tasked with envisioning the future and providing resources 
for taking us there, yet two major recent HCI initiatives, 
“Science of Design” and “CreativIT” (focused on creativ-
ity), wound down quickly. Nevertheless, extrapolations 
from observations about the past and present suggest pos-
sible developments, providing a prism through which to view 
other chapters in this handbook and perhaps some guidance 
in planning a career.

Discretion: Now You See It, Now You Don’t

We exercise prerogative when we use digital technology—
sometimes. More often when at home, less often at work. 
Sometimes we have no choice, as when confronted by a tele-
phone answering system. Those who are young and healthy 
have more choices than those constrained by injury or aging.

Many technologies follow the maturation path shown 
in Figure 3. Software that was discretionary yesterday is 
indispensable today. Collaboration forces us to adopt shared 
conventions. Consider a hypothetical team that has worked 
together for 20 years. In 1990, members exchanged printed 
documents. One person still used a typewriter, whereas oth-
ers used different word processors. One emphasized words 
by underlining, another by italicizing, and a third by bolding. 
In 2000, the group decided to exchange digital documents. 
They had to adopt the same word processor. Choice was cur-
tailed; it was only exercised collectively. Today this team is 
happy sharing documents in PDF format, so they can again 
use different word processors. Perhaps tomorrow software 
will let them personalize their view of a single underlying 
document, so one person can again use and see in italics what 
another sees as bold or underlined.

Hobby and
research

None, happy
with any UI

Efficient
skilled use

Controlled
experiments

Initial and casual
interaction

Usability
studies

Ethnography, sociology,
inspiration, trial and error,
brand integration

Visual design and
marketing

Interaction design priority

Key research approaches

Routine use in
business

Consumers adopt
basic technology

Personalization and self-
expression

FIGURE 3  From invention to maturity.
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Shackel (1997, p. 981) noted this progression under the 
heading “From Systems Design to Interface Usability and 
Back Again.” Early designers focused at the system level; 
operators had to cope. When the PC merged the roles of oper-
ator, output user, and program provider, the focus shifted to 
the human interface and choice. Then individual users again 
became components in fully networked organizational sys-
tems. Discretion can evaporate when a technology becomes 
mission-critical, as word processing and e-mail did in the 
1990s.

The converse also occurs. Discretion increases when 
employees can download free software, bring smartphones to 
work, and demand capabilities they enjoy at home. Managers 
are less likely to mandate the use of a technology that they 
use and find burdensome. For example, language-processing 
systems appealed to military officers, until they themselves 
became hands-on users:

Our military users … generally flatly refuse to use any sys-
tem that requires speech recognition. … Over and over and 
over again, we were told “If we have to use speech, we will 
not take it. I don’t even want to waste my time talking to 
you if it requires speech. …” I have seen generals come out 
of using, trying to use one of the speech-enabled systems 
looking really whipped. One really sad puppy, he said “OK, 
what’s your system like, do I have to use speech?” He looked 
at me plaintively. And when I said “No,” his face lit up, and 
he got so happy (Forbus 2003; see also Forbus, Usher, and 
Chapman [2003]).

In domains where specialized applications become essen-
tial and where security concerns curtail openness, discretion 
can recede. But Moore’s law (broadly construed), competi-
tion, and the ease of sharing bits should guarantee a steady 
flow of experimental technologies with unanticipated and 
thus initially discretionary uses.

Ubiquitous Computing: Invisible 
Human–Computer Interaction?

Norman (1988, p. 185) wrote of “the invisible computer of 
the future.” Like motors, he speculated, computers would 
be present everywhere and visible nowhere. We interact 
with clocks, refrigerators, and cars. Each has a motor, but 
who studies human–motor interaction? Marc Weiser subse-
quently introduced a similar concept, “ubiquitous comput-
ing.” A decade later, at the height of the Y2K crisis and the 
Internet bubble, computers were more visible than ever. But 
after a quarter century, while we may always want a large 
display or two, would anyone call a smartphone or a book 
reader a computer? The visions of Norman and Weiser may 
be materializing.

With digital technology embedded everywhere, concern 
with interaction is everywhere. HCI may become invisible 
through omnipresence. As interaction with digital technol-
ogy becomes part of everyone’s research, the three long-
standing HCI fields are losing participation.

Human Factors and Ergonomics
David Meister, author of The History of Human Factors and 
Ergonomics (1999), stresses the continuity of HF&E in the 
face of technology change:

Outside of a few significant events, like the organization of 
HFS in 1957 or the publication of Proceedings of the annual 
meetings in 1972, there are no seminal occurrences … no 
sharp discontinuities that are memorable. A scientific dis-
cipline like HF has only an intellectual history; one would 
hope to find major paradigm changes in orientation toward 
our human performance phenomena, but there is none, 
largely because the emergence of HF did not involve major 
changes from pre-World War II applied psychology. In an 
intellectual history, one has to look for major changes in 
thinking, and I have not been able to discover any in HF 
(e-mail, September 7, 2004).

Membership in the Computer Systems Technical Group 
has declined. Technology is heavily stressed in technical 
groups such as Cognitive Engineering and Decision Making, 
Communication, Human Performance Modeling, Internet, 
System Development, and Virtual Environment. Nor do 
Aging, Medical Systems, or other technical groups avoid 
“invisible computers.”

Information Systems
While IS was thriving during the Y2K crisis and the Internet 
bubble, other management disciplines—finance, marketing, 
operations research, and organizational behavior—became 
more technically savvy. When the bubble burst and enroll-
ments declined, the IS niche became less well defined. The 
research issues remain significant, but this cuts two ways. As 
IT organizations standardize on products and outsource IT 
functions, business-to-business and web portals for custom-
ers get more attention. These give rise to finance and market-
ing considerations, so HCI functions could be assumed by 
other management disciplines.

Computer–Human Interaction
This nomadic group started in psychology and then won 
a seat at the computer science table, which was bestowed 
grudgingly. Several senior CHI people moved to information 
schools. Lacking a well-defined academic niche, CHI ties its 
identity to the SIGCHI organization and the CHI conference. 
Membership in SIGCHI peaked in 1992 and conference 
attendance peaked in 2001. As new technologies become 
widely used, specialized conferences appear, often started by 
younger researchers. World Wide Web conferences included 
papers on HCI issues from the outset. HCI is an “invisible” 
presence in conferences on agents, design, and on computing 
that is ubiquitous, pervasive, accessible, social, and sustain-
able. High rejection rates for conference submissions and a 
new generational divide could accelerate the dispersion of 
research.

CHI attendance has become more exclusively academic, 
despite industry’s need for basic research in specific areas. 
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Apart from education and health, which have broad appeal, 
and software design and development, CHI remains largely 
focused on general phenomena and resistant to domain-
specific work. This creates additional opportunities for 
regional and specialized conferences.

Information

Early in the computer era, there were no networks and mem-
ory was fantastically expensive. Computers were for com-
putation, not information processing. Today, the situation is 
reversed: Memory and bandwidth are so plentiful that most 
computation is in the service of processing and distribut-
ing information. And the shift to an emphasis on informa-
tion, with computation present but less visible, could well 
accelerate.

Cronin (1995) proposed that information access, in terms of 
intellectual, physical, social, economic, and spatial/temporal 
factors, is the focus of the information field. Information is 
acquired from sensors and human input; it flows over networks 
including the Web, and is aggregated, organized, and trans-
formed. The routing and management of information within 
enterprises, as well as the consequences of ever more perme-
able organizational boundaries, is evolving. Approaches to 
personal information management are also rapidly changing. 
It was once centered on shoeboxes of photographs and boxes 
of old papers. Now most of us face significant online infor-
mation management decisions, choosing what to keep locally, 
what to maintain in the cloud, and how to organize it to ensure 
its future accessibility. The CHI field has over a decade of 
work on information design and visualization (see Chapter 23 
by Stuart Card).

In speculating about the future, Cronin (1995, p. 56) quotes 
Wersig (1992) who argued that concepts around informa-
tion might function “like magnets or attractors, sucking the 
focus-oriented materials out of the disciplines and restruc-
turing them within the information scientific framework.” 
Could this happen? Information schools have hired senior 
and junior people from many relevant areas. Andrew Dillon, 
dean of the University of Texas, School of Information, 
worked at Loughborough with Brian Shackel and Ken Eason. 
Syracuse, the first extant school of information (since 1974), 
has faculty with IS training and orientation. CHI faculty have 
migrated to information schools and departments of several 
leading universities.

Communication Studies is a discipline to watch. Rooted 
in humanities and social sciences, it is gradually assuming 
a quantitative focus. Centered on studies of television and 
other mass media, the field blossomed in the 1980s and 
1990s. Only in the last several years has computer-mediated 
communication reached the scale of significance of other 
mass media. HCI is in a position to draw on past work in 
communication, as communication focuses more on digital 
media.

The rise of specialized programs—biomedical informat-
ics, social informatics, community informatics, and infor-
mation and communication technology for development 

(ICT4D)—works against the consolidation of informa-
tion studies. Information, like HCI, could become invisible 
through ubiquity. The annual Information Conference is a 
barometer. In 2005 and 2006, there was active discussion 
and disagreement about directions. Should new journals and 
research conferences be pursued, or should the field stick 
with the established venues in the various contributing disci-
plines? In the years since, faculty from different fields worked 
out pidgin languages with which to communicate with each 
other. Assistant professors were hired and graduate students 
enlisted, whose initial jobs and primary identities are with 
information. Will they creolize the pidgin language?

One can get a sense that the generals may still be argu-
ing over directions, but the troops are starting to march. It 
is not clear where they will go. The generals, although busy 
with local campaigns, are reluctant to turn over command. 
The annual iConference vies with the less international but 
more established ASIST conference. However this evolves, 
in the long term, information is likely to be the major player 
in HCI. Design and information are active foci of HCI today, 
but the attention to design is compensation for past neglect. 
Information is being reinvented.

CONCLUSION: THE NEXT GENERATION

Looking back, cyclic patterns and cumulative influences 
are visible. New waves of hardware enabled different ways 
to support the same activities. E-mail arrived as an infor-
mal communication medium, was embraced by students, 
regarded with suspicion by organizations, and eventually 
became more formal and used everywhere. Then texting and 
instant messaging came along as an informal medium, were 
embraced by students, regarded with suspicion by organiza-
tions, and eventually became used everywhere. Social net-
working came along. …

Mindful of Edgar Fiedler’s admonition that “he who lives 
by the crystal ball soon learns to eat ground glass,” consider 
this: In the mid-1980s, the mainframe market lost the spot-
light. Organizations were buying hundreds of PCs, but these 
were weak devices with little memory, hard to network. They 
did not need more mainframes, but what about a massive, 
parallel supercomputer? Government and industry invested 
vast sums in high-performance computing only to discover 
that it was hard to decompose most computational problems 
into parallel processes whose output could be reassembled. 
As these expensive and largely ineffective efforts proceeded, 
PCs slowly got stronger, added some memory, got networked 
together, and, without vast expenditures and almost unno-
ticed at first, the Internet and the Web emerged.

Today the PC is losing the spotlight. Organizations buy 
hundreds of embedded systems, sensors, and effectors, but 
these are weak devices with little memory, hard to network. 
Some tasks can be handed off to a second processor, but how 
far can parallel multicore computers take us? Government 
and industry are investing large sums in parallel comput-
ing. They are rediscovering the difficulties. Sensors and 
effectors will add processing and memory, harvest energy, 
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and get networked. What will that lead to? The role of the 
PC may shift, becoming a personal control station where 
we can monitor vast quantities of information on anything 
of interest—our health, the state of household appliances, 
Internet activity, etc.—on large displays, with specific tasks 
easily moved to portable or distributed devices.

New technologies capture our attention, but of equal 
importance is the rapid maturation of technologies such 
as digital video and document repositories, as well as the 
complex specialization occurring in virtually all domains 
of application. Different patterns of use emerge in different 
cultures and different industries. Accessibility and sustain-
ability are wide-open, specialized research and development 
areas. Tuning technologies for specific settings can bring 
human factors approaches to the fore; designing for efficient 
heavy use could revive command-driven interfaces, whether 
the commands are typed, spoken, or gestural.

Digital technology has inexorably increased the visibility 
of activity. We see people behaving not as we thought they 
would or as we think they should. Rules, conventions, policies, 
regulations, and laws are not consistently followed; sanctions 
for violating them are not uniformly applied. Privacy and our 
evolving attitudes toward it are a small piece of this pow-
erful progression. Choosing how to approach these complex 
and intensifying challenges—Where do we increase enforce-
ment? Should or could we create more nuanced rules? When 
should we tolerate more deviance?—at the levels of families, 
organizations, and societies. This will be a perpetual preoc-
cupation as technology exposes the world as it is.

Until some time after it is revoked, Moore’s law broadly 
construed will ensure that digital landscapes provide new 
forms of interaction to explore and new practices to improve. 
The first generation of computer researchers, designers, and 
users grew up without computers. The generation that fol-
lowed used computers as students, entered workplaces, and 
changed the way technology was used. Now a generation has 
grown up with computers, game consoles, and cell phones. 
They absorbed an aesthetic of technology design and com-
municate by messaging. They are developing skills at search-
ing, browsing, assessing, and synthesizing information. They 
use smartphones, acquire multimedia authoring talent, and 
embrace social networking sites. They have different takes 
on privacy and multitasking. They are entering workplaces, 
and everything will be changed once again. However it is 
defined and wherever it is studied, human–computer interac-
tion will for some time be in its early days.

APPENDIX: PERSONAL OBSERVATIONS

My career from 1973 to 1993 followed a common enough 
path. I was one of many who worked as a computer program-
mer, studied cognitive psychology, spent time as an HCI pro-
fessional in industry, and then moved to academia. I describe 
personal experiences here not because I am special, but to 
add texture and a sense of the human impact of some of the 
developments I have described. My interest in history arose 
from the feeling of being swept along by invisible forces, 

sometimes against my intention. My first effort at under-
standing was titled “The Computer Reaches Out” (Grudin 
1990): I saw computers evolving and slowly reaching into the 
world and changing it in ways that we, their developers, had 
not foreseen.

1970: A Change in Plans

As a student, I read and believed the Life magazine article that 
forecast computers with superhuman intelligence arriving in 
several years. I concluded that if we survived a few years, 
we could count on machines to do all useful work. Human 
beings should focus on doing what they enjoy. I shifted from 
physics to mathematics and from politics to literature.

1973: Three Professions

Looking for my first job in 1973, I found three computer 
job categories in the Boston Globe classifieds: (1) operators, 
(2) programmers, and (3) systems analysts. Not qualified to 
be a highly paid analyst, I considered low-paid, hands-on 
operator jobs, but I landed a programming job with Wang 
Laboratories, which was at the time a small electronics com-
pany. For 2 years, I never saw the computer that my programs 
ran on. I flowcharted on paper and coded on coding sheets 
that a secretary sent to be punched and verified. A van car-
ried the stack of cards 20 miles to a computer center, and 
later that day or the next day I got the printout. It might say 
something like “Error in Line 20,” and I would resume work 
on the program.

1975: A Cadre of Discretionary Hand-On Users

In 1975, Wang acquired a few teletype terminals with access 
to the WYLBUR line editor, developed at the Stanford 
Linear Accelerator. Some of us programmers chose to aban-
don paper and became hands-on computer users.

1983: Chilly Reception for a Paper 
on Discretion in Use

My first HCI publication, Grudin and MacLean (1984), was 
written when I was a postdoctoral researcher at the MRC 
Applied Psychology Unit. Allan and I showed that people 
sometimes choose a slower interface for aesthetic or other 
reasons even when they are familiar with a more efficient 
alternative. A senior colleague asked us not to publish it. He 
worked on improving expert efficiency through cognitive 
modeling. A demonstration that greater efficiency could be 
undesirable would be a distraction, he said: “Sometimes the 
larger enterprise is more important than a small study.”

1984: Encountering Moore’s Law, Information 
Systems, Human Factors, and Design

I returned to Wang, which had become a large minicom-
puter company, and found that Moore’s law had changed 
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the business. More hardware was ordered from catalogs and 
the reduced cost of memory and other factors had changed 
programming priorities and skills. I was soon influenced by 
another cognitive psychologist, Susan Ehrlich, who worked 
in a marketing research group and later managed the human 
factors group. She introduced me to the IS literature, which I 
found difficult to understand. I attended Boston-area chapter 
meetings of both HFS and SIGCHI. I saw the cultural dif-
ferences but felt CHI could learn from human factors. In a 
futile gesture to counter CHI antipathy toward human fac-
tors, I began calling myself a human factors engineer. I drove 
to Cambridge to see the newly released Macintosh. Few soft-
ware engineers had the visual design skills that I realized 
would become important, so at work I looked for industrial 
designers of hardware (boxes) who could be enlisted to sup-
port software interface design.

1985: The Graphical User Interface Shock

In the early 1980s, Phil Barnard and I were among the many 
cognitive psychologists working on command naming. This 
was an important application in the era of command-line 
interfaces, but the ambition was to develop a comprehensive 
theoretical foundation for HCI. The success of the Mac in 
1985 curtailed interest in command names. No one would 
build on our past work—a depressing thought. It also dashed 
the hope for a comprehensive theoretical foundation for HCI. 
We had to choose: Am I a cognitive psychologist or a com-
puter professional? Phil remained a psychologist.

1986: Beyond the User: Groups and Organizations

I agreed to join MCC, an industry research consortium. 
Between jobs I worked on two papers, each addressing a major 
challenge encountered in product development: (1) From 1984 
to 1986, I had worked on several products or features intended 
to support groups rather than individual users. These had not 
done well. Why was group support so challenging? (2) It was 
painfully evident that organizational structures and devel-
opment processes were badly suited to interactive software 
development. What could be done about it? These issues 
formed the basis for much of my subsequent research.

1989: Development Contexts: A Major

Differentiator

I spent 2 years at Aarhus University. Within weeks of arriv-
ing in a country that had little commercial software devel-
opment, I saw that differences in the conditions that govern 
product, in-house, and contract development of interactive 
software could shape practices and perceptions in CHI, IS, 
and software engineering. Sorting this out led to my first 
library research for purely historical purposes (Grudin 1991). 
Perusing long-forgotten journals and magazines in dusty 
library corridors felt like wandering through an archaeologi-
cal site.

1990: Just Words: Terminology Can Matter

I felt a premonition in 1987 when my IS-oriented colleague 
Susan Ehrlich titled a paper “Successful Implementation of 
Office Communication Systems.” By “implementation,” she 
meant introduction into organizations. To me, implementa-
tion was a synonym for coding or development. Sure enough, 
the ACM editor asked her to change the word implementa-
tion to adoption (Ehrlich 1987). What she called systems I 
called applications. Was language, usually an ally, getting in 
the way?

In 1990, I described the focus of my planned HCI course 
at Aarhus as “user-interface evaluation.” My new colleagues 
seemed embarrassed. Weeks later, a book written by one of 
them was published (Bødker 1990). Its first sentence was a 
quotation: “Design is where the action is, not evaluation.” 
Now I was embarrassed. In an in-house development world, 
with its dogma of getting the design right up front, develop-
ment projects could take 10 years. Evaluation occurred at the 
end when only cosmetic changes were possible, and had a 
negative stigma. In commercial product development, evalu-
ation of the previous version, competitive products, and (ide-
ally) prototypes was integral to design. Evaluation is central 
to iterative design. It draws on the experimental psycholo-
gists’ skillset. We considered it a good thing.

Later in 1990, I participated in a panel on task analysis 
at a European conference. To my dismay, this IS-oriented 
group defined task analysis differently than I did. To them, it 
meant an organizational task analysis: tasks as components 
in a broad work process. In CHI, it meant a cognitive task 
analysis: breaking a simple task into components; for exam-
ple, is “move text” thought of as “select-delete-paste” or as 
“select-move-place”? Some Europeans felt North American 
claims to have conducted task analyses were disgraceful, not 
understanding the context.

Also in 1990, en route to giving a job talk at the University 
of California Irvine, my first lecture to an IS audience at the 
University of California Los Angeles Anderson School of 
Management ended badly when the department head asked 
a question. It seemed meaningless, so I replied cautiously. He 
rephrased the question. I rephrased my response. He started 
again, then stopped and shrugged as if to say, “this fellow 
is hopeless.” When I saw him a few months later, he was 
astonished to learn that his Irvine friends were hiring me. 
Later, I understood the basis of our failure to communicate: 
We attached different meanings to the word “users.” To me, 
it meant hands-on computer users. He was asking about IS 
users who specified database requirements and read reports, 
but were not hands-on computer users. To me all use was 
hands-on, so his question had made no sense.

A book could be written about the word “user.” From a 
CHI perspective, the IS user was “the customer.” Consultants 
use “client.” In IS, the hands-on user was “the end-user.” In 
CHI parlance, end-user and user were one and the same—a 
person who entered data and used the output. The word end-
user seemed superfluous or an affectation. Human factors 
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used “operator” which CHI considered demeaning. In soft-
ware engineering, user typically denoted a tool user, that is, 
a software engineer.

A final terminology note: the male generic. I avoided sub-
mitting to IJMMS and turned down an invitation to speak at 
a “man–machine interaction” event. I was keen on learning 
from other disciplines, but that was a linguistic bridge I usu-
ally avoided crossing. I generally consider words to be a nec-
essary but uninteresting medium for conveying meaning, but 
such experiences led to an essay on unintended consequences 
of language (Grudin 1993).

2010: Reflections on Bridging Efforts

I have been a minor participant in efforts to find synergies 
drawing from CHI and HFS, OIS, IS (in both CSCW and 
AIS SIGHCI), or Design. None succeeded. I’ve interviewed 
others who participated years ago and identified the obsta-
cles touched on in the introduction, many of which I experi-
enced. As a boomer, I experienced generational and cultural 
divides. Many of my MCC colleagues joined the consortium 
to avoid Star Wars military projects. We lived through dis-
putes between cognitive psychologists and radical behavior-
ists. I was among CHI researchers who shifted from journals 
to conferences as the primary publication venue and from 
hypothesis-driven experimentation to build-and-assess and 
qualitative field research.

Some differences fade over time, but many persist. 
Conference reviewers are often irritated by unfamiliar acro-
nyms used by authors from other fields. Writing a chapter 
for an IS-oriented book (Palen and Grudin 2002), my coau-
thor and I wrangled at great length with the editor over 
terminology.

In researching this article, I reviewed the literature on 
TAM, the model of white-collar employee perceptions of 
technology that is heavily cited in IS but never in CHI. I 
unsuccessfully searched online for TAM references. Only 
on my third attempt did I see the problem: TAM stands for 
“Technology Acceptance Model,” but I repeatedly typed in 
“Technology Adoption Model.” TAM examined nondiscre-
tionary acceptance, I think in terms of discretionary adop-
tion. Different biases lead to different terminology, and 
confusion.

2010: Predicting the Future
Detailed forecasts, including mine, rarely look good upon 
close inspection. But understanding the forces that have 
shaped the past offers hope of anticipating or reacting 
quickly to future events. Even more useful may be indi-
cations of where effort will be futile. I believe the most 
common error is to underestimate the impact of hardware 
changes, and in particular that once effects start to be felt, 
how rapidly they will escalate. I published some analysis and 
projection in the November 2006 and January 2007 issues 
of ACM Interactions—check to see how I’m doing. (http://
interactions.acm.org/content/archives.php).
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1.1 � PERCEPTUAL-MOTOR INTERACTION: 
A BEHAVIORAL EMPHASIS

Human–computer interaction is going through a period of 
rapid evolution. Although mouse, keyboard, and joystick 
devices will continue to dominate for the immediate future, 
embodied, gestural, and tangible interfaces—where indi-
viduals use their body to directly manipulate information 
objects—are rapidly changing the computing landscape. 
Most new laptops and mobile devices now support mul-
titouch, which allows us to use our fingers and gestures to 
directly manipulate virtual objects on the screen. Hence, 
as an alternative to pointing and clicking with a mouse, we 
can now directly pull, push, grab, pinch, squeeze, crush, 
and throw virtual objects. We can shake our portable music 
player to change the song we are listening to, or we can turn 
our mobile devices horizontally to get a wider display screen. 
Using the Wii Remote, we can now use our body movements 
to interact with objects in video games and manipulate them. 
Tangible and augmented interfaces now allow us to interact 

directly with virtual environments by moving actual objects 
on a tabletop (Hornecker et al. 2008). In sum, instead of being 
forced to use dissociated (mouse) and/or arbitrary (keyboard 
and joystick) sensorimotor mappings to achieve our goals, 
these new modes of interaction allow for a more direct map-
ping of our movements on to the work space. The “natural-
ness” and ease of operation of these interfaces are, in large 
part, due to the sensory and motor systems’ close connection 
to cognition. Therefore, as these new interfaces become more 
popular, it is becoming increasingly important to consider 
the mechanisms that support such interactions.

In our studies of human–computer interaction (HCI) and 
perceptual-motor interactions in general, we have adopted 
a number of theoretical and analytical frameworks as part 
of an integrated approach. Our chapters in earlier editions 
of this handbook (Chua, Weeks, and Goodman 2003; Welsh 
et al. 2007) reviewed much of this research and its implica-
tions for HCI. The emphasis for these earlier chapters was on 
using information-processing approaches to understand the 
translation of perceptual into motor space and the interaction 
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between processes of attention and action planning. Although 
our research has continued to explore the interplay between 
the processes of action and attention that we introduced in 
our chapter in the second edition (Welsh et al. 2007), we are 
intrigued by the possibilities offered by recently developed 
tangible interfaces and how theories of embodied cognition 
and common coding can support and enhance the progress 
of these systems.

Thus, in the present chapter, we have provided an updated 
review and expansion of our recent work in the area of action-
centered attention and suggest some important implications 
for the role that action planning plays in the capture of 
attention and perception. We believe this work has important 
implications for the design of interaction modes. In the sec-
ond section, we review the critical features of an alternative 
theoretical approach to cognition and action that presupposes 
an in-depth interaction between perception, cognition, and 
action. This latter theory has shaped much of our more recent 
work on the development of a tangible and embodied HCI. 
The critical theme that binds the seemingly diverse lines 
of work is the role that action planning has in information-
processing systems. It is this central consideration that we 
argue has been lacking over the years and should be an 
important consideration for the future work.

1.1.1 �H uman Information Processing and 
Perceptual-Motor Behavior

The information-processing framework has traditionally pro-
vided a major theoretical and empirical platform for many 
scientists interested in perceptual-motor behavior. The study 
of perceptual-motor behavior within this framework has 
inquired into such issues as the information capacity of the 
motor system (e.g., Fitts 1954), the attentional demands of 
movements (e.g., Posner and Keele 1969), motor memory 
(e.g., Adams and Dijkstra 1966), and processes of motor 
learning (e.g., Adams 1971). The language of information 
processing (e.g., Broadbent 1958) has provided the vehicle 
for discussions of mental and computational operations of 
the cognitive and perceptual-motor system (Posner 1982). 
Of interest in the study of perceptual-motor behavior is the 
nature of the cognitive processes that underlie perception and 
action.

The information-processing approach describes the human 
as an active processor of information, in terms that are now 
commonly used to describe complex computing mechanisms. 
An information-processing analysis describes observed 
behavior in terms of the encoding of perceptual informa-
tion, the manner in which internal psychological subsystems 
utilize the encoded information, and the functional organi-
zation of these subsystems. At the heart of the human cog-
nitive system are processes of information transmission, 
translation, reduction, collation, storage, and retrieval (e.g., 
Fitts 1964; Marteniuk 1976; Stelmach 1982; Welford 1968). 
Consistent with a general model of human information pro-
cessing (e.g., Fitts and Posner 1967), three basic processes 

have been distinguished historically. For our purposes, we 
refer to these processes as stimulus identification, response 
selection, and response programming. Briefly, stimulus iden-
tification is associated with processes responsible for the 
perception of information. Response selection pertains to the 
translation between stimuli and responses and the selection 
of a response. Response programming is associated with the 
organization of the final output (see Proctor and Vu 2003 or 
the present volume).

A key feature of early models of information processing 
is the emphasis upon the cognitive activities that precede 
action (Marteniuk 1976; Stelmach 1982). From this per-
spective, action is viewed only as the end-result of a com-
plex chain of information-processing activities (Marteniuk 
1976). Thus, chronometric measures such as reaction time 
and movement time, as well as other global outcome mea-
sures, are often the predominant dependent measures. 
However, even a cursory examination of the literature indi-
cates that the time to engage a target has been a primary 
measure of interest. For example, a classic assessment of 
perceptual-motor behavior in the context of HCI and input 
devices was conducted by Card et al. (1978); see also 
English, Engelhart, and Berman (1967). Employing mea-
sures of error and speed, Card et al. (1978) had subjects 
complete a cursor-positioning task using four different con-
trol devices (mouse, joystick, step keys, and text keys). The 
data revealed the now well-known advantage for the mouse. 
Of interest is that the speed measure was decomposed into 
“homing” time, the time that it took to engage the control 
device and initiate cursor movement, and “positioning” 
time, the time to complete the cursor movement. Although 
the mouse was actually the poorest device in terms of the 
homing time measure, the advantage in positioning time 
produced the faster overall time. That these researchers 
sought to glean more information from the time measure 
acknowledges the importance of the movement itself in per-
ceptual-motor interactions such as these.

The fact that various pointing devices depend on hand 
movement to control cursory movement has led researchers 
in HCI to emphasize Fitts’s law (Fitts 1954) as a predictive 
model of time to engage a target. The law predicts point-
ing (movement) time as a function of the distance to and the 
width of the target—where, in order to maintain a given level 
of accuracy, movement time must increase as the distance 
of the movement increases and/or the width of the target 
decreases. The impact of Fitts’s law is most evident by its 
inclusion in the battery of tests to evaluate computer pointing 
devices in ISO 9241-9. We argue that there are a number of 
important limitations to an exclusive reliance on Fitts’s law 
in this context.

First, although the law predicts movement time, it does 
so on the basis of distance and target size. Consequently, it 
does not allow for determining what other factors may influ-
ence movement time. Specifically, Fitts’s law is often based 
on a movement to a single target at any given time (although 
it was originally developed using reciprocal movements 
between two targets). However, in most HCI and graphical 
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user interface contexts, there is an array of potential targets 
that can be engaged by an operator. These nontarget, but 
action-relevant stimuli in the movement environment can 
have profound and unexpected effects on action planning 
and execution. For example, Adam et al. (2006) have repeat-
edly found that the last target in an array enjoys a move-
ment time advantage that is not predicted by Fitts’s law. In 
contrast, distracting nontarget stimuli that capture attention 
can negatively affect both the temporal and physical char-
acteristics of the movements to the imperative target. We 
will discuss these negative consequences in greater detail in 
Section 1.2.1.3.

Second, we suggest that the emphasis on Fitts’s law has 
diverted attention from the fact that cognitive processes 
involving the selection of a potential target from an array are 
an important, and time-consuming, information-processing 
activity that must precede movement to that target. For 
example, the Hick–Hyman law (Hick 1952; Hyman 1953) 
predicts the decision time required to select a target response 
from a set of potential responses—where the amount of time 
required to choose the correct response increases with the 
number of possible alternative responses. What is important 
to understand is that the two laws work independently to 
determine the total time it takes for an operator to acquire 
the desired location. In one instance, an operator may choose 
to complete the decision making and movement components 
sequentially. Under these conditions, the total time to com-
plete the task will be the sum of the times predicted by the 
Hick–Hyman and Fitts’s laws. Alternatively, an operator 
may opt to make a general movement that is an approximate 
average of the possible responses and then select the final 
target destination while the movement is being completed. 
Under such conditions, Hoffman and Lim (1997) reported 
interference between the decision and movement component 
that was dependent on their respective difficulties (see also 
Meegan and Tipper 1998).

Finally, although Fitts’s law predicts movement time given 
a set of movement parameters, it does not actually reveal 
much about the underlying movement itself. Indeed, consid-
erable research effort has been directed toward revealing the 
movement processes that give rise to Fitts’s law. For example, 
theoretical models of limb control have been forwarded that 
propose that Fitts’s law emerges as a result of multiple sub-
movements (e.g., Crossman and Goodeve 1963/1983), or as 
a function of both initial movement impulse variability and 
subsequent corrective processes late in the movement (Meyer 
et al. 1988). These models highlight the importance of con-
ducting detailed examinations of movements themselves as a 
necessary complement to chronometric explorations.

For these reasons, HCI situations that involve dynamic 
perceptual-motor interactions may not be best indexed 
merely by chronometric methods (cf. Card et al. 1978). 
Indeed, as HCI moves beyond the simple key press interfaces 
that are characteristic of early systems to include virtual and 
augmented reality, teleoperation, gestural and haptic inter-
faces, among others, the dynamic nature of perceptual-motor 
interactions are even more evident. Consequently, assessment 

of the actual movement required to engage such interfaces 
will be more revealing.

To supplement chronometric explorations of basic 
perceptual-motor interactions, motor behavior researchers 
have also advocated a “movement process” approach (Kelso 
1982). The argument is that in order to understand the nature 
of movement organization and control, analyses should also 
encompass the movement itself, and not just the activities 
preceding it (e.g., Kelso 1982, 1995; Marteniuk, MacKenzie, 
and Leavitt 1988). Thus, investigators have examined the 
kinematics of movements in attempts to further understand 
the underlying organization involved (e.g., Brooks 1974; 
Chua and Elliott 1993; Elliott et al. 1991; Kelso, Southard, 
and Goodman 1979; MacKenzie et al. 1987; Marteniuk et al. 
1987). The relevance of this approach will become apparent 
in later sections.

1.1.2 � Sensory Information during the 
Planning and Control of Action

It almost goes without saying that different types of actions 
need different types and amounts of information to ensure 
accurate completion. Theoretical and experimental consid-
erations of this issue, in a manner that is relevant to the field 
of HCI, have been expanded recently. Before discussing the 
evidence supporting this view and outlining some potential 
implications for HCI, we will briefly review the processes 
involved in the planning and control of action and the types 
of information used during these processes. Readers inter-
ested in gaining a more in-depth understanding of this 
research should consult a recent book on the topic (Elliott 
and Khan 2010).

Since the seminal work of Woodworth (1899), it has been 
generally accepted that goal-directed action consists of two 
main components: (1) the ballistic or open-loop component 
that initiates the action toward the goal and (2) the current 
control or closed-loop component during which movement-
produced information is used to facilitate movement accu-
racy. The initial open-loop component is thought to represent 
the results of the stages of information processing and ini-
tial plan or motor program the individual has developed to 
complete the goal successfully. The second component of 
the action begins after the movement has been initiated and 
directed toward the goal. During this part of the movement, 
sources of movement-produced information about the cur-
rent location and trajectory of the effector (feedback) are 
compared with the predicted or desired location and trajec-
tory to determine any differences between the actual and 
desired movement pattern (i.e., movement error). These error 
signals are then used to correct the unfolding movement and 
achieve the goal.

The main evidence in favor of the notion of planning and 
control components for goal-directed actions is derived from 
detailed analyses of the kinematic profiles of aiming actions 
performed under various stimulus conditions (e.g., Chua and 
Elliott 1993; Heath 2005; see Khan et al. 2006 for a review). 
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Although vestibular and proprioceptive information is also 
necessary for the accurate planning and control of move-
ment, visual information is by far the dominant source and, 
as such, is the source of information that is most commonly 
manipulated in these studies. As one would expect, people 
are more accurate and less variable under conditions in which 
they have vision of the environment than when they do not. 
The increase in accuracy is thought to occur, in large part, 
because the actor has visual information of both the effector 
and the target to detect and correct errors in the trajectory.

Of greater importance to the present discussion, however, 
are the results of the in-depth kinematic analysis of the aiming 
movements. The consistent finding of this research is that the 
majority of the differences between the movements executed 
with and without vision appears in the later portions of the 
movement. Specifically, the initial segments of movements 
performed both with and without vision are characterized 
by relatively similar smooth increases and then decreases in 
velocity (bell-shaped profiles). It is thought that this relative 
consistency arises because there is a relative consistency in 
the motor programs that are the basis of these early portions 
of the movement in both vision and no vision conditions. In 
contrast to the similarities in the initial parts of the move-
ments, the later portions of the movement performed with 
continuous visual information of the environment are char-
acterized by a much larger number of sudden decelerations 
and reaccelerations than movements executed in the absence 
of visual information. These discontinuities in the kinematic 
profiles are thought to represent instances in which the actor 
has used visual information about the effector and the tar-
get to detect errors and then formulate and execute corrective 
submovements. These online corrections increase the accu-
racy of the movement. In the absence of vision, most errors go 
undetected leading to smoother deceleration phases (i.e., with 
fewer corrective submovements) and more end point error.

It is important to note here that not all actions consist of 
both components. Although each action needs a ballistic 
component to get the action initiated, actions may be suc-
cessfully completed in the absence of feedback-based con-
trol. There are two common circumstances in which actions 
are completed without (or with minimal influence from) 
feedback-based control. The first circumstance in which 
feedback-based control is not needed is situations in which 
end point accuracy demands are minimal (e.g., when there 
is a low index of difficulty, the target is really large and/or 
close to the effector). Feedback-based corrections might not 
occur here because the programmed component of the action 
is accurate enough to achieve the goal. The second circum-
stance involves situations in which actions are completed 
in a very short amount of time. Because the feedback loops 
require time to effectively influence the actions, feedback-
based corrections during rapid or ballistic actions are simply 
not possible. The actor still receives the response-produced 
information at the end of the movement and can determine 
whether they have successfully completed the response 
and can use that information to adjust the next action (i.e., 
make an offline correction to the action). The information, 

however, cannot be used online (during the action) to ensure 
its accurate completion. Thus, for ballistic actions, such as 
key presses, a continual source of target information during 
execution will not affect performance because online correc-
tions cannot be made. Successful completion of action in this 
context is dependent on the accuracy of the motor program. 
In contrast, for movements with a longer execution time, 
such as finger- or mouse-based aiming movements, a con-
tinual source of information facilitates accurate completion 
because the information can be used to make online correc-
tions to the unfolding action.

In sum, the critical implication from this discussion of the 
use of visual information in motor programming and con-
trol is that different types of actions require different types 
and amounts of information. Specifically, because key press 
responses are completed in a ballistic manner without the use 
of feedback, the stable sources of information regarding the 
target location are not needed to ensure accurate completion. 
In contrast, because aiming movements generally take longer 
to complete and have higher accuracy demands, a continual 
and stable source of visual information about the effector and 
the target is needed for efficient feedback-based corrections 
and movement accuracy. As will be discussed later, recent 
findings suggest that the ways in which we perceive and 
attend to objects in the world is determined, in part, by the 
to-be-performed response mode. Thus, careful consideration 
of response mode is necessary when designing work environ-
ment to ensure the efficient extraction of the relevant infor-
mation and use of the system.

1.1.3 T ranslation, Coding, and Mapping

As outlined in the preceding sections, the dominant mod-
els of human information processing (e.g., Fitts and Posner 
1967) distinguishes three basic processes: stimulus iden-
tification, response selection, and response programming. 
While stimulus identification and response programming are 
functions of stimulus and response properties, respectively, 
response selection is associated with the translation between 
stimuli and responses (Welford 1968).

Translation is the seat of the human “interface” between 
perception and action. Moreover, the effectiveness of transla-
tion processes at this interface is influenced to a large extent 
by the relation between perceptual inputs (e.g., stimuli) and 
motor outputs (e.g., responses). Since the seminal work 
of Fitts and colleagues (Fitts and Seeger 1953; Fitts and 
Deninger 1954), it has been repeatedly demonstrated that 
errors and choice reaction times to stimuli in a spatial array 
decrease when the stimuli are mapped onto responses in 
a spatially “compatible” manner. Fitts and Seeger (1953) 
referred to this finding as stimulus–response (S–R) compat-
ibility and ascribed it to cognitive codes associated with the 
spatial locations of elements in the stimulus and response 
arrays. Presumably, it is the degree of coding and recoding 
required to map the locations of stimulus and response ele-
ments that determine the speed and accuracy of translation 
and thus response selection (e.g., Wallace 1971).
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The relevance of studies of S–R compatibility to the 
domain of human factors engineering is paramount. It is 
now well understood that the design of an optimal HCI in 
which effective S–R translation facilitates fast and accurate 
responses is largely determined by the manner in which 
stimulus and response arrays are arranged and mapped onto 
each other (e.g., Bayerl, Millen, and Lewis 1988; Chapanis 
and Lindenbaum 1959; Proctor and Van Zandt 1994). As a 
user, we experience the recalibrating of perceptual-motor 
space when we take hold of the mouse and move it in a fairly 
random pattern when we interact with a computer for the 
first time. Presumably, what we are doing here is attempt-
ing to calibrate our actual movements to the resulting virtual 
movements of the cursor on the screen. Such recalibrations 
require neural networks and resources that are in addition to 
those typically activated during direct or standard mapping 
conditions (Snyder, Batista, and Andersen 1998). Thus, for 
optimal efficiency of functioning, it seems imperative that 
the system is designed to require as little recalibration as 
possible. Again, our contribution to the first edition of this 
handbook reviews our work on the area of S–R translation 
and the implications of this work for HCI (Chua, Weeks, 
and, Goodman 2003). We encourage those who are more 
interested in these issues to read that chapter. For the present 
chapter, we will instead outline some newer considerations 
and consequences for contexts in which there is a more direct 
translation between movements of the user and the effects of 
these actions in virtual space.

1.2 � PERCEPTUAL-MOTOR INTERACTION: 
ATTENTION AND PERFORMANCE

The vast literature on selective attention and its role in the 
filtering of target from nontarget information (e.g., Cherry 
1953; Treisman 1964a,b, 1986; Deutsch and Deutsch 1963; 
Treisman and Gelade 1980) has no doubt been informative 
in the resolution of issues in HCI pertaining to stimulus dis-
plays and inputs (e.g., the use of color and sound). However, 
attention should not be thought of as a unitary function, but 
rather as a set of information-processing activities that are 
important for perceptual, cognitive, and motor skills. Indeed, 
the evolution of HCI into the realm of augmented reality, tele-
operation, gestural interfaces, and other areas that highlight 
the importance of dynamic perceptual-motor interactions, 
necessitates a greater consideration of the role of attention in 
the selection and execution of action. Recent developments in 
the study of how selective attention mediates perception and 
action and, in turn, how intended actions influences atten-
tional processes, are poised to make just such a contribution 
to HCI. We will now turn to a review of these developments 
and some thoughts on their potential relevance to HCI.

1.2.1 A ttention

We are all familiar with the concept of “attention” on a pheno
menological basis. Even our parents, who likely never formally 

studied cognition, demonstrated their understanding of the 
essential characteristics of attention when they directed us to 
“pay attention” when we were daydreaming or otherwise not 
doing what was asked. They knew that humans, like comput-
ers, have a limited capacity to process information in that we 
can only receive, interpret, and act upon a fixed amount of 
information at any given moment. As such, they knew that any 
additional, nontask processing would disrupt the performance 
of our goal-task, be it homework, cleaning, or listening to their 
lecture. But what is “attention”? What does it mean to “pay 
attention”? What influences the direction of our attention? The 
answers to these questions are fundamental to understanding 
how we interact with our environment. Thus, it is paramount 
for those who are involved in the design of HCI to consider the 
characteristics of attention and its interactive relationship with 
action planning.

1.2.1.1  Characteristics of Attention
Attention is the collection of processes that allow us to 
dedicate our limited information-processing capacity to the 
purposeful (cognitive) manipulation of a subset of available 
information. Stated another way, attention is the process 
through which information enters into working memory 
and achieves the level of consciousness. There are three 
important characteristics of attention: (1) attention is selec-
tive and allows only a specific subset of information to enter 
the limited processing system; (2) the focus of attention can 
be shifted from one source of information to another; and 
(3) attention can be divided such that, within certain limi-
tations, one may selectively attend to more than one source 
of information at a time. The well-known “cocktail party” 
phenomena (Cherry 1953) effectively demonstrates these 
characteristics.

Picture yourself at the last busy party or poster session 
you attended where there was any number of conversations 
continuing simultaneously. You know from your own experi-
ence that you are able to filter out other conversations and 
selectively attend to the single conversation in which you are 
primarily engaged. You also know that there are times when 
your attention is drawn to a secondary conversation that is 
continuing nearby. These shifts of attention can occur auto-
matically, especially if you hear your name dropped in the 
second conversation, or voluntarily, especially when your 
primary conversation is boring. Finally, you know that you 
are able to divide your attention and follow both conversa-
tions simultaneously. However, although you are able to keep 
track of each discussion simultaneously, you will note that 
your understanding and contributions to your primary con-
versation diminish as you dedicate more and more of your 
attentional resources to the secondary conversation. The 
diminishing performance in your primary conversation is, of 
course, an indication that the desired amount of information 
processing has exceeded your limited capacity.

Although the “cocktail party” example outlined here uses 
auditory stimuli, the ability to select, divide, and shift atten-
tional resources holds for different modalities (e.g., vision, 
proprioception) and across multiple modalities (e.g., one can 
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shift from auditory stimuli to visual stimuli). Because vision 
is the dominant modality of information transfer in HCI, we 
will concentrate our discussion on visual selective attention. 
It should be noted, however, that there is a growing literature 
on cross-modal influences on attention, especially visual–
auditory system interactions (e.g., Spence et al. 2000), that 
will be relevant in the near future. For those interested in a 
broader review of the characteristics of attention are encour-
aged to read our contribution to the second edition of the 
handbook (Welsh et al. 2007).

1.2.1.2  Shifts of Attention
Structural analyses of the retinal (photosensitive) surface 
of the eye have revealed two distinct receiving areas—the 
fovea and the perifoveal (a.k.a. peripheral) areas. The fovea 
is a relatively small area (about 2°–3° of visual angle) near 
the center of the retina, which has the highest concentra-
tion of color-sensitive cone cells. It is this high concentra-
tion of color-sensitive cells that provides the rich, detailed 
information that we typically use to identify objects. There 
are several important consequences of this structural and 
functional arrangement. First, because of the fovea’s pivotal 
role in object identification and the importance of object 
identification for the planning of action and many other cog-
nitive processes, visual attention is typically dedicated to 
the information received by the fovea. Second, because the 
fovea is such a small portion of the eye, we are unable to 
derive a detailed representation of the environment from a 
single fixation. As a result, it is necessary to constantly move 
information from objects in the environment onto the fovea 
by rapidly and accurately rotating the eye. These rapid eye 
movements are known as saccadic eye movements. Because 
of the tight link between the location of visual attention and 
saccadic eye movements, these rapid eye movements are 
referred to as overt shifts of attention.

Although visual attention is typically dedicated to foveal 
information, it must be remembered that the perifoveal retinal 
surface also contains color-sensitive cells and, as such, is able 
to provide details about objects. A covert shift of attention 
refers to any situation in which attention is being dedicated 
to a nonfoveated area of space. Covert shifts of attention are 
used when an individual wants or needs to maintain the fovea 
on a particular object while continuing to scan the remain-
ing environment for other stimuli. Covert shifts of attention 
also occur immediately before the onset of an overt shift 
of attention or other type of action (e.g., Shepherd, Findlay, 
and Hockey 1986). For this reason, people are often able to 
identify stimuli at the location of covert attention before the 
acquisition of that location by foveal vision (i.e., overt atten-
tion) (Deubel and Schneider 1996).

Both overt and covert shifts of attention can be driven by 
stimuli in the environment or by the will of the performer. 
Shifts of attention that are driven by stimuli are known as 
exogenous, or bottom–up, shifts of attention. They are consid-
ered to be automatic in nature and thus, for the most part, are 
outside of cognitive influences. Exogenous shifts of attention 
are typically caused by a dynamic change in the environment 

such as the sudden, abrupt appearance (onset) or disappear-
ance (offset) of a stimulus (e.g., Pratt and McAuliffe 2001), 
a change in the luminance or color of a stimulus (e.g., Folk, 
Remington, and Johnston 1992; Posner, Nissen, and Ogden 
1978; Posner and Cohen 1984), or the abrupt onset of object 
motion (e.g., Abrams and Chirst 2003; Folk, Remington, 
and Wright 1994). The effects of exogenous shifts have a 
relatively rapid onset, but are fairly specific to the location 
of the dynamic change and are transient, typically reaching 
their peak influence around 100 ms after the onset of the 
stimulus (Cheal and Lyon 1991; Müller and Rabbitt 1989). 
From an evolutionary perspective, it could be suggested that 
these automatic shifts of attention developed because such 
dynamic changes would provide important survival informa-
tion such as the sudden, unexpected appearance of a preda-
tor or prey. However, in more modern times, these types of 
stimuli can be used to quickly draw one’s attention to the 
location of important information.

In contrast, performer-driven, or endogenous, shifts of 
attention are under complete voluntary control. The effects 
of endogenous shifts of attention take longer to develop, but 
can be sustained over a much longer period of time (Cheal 
and Lyon 1991; Müller and Rabbitt 1989). From an HCI per-
spective, there are advantages and disadvantages to the fact 
that shifts of attention can be under cognitive control. The 
main benefit of cognitive control is that shifts of attention can 
result from a wider variety of stimuli such as symbolic cues 
like arrows, numbers, or words. In this way, performers can 
be cued to locations or objects in the scene with more subtle 
or permanent information than the dynamic changes that are 
required for exogenous shifts. The main problem with endog-
enous shifts of attention is that the act of interpreting the cue 
requires a portion of the limited information-processing 
capacity and thus can interfere with, or be interfered by, con-
current cognitive activity (Jonides 1981).

Although it was originally believed that top–down pro-
cesses could not influence exogenous shifts of attention (i.e., 
that dynamic changes reflexively capture attention regardless 
of intention), Folk, Remington, and Johnston (1992) demon-
strated that this is not always the case. The task in the Folk 
et al. (1992) study was to identify a stimulus that was pre-
sented in one of four possible locations. For some partici-
pants, the target stimulus was a single abrupt onset stimulus 
(the target appeared in one location and nothing appeared in 
the other three locations), whereas for the remaining partici-
pants the target stimulus was a color singleton (a red stimu-
lus that was presented at the same time as white stimuli that 
appeared in the other three possible locations). One-hundred 
and fifty milliseconds before the onset of the target, partici-
pants received cue information at one of the possible target 
locations. The cue information was either abrupt onset stim-
uli at a single location or color singleton information. Across 
a series of experiments, Folk et al. (1992) found that the cue 
tended to increase reaction times to the target stimulus when 
the cue information was presented at a location that was dif-
ferent from where the target subsequently appeared, indicat-
ing that attention had initially been exogenously drawn to 
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the cue. Importantly, the cue stimuli only interfered with the 
identification of the target stimulus when the characteristics 
of cue stimuli matched the characteristics of the target stimu-
lus (i.e., onset cue-onset target and color cue-color target con-
ditions). When the characteristics of the cue did not match 
the target stimulus (i.e., onset cue-color target and color cue-
onset target conditions), the location of the cue did not influ-
ence reaction times. Thus, these results reveal that dynamic 
changes only capture attention when the performer is search-
ing for a dynamic change stimulus. Stated another way, it 
seems that “automatic” attentional capture is dependent on 
the expectations of the performer. Folk et al. suggested that 
people create an attention set in which they establish their 
expectations for the characteristics of the target stimulus. 
Stimuli meeting the established set will automatically cap-
ture attention, whereas stimuli that do not meet the estab-
lished set will not.

Subsequent work on this contingent involuntary capture 
of attention effect has revealed that this attentional set can 
only be broadly-tuned in that it is most sensitive for dis-
criminating between so-called static (e.g., color singletons) 
and dynamic (e.g., abrupt onset singletons) discontinuities. 
For example, Folk, Remington, and Wright (1994) found that 
a motion singleton (one object suddenly starting to move) 
and an offset singleton (one object suddenly disappearing) 
captured attention when participants were searching for an 
onset singleton target (see also Gibson and Kelsey 1998). 
Thus, when key press responses are required to a target that 
is characterized by a dynamic change in the environment, 
other dynamic change will fit the attentional set and capture 
attention. The obvious implication of these results is that the 
most efficient HCIs will be those for which the designer has 
considered perceptual expectations of the person controlling 
the system. As we will discuss in Section 1.2.1.3, however, 
consideration of the perceptual expectations alone is, at best, 
incomplete.

1.2.1.3  Action-Centered Attention
The majority of the literature reviewed thus far has involved 
experiments that investigated attentional processes through 
tasks that used simple or choice key press actions. Cognitive 
scientists typically use these arbitrary responses because (1) 
key press responses are relatively uncomplicated and pro-
vide simple measures of performance, namely reaction time 
and error; and (2) by using a simple response, the researcher 
assumes that they have isolated the perceptual and attentional 
processes of interest from additional complex motor program-
ming and control processes. Although there are certainly 
numerous examples of HCI in which the desired response is an 
individual key press or series of key presses, there are perhaps 
as many situations in which more complicated movements are 
required. Indeed, mouse- and joystick-based interactions are 
in many ways complicated aiming movements. Further, as 
HCIs move increasingly into virtual reality, touchscreen, tan-
gible interfaces, and other more complex environments, it will 
become increasingly important to consider the ways in which 
attention and motor processes interact. Thus, it will become 

more critical to determine if the same principles of attention 
apply when more involved motor responses are required. In 
addition, some cognitive scientists have suggested that, because 
human attention systems have developed through evolution to 
acquire the information required to plan and control complex 
actions, studying attention under such constrained response 
conditions may actually provide an incomplete or biased view 
of attention (Allport 1987, 1993). The tight link between atten-
tion and action is apparent when one recognizes that covert 
shifts of attention occur before saccadic eye movements 
(Deubel and Schneider 1996) and that overt shifts of attention 
are tightly coupled to manual aiming movements (Helsen et al. 
1998, 2000). Such considerations, in combination with neuro-
anatomical studies revealing tight links between the attention 
and motor centers (Rizzolatti, Riggio, and Sheliga 1994), have 
led to the development of action-centered models of attention 
(Rizzolatti et al. 1987; Tipper, Howard, and Houghton 1999; 
Welsh and Elliott 2004a).

1.2.1.3.1 � The Relationship between Attentional 
Capture and Action Coding

Recent research has demonstrated that the behavioral con-
sequences of selecting and executing target-directed actions 
in the presence of action-relevant nontarget stimuli extend 
beyond the time taken to prepare and execute the movement 
(e.g., Meegan and Tipper 1998; Pratt and Abrams 1994). 
Investigations in our labs and others have revealed that the 
actual execution of the movement changes in the presence of 
distractors. For example, there are reports that movements 
will deviate toward (Welsh, Elliott, and Weeks 1999; Welsh 
and Elliott 2004a; Welsh et al. 2007; Song and Nakayama 
2008; Carr, Phillips, and Meehan 2008; Buetti and Kerzel 
2009) or away from (Howard and Tipper 1997; Tipper, 
Howard, and Jackson 1997; Welsh and Elliott 2004a,b) the 
nontarget stimulus. For a recent review of the effects of cog-
nitive states on reaching movements, please see Song and 
Nakayama (2009).

Welsh and Elliott have developed the model of response 
activation to account for and integrate this research. 
Consistent with the conclusions of Tipper, Lortie, and Baylis 
(1992), Welsh and Elliott (2004a) based the model of response 
activation on the premise that attention and action processes 
are so tightly linked that the dedication of attention to a par-
ticular stimulus automatically initiates response-producing 
processes that are designed to interact with that stimulus. 
Responses are activated to attended stimuli regardless of the 
nature of attentional dedication (i.e., reflexive or voluntary). 
It is proposed that each time a performer approaches a known 
scene, a “response set” is established in working memory in 
which the performer identifies and maintains the character-
istics of the expected target stimulus and the characteristics 
of the expected response to that stimulus. Thus, the response 
set in the model of response activation is an extension of the 
attentional set of  Folk et al. (1992) in that the response set 
includes the performer’s expectations of the target stimulus 
as well as preexcited (preprogrammed) and/or preinhibited 
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response codes. Each stimulus that matches the physical 
characteristics established in the response set captures atten-
tion and, as a result, activates an independent response pro-
cess. Stimuli that do not possess at least some of the expected 
characteristics do not capture attention and thus do not acti-
vate responses. Thus, if only one stimulus in the environ-
ment matches the response set, then that response process 
is completed unopposed and the movement emerges rapidly 
and in an uncontaminated form. However, under conditions 
in which more than one stimulus matches the response set, 
multiple response representations are triggered and subse-
quently race one another to surpass the threshold level of 
neural activation required to initiate a response. It is impor-
tant to note that this is not a “winner-take-all” race where 
only the characteristics of the winning response influence 
the characteristics of actual movement alone. Instead, the 
characteristics of the observed movement are determined by 
the activation level of each of the competing responses at the 
moment of movement initiation. In this way, if more than one 
neural representation is active (or if one is active and one is 
inhibited) at response initiation, then the emerging response 
will have characteristics of both responses (or characteristics 
that are opposite to the inhibited response).

The final relevant element of the model is that the activa-
tion level of each response is determined by at least three 
interactive factors—the salience of the stimulus and associ-
ated response, an independent inhibitory process, and the 
time course of each independent process. The first factor, 
the salience or action-relevancy of the stimulus, is in fact the 
summation of a number of separate components including the 
degree attentional capture (based on the similarity between 
the actual and anticipated stimulus within the response set), 
the complexity of the response afforded by the stimulus, and 
the S–R compatibility. When attentional capture and S–R 
compatibility are maximized and response complexity is 
minimized, the salience of an individual response is maxi-
mized and the response to that stimulus is activated rapidly.

So, what implications does the model of response activa-
tion have for the design of HCI? In short, because the model of 
response activation provides a fairly comprehensive account 
of movement organization in complex environments, it could 
be used as the basis for the design of interfaces that consider 
the cognitive system as an interactive whole as opposed to 
separate units of attention and movement organization. One 
of the more obvious implications is that a designer should 
consider the time intervals between the presentation of each 
stimulus in a multiple-stimuli set, as this can have dramatic 
effects on the performer’s ability to quickly respond to each 
stimulus (e.g., psychological refractory period—Telford 
1931; Pashler 1994) and the physical characteristics of each 
response (Welsh and Elliott 2004a).

1.2.1.3.2 � Spatial Coordinates of Attention 
in Different Action Contexts

Arguably the most influential work in the development of 
the action-centered models was the article by Tipper et al. 
(1992). Participants in these studies were presented with 

nine possible target locations, arranged in a three by three 
matrix, and were asked to identify the location of a target 
stimulus appearing at one of these locations while ignoring 
any nontarget stimuli presented at one of the remaining eight 
locations. The key innovation of this work was that Tipper 
and colleagues asked participants to complete a rapid aim-
ing movement to the target location instead of identifying it 
with a key press. Previous studies of the reference frame of 
attention using key press responses had revealed that atten-
tion can work in retinotopic (e.g., Eriksen and Eriksen 1974), 
egocentric (e.g., Downing and Pinker 1985; Gawryszewski 
et al. 1987), and environmental (e.g., Hinton and Parsons 
1988) coordinate systems. However, if there is a tight link 
between attention and action and the requirements of the 
action modulate, in part, the distribution of attention and 
attentional capture, then coordinate system used (and sub-
sequent pattern of distractor interference effects observed) 
during aiming movements should be different from that used 
during key press responses. This difference in coordinate 
systems should be observed because the amount and type of 
information needed to successfully plan and complete aim-
ing movements are different from that needed to successfully 
complete a key press response (see Section 1.1.2).

Consistent with traditional key press studies, Tipper, 
Lortie, and Baylis (1992) found that the presence of a distractor 
increased response times to the target. Although the finding 
of distractor interference in this selective reaching task was 
an important contribution to the field in and of itself, the key 
discovery was that the magnitude of the interference effects 
caused by a particular distractor location was dependent on 
the aiming movement being completed. Specifically, it was 
found that distractors (1) closer to the starting position of the 
hand (between the start position and the target) cause more 
interference than distractors farther from the starting position 
(the proximity-to-hand effect); and, (2) ipsilateral to the mov-
ing hand caused more interference than those in the contralat-
eral side of space (the ipsilateral effect). Based on this pattern 
of interference, Tipper et al. (1992) concluded that attention 
and action are tightly linked such that the distribution of 
attention is dependent on the action that was being performed 
(i.e., attention was distributed in an action-centered coordi-
nate system). Specifically, stimuli that afford actions that are 
more efficiently executed (i.e., movements of shorter ampli-
tude [Fitts 1954] or into ipsilateral space [Fisk and Goodale 
1985])  tend to capture attention to a greater degree (and cause 
more interference) than distractors that afford less-efficient 
responses (i.e., movements of longer amplitude or into con-
tralateral space; see also, Tipper, Meegan, and Howard 2002).

Although the study of Tipper et al. (1992) provided criti-
cal initial insights into the issue of response efficiency and 
the action-dependent patterns of interference, additional 
research has revealed that this pattern of interference is 
modulated by the characteristics of the environment and the 
task. For instance, Keulen et al. (2002) have demonstrated 
that the distance between targets and distractors in the envi-
ronment alters the attentional frame of reference used dur-
ing reaching movements. In support of Tipper et al. (1992) 
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action-centered frame of reference, they found that distrac-
tors closer to the start position of the hand caused more 
interference than distractors beyond the path of the reaching 
movement (i.e., a proximity-to-hand effect) when there was 
a large distance (20 mm) between the target and distractor 
locations. In contrast, when the target and distractor loca-
tions were close (5 mm) to each other, a symmetrical pat-
tern of interference was observed in which distractors on 
either side of the target caused the same amount of inter-
ference (i.e., no proximity-to-hand effect was observed). The 
authors suggested that this shift in the pattern of interference 
occurred because the planning and control stages of aiming 
movements require different frames of reference (action-cen-
tered and environmental, respectively). These data support 
the action-centered view in that the patterns interference was 
even dependent on the stage of action planning and execu-
tion. Within the realm of HCI, these data highlight the need 
for careful consideration of the spatial arrangement of stimuli 
in the environment because even small changes in the array 
can alter the efficiency of target engagement.

1.2.1.3.3 � The Capture of Attention in 
Different Action Contexts

As reviewed in Section 1.2.1.3.2, initial investigations into 
action-centered attention were focused primarily on the 
influence that the spatial location of distractors with respect 
to the target had on the planning and execution of action 
(e.g., Meegan and Tipper 1998; Lyons et al. 1999; Pratt and 
Abrams 1994; Tipper et al. 1992). In that context, an action-
centered framework has offered a useful perspective for the 
spatial organization of perceptual information presented in 
an HCI context. However, the reason for engaging a target 
in an HCI task is because the target symbolically represents 
an outcome or operation to be achieved. Indeed, this is what 
defines an icon as a target—target features symbolically 
carry a meaning that defines it as the appropriate target. 
Whether by intuition and trial and error, or through con-
sideration of the research on attentional capture (e.g., Folk 
et al. 1992), programmers have already used a variety of 
dynamic changes to the stimulus characteristics (e.g., sud-
denly appearing, blinking, moving, growing, etc.) to draw 
our attention to certain objects and in the hopes of facilitat-
ing target engagement. Although there is little doubt that the 
dynamic stimuli are, in large part, successful in achieving 
these goals, recent investigations of how the context of the 
response influence perception and attention suggest that tar-
get engagement may be made more efficient through consid-
eration of the response mode, the requirements of the actions 
system, and the relationship between the stimulus and the 
desired response.

As an initial illustration of the tight link between 
perceptual-motor processes, there is a growing body of 
evidence revealing how the characteristics of the prepared 
action influence the processing of certain visual stim-
uli. For instance, Lindemann and Bekkering (2009; see 
also Craighero et al. 1999) have shown that the degree of 

congruency between the action goal and the characteristics 
of an irrelevant stimulus can facilitate reaction times to ini-
tiate the movement. Participants in the study were told to 
reach out and grasp an X-shaped object as if they were going 
to turn it clockwise or counterclockwise. They were told in 
advance which type of movement they would be making and 
to wait for a “go” signal before initiating the movement that 
they had prepared. The “go” signal was apparent motion of 
an object in either a clockwise or counterclockwise direction. 
It was found that the participants initiated their movements 
more rapidly when the apparent motion of the “go” signal was 
congruent with the movement that they had prepared (e.g., a 
clockwise movement with a clockwise rotating stimulus) than 
when the apparent motion was incongruent with the prepared 
movement (e.g., a clockwise movement with a clockwise 
rotating stimulus). This congruency effect is consistent with 
other research and demonstrates that prepared movements 
enhance the perception of characteristics of objects that are 
related to the to-be-performed movement. For example, the 
preparation of grasping movements enhances the detection of 
targets that varied by size, whereas the preparation of point-
ing movements enhances the detection of targets that varied 
by luminance (Wykowska, Schubo, and Hommel 2009; see 
also, Symes et al. 2008).

While the research described in the previous paragraph 
suggests that perception of specific features is enhanced in 
an action-specific manner, recent work from our lab suggests 
that attentional capture is likewise modified by the require-
ment of the motor system. Specifically, Welsh and Pratt 
(2008) found that the attentional capture by some dynamic 
changes is different when key press and aiming responses 
are required. In this study, participants were asked to iden-
tify the location of an onset or offset target stimulus while 
ignoring a distractor stimulus of the opposite characteristics 
(i.e., onset targets were paired with offset distractors and vice 
versa). In separate experiments, participants responded to the 
target stimulus with a choice key press response or an aiming 
movement to the target location. Consistent with the findings 
of Folk et al. (1992) and Folk et al. (1994), interference effects 
were observed when an offset distractor was presented with 
an onset target and when an onset distractor was paired with 
an offset target. When aiming responses were required, how-
ever, inference effects were only observed when an onset 
distractor was presented with an offset target. The offset 
distractor did not cause an interference effect when partici-
pants were aiming to an onset target. Stated another way, the 
results indicated that an onset distractor slowed responding 
to an offset target in both key press and aiming tasks. An 
offset distractor, however, only interfered with task perfor-
mance when a key press was required.

It was proposed that this action-dependent pattern of 
interference effects emerged because the action system mod-
ified the attentional set, thereby influencing what stimulus 
features capture attention and those that do not, based on the 
salience of the stimulus feature for the requirements of the 
to-be-performed action. Because key press tasks are ballistic 
in nature, a constant source of stable visual information is 
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not needed to ensure accurate completion. As a result, any 
dynamic discontinuity is as salient as any other and can cap-
ture attention. In contrast, because the accuracy of aiming 
movements depends on a continual source of stimulus infor-
mation for feedback-based control, offset and onset stimuli 
represent the two extreme ends of saliency to the motor sys-
tem (with onsets at the maximally salient end and offset at 
the minimally salient end). As a result, offset stimuli have a 
very low salience to the motor system and are very unlikely 
to capture attention when an aiming response is required. In 
contrast, because onset stimuli are highly salient to the motor 
system, they are very likely to capture attention when aim-
ing responses are required, regardless of the features of the 
target stimulus. Thus, it seems that the context of the action 
and the requirements of the motor system to ensure the accu-
rate completion of the response help to shape the attentional 
set and what does and does not capture attention (see also 
Higgins and Welsh, submitted; Welsh and Zbinden 2009).

Similar action-specific interference effects to those 
observed in our lab have been shown across pointing and 
grasping actions (Bekkering and Neggers 2002; Weir et al. 
2003), pointing and verbal responses (Meegan and Tipper 
1999), and different types of pointing responses (Meegan and 
Tipper 1999; Tipper, Meegan, and Howard 2002). In sum, 
there is growing evidence that traditional conception of the 
information-processing stream as serial series of events with 
action only occurring after perception and cognition stages 
are completed is in need of revision. The research reviewed 
here suggests that the action system has what would tradi-
tionally be considered as an “upstream” effect and plays an 
important role in shaping perception and attention. From 
an applied perspective, now that HCI is moving into virtual 
reality and other types of assisted response devices, it will 
become increasingly important to consider the required 
and/or anticipated action when designing HCI environments. 
Specifically, this work on the spatial layout (e.g., Keulen 
et al. 2002) and the characteristics of the stimuli (e.g., Welsh 
and Pratt 2008) highlights the need for the designer to con-
sider the interactions among perception, attention, and motor 
processing because there are some situations in which the 
transfer from simple to complex movements is not always 
straightforward.

1.2.1.4  Summary
Taken into the realm of HCI, it is our position that the 
interplay between shifts of attention, spatial compatibil-
ity, and object recognition will be a central human perfor-
mance factor as technological developments continue to 
enhance the “directness” of direct-manipulation systems (cf. 
Shneiderman 1983, 1992). Specifically, as interactive envi-
ronments become better abstractions of reality with greater 
transparency (Rutkowski 1982), the potential influence of 
these features of human information processing will likely 
increase. Thus, it is somewhat ironic that the view toward 
virtual reality, as the solution to the problem of creating the 
optimal display representation, may bring with it an “unin-
tended consequence” (Tenner 1996). Indeed, the operator in 

such an HCI environment will be subject to the same con-
straints that are present in everyday life.

The primary goal of human factors research is to guide 
technological design in order to optimize perceptual-motor 
interactions between human operators and the systems they 
use within the constraints of maximizing efficiency and min-
imizing errors. Thus, the design of machines, tools, inter-
faces, and other sorts of devices utilizes knowledge about 
the characteristics, capabilities, as well as limitations, of the 
human perceptual-motor system. In computing, the devel-
opment of input devices such as the mouse and graphical 
user interfaces was intended to improve human–computer 
interaction. As technology has continued to advance, the 
relatively simple mouse and graphical displays have begun 
to give way to exploration of complex gestural interfaces 
and virtual environments. This development may perhaps, 
in part, be a desire to move beyond the “artificial” nature 
of such devices as the mouse, to ones that provide a better 
mimic of reality. Why move an arrow on a monitor using a 
hand-held device to point to a displayed object, when instead, 
you can “reach” and “interact” with the object? Perhaps such 
an interface would provide a closer reflection of real-world 
interactions—and the seeming ease with which we interact 
with our environments, but also subject to the constraints 
of the human system. With this in mind, we now turn to an 
alternative approach to perceptual-motor interactions that we 
believe may point us in some exciting new directions.

1.3 � COMMON CODING ACCOUNTS OF 
PERCEPTUAL-MOTOR INTERACTIONS

At the same time that the research on action-centered atten-
tion and perception is gaining momentum, a new approach 
to cognition has begun to emerge broadly termed “embod-
ied cognition.” This approach argues that, among other 
things, there is a bidirectional relationship between the body 
and cognition such that actions are influenced by cognitive 
operations and cognitive operations are influenced by move-
ments and the body’s action state. In many ways, cognition 
is considered to be a form of action. One of the key mecha-
nisms that is considered to support this two-way connection 
between the body and cognition is a common representation 
in the brain that codes both the action plan and the sensory 
consequences of the action plan (the effects the action will 
have on the environment). It is this specific common cod-
ing mechanism that differentiates this theory from the modi-
fied views of the traditional information-processing theories 
reviewed in Section 1.2.1.3. On a functional level, it is sug-
gested that these common codes connect the perception, 
execution, and imagination of movements and, as a result, 
can also help to shape other cognitive processes. Although 
there is a literature on the connections between action and 
a variety of cognitive processes, we will focus here on the 
relevant literature related to the interactions among action, 
perception, and imagination.

The origins of the common coding approach can be found 
in the seminal text of William James (1890). The more modern 
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and in-depth development of this idea was first articulated by 
Prinz (1992) and has been refined and expanded as data accu-
mulate (see, Decety 2002; Hommel et al. 2001; Prinz 2005). 
Simply put, a central outcome of this common coding mech-
anism is that perception and action are intimately linked such 
that the activation of one component automatically activates 
the coupled component. The planning of an action automati-
cally activates a representation of the sensory consequences 
of the action and, conversely, perception or imagination of an 
effect automatically activates a representation of the action(s) 
that can bring about that effect. As a result, one can activate 
or simulate an action by conceiving of the desired effects on 
the environment and the effects of a planned action on the 
environment can be anticipated with the activation or simula-
tion of the response.

A suggested consequence of this coding is that the motor 
system is activated when humans perceive and imagine 
movement-related information. This motor system activa-
tion and connection between movement (activation of motor 
representations), observation of movements (activation of 
perceptual representations), and imagination of movements 
(covert activation of motor and perceptual representations), 
then leads to the preferences and biases of our own move-
ments, which can guide the way we perceive and imagine 
other movements and actions, and may also influence the way 
we process representations that embed movements (such as 
verbs). Consistent with these ideas, recent work has extended 
this effect to language and concept processing, showing that 
there is motor activation while imagining words encoding 
movements, and processing sentences involving movements 
(Bergen, Chang, and Narayan 2004; Wilson and Gibbs 2007; 
Holt and Beilock 2006; Barsalou 1999).

A common instance of the embodied resonance and simu-
lation process that may involve the common codes is famil-
iar to cinema goers: while watching an actor moving along 
a precipice, viewers may move their arms and legs or dis-
place body weight to one side or another, based on what they 
would like to see the actor doing in the scene. Similar effects 
are seen in sports fans watching athletes perform and novice 
video game players interacting with their virtual character. 
Such “simulation” of others’ actions may also underlie our 
ability to project ourselves into different character roles as 
well. For instance, this effect may explain why we are emo-
tionally moved by a dramatic film scene: we simulate the 
characters’ movements and emotional expressions using our 
own body and, as a result, recreate their emotional states.

In implementation terms, common coding can be thought 
of as an artificial neural network encoding both action and 
perception elements, where the activation of one type of ele-
ment automatically activates the other elements (associative 
priming), similar to connectionist implementations of seman-
tic priming (Cree, McRae, and McNorgan 1999). Imagination 
of movement, in this view, would be a form of implicit activa-
tion of the action network. Recent modeling work has shown 
how such common coding could arise purely through agent–
environment interactions, when agents move from not using 
any representations (being purely reactive) to a strategy of 

using stored structures in the world/head. In addition, this 
model shows that common coding can arise from both evolu-
tionary and within-lifetime learning (Chandrasekharan and 
Stewart 2007).

Most of the evidence for common coding is derived from 
behavioral studies in which it is assessed how actions in one 
medium (e.g., imagination) leads to a difference in reaction 
time or accuracy in another medium (e.g., execution). The 
following is a brief review of the experimental evidence for 
different types of interactions. For the sake of space and rel-
evance to HCI, our review will focus on this behavioral evi-
dence for common coding. It should be noted, however, that 
this behavioral evidence is supported by neurophysiological 
experiments, including imaging, transcranial magnetic stimu-
lation (TMS), and patient studies (for a comprehensive review, 
see Rizzolatti and Craighero 2004; or Brass and Heyes 2005). 
Finally, for the sake of brevity, we will focus our discussion 
on the less intuitive and more relevant research on the impli-
cations of the common coding system for perception–action 
and imagination–action relationships. We focus on these rela-
tionships because we have used this work as the theoretical 
basis for a collaborative project to develop a novel tangible 
interface that we will highlight at the end of the chapter.

1.3.1 P erception–Action Common Coding

If common coding holds and the perception of an action auto-
matically activates the observed action codes in the observer, 
then two distinct predictions can be made. The first predic-
tion is that the observation and perception of a movement 
should negatively influence the concurrent performance of 
a movement when the observed and executed actions are 
incompatible because different action codes are activated in 
the motor system through execution and observation. Thus, 
the codes of observed action should interfere with the codes 
of the action that is to be executed. This interference effect 
would be similar to the trajectory deviation effects caused 
by competing response codes observed in the action-centered 
attention studies reviewed earlier in the chapter (e.g., Welsh 
and Elliott 2004a).

In support of the common coding hypothesis, Kilner, 
Paulignan, and Blakemore (2003; see also Brass, Bekkering, 
and Prinz 2001) found that there was more variabil-
ity in the performance of a rhythmic movement pattern 
when participants observed another individual perform-
ing an incompatible versus a compatible rhythmic pattern. 
Specifically, when participants were performing a rhythmic 
up-and-down movement pattern with their arms, there was 
more horizontal deviation in movement pattern when they 
observed another person performing a horizontal movement 
pattern than when the observed person performed a verti-
cal movement pattern. Critically, this interference effect did 
not occur when the participants observed similar compat-
ible and incompatible movement patterns being executed 
by a robot arm. This contrast in effects of the human and 
the robot suggests that the activation of the common codes 
through observation may be sensitive to the characteristics 
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of the observed motion and/or the intentionality the observer 
is able to attribute to the observed actor.

The second, and probably more relevant, prediction is 
that the perception of actions should be affected by perfor-
mance of those actions because recent or extensive execution 
improves the coding of and familiarity with the perceptual 
consequences of the action. There are a number of lines of 
evidence that are consistent with this prediction. One line of 
evidence is the repeated finding that people are better able to 
recognize actions after having practiced the action patterns. 
For example, Casile and Giese (2006) found that people were 
better able to visually recognize a specific movement pat-
tern faster than other movement sequences after learning 
the movement pattern. Critically, because participants were 
blindfolded during the learning of the task, the improvement 
in visual recognition was based on verbal and haptic feed-
back alone. In a related set of studies, Knoblich, Sebanz, and 
colleagues (see Knoblich and Sebanz 2006 for a review) have 
shown that people can accurately identify their own action 
patterns from those of other people. Presumably, people are 
very accurate at recognizing their own actions because they 
have a lifetime of experiencing and building of knowledge of 
their own action–effect relationships.

In addition to the work on recognition, this effect of 
learned actions seems to extend to preference judgments. 
When skilled and novice typists were asked to pick between 
dyads of letters (such as FV and FJ), the skilled typists 
preferred dyads that would be typed with less interference 
(i.e., different fingers), whereas novices showed no prefer-
ence. Moreover, a motor task performed in parallel to the 
dyad preference judgments lowered skilled typists’ prefer-
ence, but only when the motor task involved the specific 
fingers that would be used to type the dyads (Beilock and 
Holt 2007). This preference effect has been generalized 
recently by Topolinski and Strack (2009), who showed that 
the mere exposure effect (MEE; stimuli that are repeatedly 
encountered are increasingly liked) is dependent on motor 
simulations. They showed that chewing gum while evalu-
ating stimuli destroyed MEEs for words, but not for visual 
characters. However, kneading a ball with the hand left both 
MEEs unaffected. They argued that this effect stems from 
individuals representing stimuli by covertly simulating the 
sensorimotor processes that run when the stimuli are per-
ceived or acted on. Chewing disrupts this process, kneading 
does not. These preference effects have recently been used to 
explain the strong identification players develop with video 
game characters (Chandrasekharan et al. 2010).

1.3.2 I magination–Action Common Coding

We believe the most straightforward and convincing demon-
stration of the involvement of the motor system in imagination, 
at least in the imagination of actions, is the repeated finding 
that the time to mentally execute actions closely corresponds 
to the time it takes to actually perform them (Decety 2002; 
Jeannerod 2006; Young, Pratt, and Chau 2009). However, it 
has also been shown that responses beyond voluntary control 

(such as heart and respiratory rates) are activated by imagin-
ing actions to an extent proportional to that of actually per-
forming the action (Decety 2002). In sum, these data suggest 
that imagination of these actions involves the activation of 
response codes, with these response codes running offline 
and generating many of the same physiological effects that 
would be generated during execution, although to a dimin-
ished degree. The connections between the motor system 
and imagination extend beyond the simulation of motor tasks 
to other cognitive activities (e.g., Hegarty 2004; Martin and 
Schwartz 2005; Nersessian 2002, 2008). We will center our 
discussion, however, on mental rotation.

The main prediction of this work is that, if cognitive 
processes such as imagination and mental rotation engage 
the common coding system, then these cognitive processes 
should be affected by concurrent action execution and vice 
versa. To test the prediction that action planning and exe-
cution influences cognition, Wohlschlager (2001; see also 
Wexler, Kosslyn, and Berthoz 1998) asked participants to 
mentally rotate an object while they were planning an action 
or actually moving their hands or feet in a direction that was 
compatible or incompatible with the direction of the mental 
rotation. Consistent with predictions based on the notion of 
common coding, performance on the mental rotation suf-
fered when the direction of action was incompatible with 
the direction of mental rotation and performance improved 
when the direction of action was compatible with the mental 
rotation.

Although the involvement of our action system in cogni-
tion may facilitate efficient processing, the limitations of our 
motor system may likewise limit or hinder cognitive func-
tioning. For example, it has recently been shown that people 
with writer’s cramp (a focal hand dystonia characterized by 
constant contractions of the muscles of the hand and forearm 
that limit hand use) take more time to complete certain men-
tal rotation tasks than their peers without neurological dis-
orders. Interestingly, the difficulties in mental rotation seem 
to be specific to images of the affected limb (i.e., rotating 
pictures of hands). The time it took people with focal hand 
dystonia to rotate pictures of nonbody parts (e.g., houses 
and cars) were not different from their peers without dysto-
nia (Fiorio, Tinazzi, and Agiloti 2006). Likewise, Kosslyn 
(1994) reports that participants need more time to perform 
mental rotations that are physically awkward. These data 
suggest that common coding may restrict or limit our ability 
to imagine novel actions and movements. Thus, although our 
action system may be engaged to facilitate certain cognitive 
processes, its role is limited by our action repertoire.

1.3.3  Summary

Through this review, we have attempted to concisely sum-
marize the critical features of common coding theories and 
the evidence that supports these views. Although this area 
is, in many ways, in its infancy, there is a clear growing 
body of evidence supporting a common code system link-
ing execution, perception, and imagination of movement and 
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that this system can be accessed to support a wide variety of 
cognitive processes. The vast majority of the research in this 
area has been directed to testing and expanding the theo-
retical aspects of common coding. We believe, however, that 
there is tremendous potential for the principles outlined in 
common coding theory to shape and enhance HCI. In fact, 
this theoretical approach has recently been used to derive 
novel embodied interaction designs. We will describe this 
development and some potential applications in the second 
half of the following section.

1.4 � PERCEPTUAL-MOTOR INTERACTION 
IN APPLIED TASKS: A FEW EXAMPLES

As we mentioned at the outset of this chapter, the evolution 
of computers and computer-related technology has brought 
us to the point at which the manner with which we inter-
act with such systems has become a research area in itself. 
Current research in motor behavior and experimental psy-
chology pertaining to attention, perception, action, and spa-
tial cognition is poised to make significant contributions to 
the area of HCI. In addition to the continued development 
of a knowledge base of fundamental information pertain-
ing to the perceptual-motor capabilities of the human user, 
these contributions will include new theoretical and analyti-
cal frameworks that can guide the study of HCI in various 
settings. In this final section, we highlight just a few specific 
examples of HCI situations that offer a potential arena for 
the application of the basic research that we have outlined in 
this chapter.

1.4.1 �A ttention Cueing for Military 
Target Detection

Combat identification of friends and enemies is essential 
for mission effectiveness and the prevention of friendly fire. 
The software that projects images to the operator’s displays, 
including images from unmanned aerial vehicles and on 
head mounted displays (HMDs), can cue attention to possible 
target locations. In each situation, the user is required to navi-
gate and engage targets in the real world, while attempting to 
perform a detection and identification on the interactive dis-
play. The use of this assistive software creates a dual task in 
which the operator must divide his or her attention between 
the separate tasks in order to complete the job successfully. 
Although the identification cues can provide great opportu-
nities to facilitate the detection of critical information, they 
could also decrease performance by creating distracting clut-
ter on the display (Yeh and Wickens 2001a,b). These effects 
are magnified as the cue reliability decreases and, in the case 
where the task can be performed easily without the cue, it 
has been shown that imperfect cues may hinder performance 
(Maltz and Shinar 2003). In this context, an error of com-
mission (i.e., the cue indicates a nontarget) has much greater 
behavioral consequences than an error of omissions (i.e., the 
technology fails to cue a target) (Maltz and Shinar 2003). 

Thus, it is imperative that the cue stimuli involved in the sec-
ondary identification task be carefully designed to ensure the 
efficient processing of this information to allow as much of 
the attentional resources as possible to be available for the 
real-world tasks of target engagement.

An HMD can assist with target detection because it over-
lays critical cue information over the actual environment, 
reducing the scanning time required to sample and attend 
both the display and the environment. An HMD also allows 
for cueing in x and y coordinates and the use of confor-
mal imagery in which cues or information is presented in 
a world-referenced frame rather than a screen-referenced 
frame eliminating the need for the user to transfer between 
reference frames (Yeh, Wickens and Seagull 1999). Users are 
also better at recovering from cueing errors using an HMD 
(Yeh et al. 2003). However, HMDs are especially susceptible 
to the detrimental effects of clutter as the user is expected to 
attend concurrently to information both on the display and in 
the environment.

The majority of studies find that cueing assists the user in 
detecting the target more quickly and accurately (e.g., Maltz 
and Shinar 2003); however, there is often a cost for detecting 
uncued targets (e.g., Yeh et al. 2003) and an increase in false 
alarms (Yeh and Wickens 2001a,b). The cost may result from 
“attentional tunnelling” where the participants fail to direct 
their attention to areas outside of the cue. The tunnelling may 
result from the user creating an attention set (Folk et al. 1992; 
Folk et al. 1994) for specific cue features. This attentional set 
may increase the chances of these salient cue stimuli captur-
ing attention, but at the same time reduce the chances that 
stimuli not in the set (i.e., uncued targets) capture attention. 
Overall, cueing can assist the user in directing attention in 
difficult detection tasks as long as the cue is sufficiently reli-
able and does not induce clutter into the visual scene.

1.4.2 �D eriving Novel Interaction Designs 
from Common Coding

Although there are clear implications for the research outlined 
above for the design of stimuli in virtual environments, we 
also believe that the principles of perceptual-cognitive-motor 
interactions outlined above should shape and enhance the 
interface devices that are used to translate our action goals 
into virtual environments. In fact, two of us (Timothy  N. 
Welsh and Sanjay Chandrasekharan) have been involved in 
the recent development of a novel interaction device (see 
Mazalek et al. 2010). The goal of the research was to develop 
a device that more effectively mapped the actions of the user 
to the movements of the avatar. The rationale for this goal 
being that, by translating the user’s own actions onto the ava-
tar, there will be a shorter recalibration period, and the user 
can more easily relate to the avatar and respond more effi-
ciently in the virtual environment. An additional, yet to be 
tested, potential consequence of this more direct relationship 
between user and avatar, is that once the user has identified 
with the avatar’s movements, it is possible that the user can 
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then learn from the avatar if it moves in a novel action pattern 
that is physically consistent with the movements of the user. 
Thus, a more direct translation from user to avatar might not 
only facilitate performance in virtual environments, but it 
might also assist in the learning and development of the user.

The development of this device is rooted in the common 
coding theory (e.g., Prinz 1997). A particularly informative 
set of findings are that individuals recognize their own actions 
more accurately than the action patterns of other people, even 
when all that is available is a very information-poor rendi-
tion such as point-light displays (see Knoblich and Sebanz 
2006, for a review). This own-action advantage is thought to 
arise because the observer’s motor system is involved in the 
perception process. Because the motor system of the observer 
is trained to their own actions and the sensory consequences 
of those actions, it is thought that viewing their own actions 
more efficiently activates their motor system and the tightly 
linked common perceptual codes. This more efficient acti-
vation of the common codes then allows the individuals to 
identify their own actions more accurately than those of other 
people. Extending these findings to HCI, we reasoned that 
a user would identify more closely with a virtual character 
in a virtual environment if that virtual character encodes 
the player’s own actions as opposed to movement primitives 
common to all, or at least a subset of, characters.

Based on this experimental and theoretical work, a control 
interface was developed to more directly map the user’s own 
actions onto a virtual character in a real-time virtual environ-
ment. The device that was developed was a wearable, jointed 
puppet whose limbs are attached to the limbs of the user 
so that the limbs of the puppet move along with the hands, 
legs, and neck of the user. Potentiometers are located at the 
joints so that the changes in joint angle of the puppet can be 
transferred to a virtual character (Mazalek et al. 2010). As an 
initial testing of the puppet system, we recently examined if 
the same “own-action” advantage (people can recognize their 
own movements better than others, Knoblich and Sebanz 
2006) was present when their movements were represented 
by a virtual character. Consistent with previous work, we 
have found that individuals were able to identify abstract rep-
resentations (point-light displays) of their own actions when 
the representations were created by affixing small lights 
to actor’s actual body (see Mazalek et al. 2009) and when 
a player’s movements are transferred to an avatar using the 
puppet (Mazalek et al. 2010). The advantages persist even 
when the point-light walkers were presented in altered body 
sizes (Mazalek et al. 2009). Thus, we feel confident that the 
movements of an individual can be effectively transferred to 
virtual characters through the puppet device and that people 
may be able to identify with (embody) these characters when 
this transfer of movement patterns is successful.

Although our initial development and testing of the 
device seems positive, the interface continues to evolve. As 
the interface improves, our view to the possible applica-
tions of this system, beyond real-time interaction, expands. 
For example, we are opening a second line of research 
in which we are trying to exploit the link between action, 

cognition, and imagination. Extending the results from the 
research reviewed above and the theoretical relationship 
between action, cognition, and imagination, we hypothesized 
that novel movements executed by the embodied avatar may 
improve imagination of novel movements, thus improving 
players’ ability to execute creative cognitive processes such as 
mental rotation. To facilitate this learning effect, however, the 
“embodied” virtual characters (characters encoding the play-
er’s own actions) would need to execute movements on screen 
that are impossible for the actual user to perform. Further, 
the user will lose some control of the embodied avatar when 
the avatar executes novel movements, such as back-flips (as 
this would require the user also doing back-flips). Thus, the 
puppet-controlled avatar will need to retain the movement 
patterns of the user while executing these physically impos-
sible movements. This is an interesting application challenge, 
where we need to maintain a fine line between control and 
no-control, with self-recognition elements of the former situ-
ation retained/continued into the latter situation.

As an initial attempt to solve this issue, we have developed 
a game in which the cameras around the avatar rotate slowly, 
giving the impression of the avatar rotating in space. Objects 
then appear close to the avatar, and the user’s task is to touch 
these objects using the puppet interface. Our preliminary 
results reveal that playing this game using the puppet leads 
to improved performance on the game and a mental rotation 
task compared with playing the game using standard game 
interfaces, such as keyboards and game controllers. These 
and other experimental applications are still under devel-
opment. While we are hopeful that the puppet device will 
achieve all our aims, we feel that, regardless of the outcome, 
this entire line of research is a powerful example of how theo-
retical considerations of perceptual-cognitive-motor interac-
tions can be used to inform HCI development and, likewise, 
this technological development can lead to new methods for 
testing and enhancing the theory on which the technology 
was based. For a wider discussion of how common coding 
theory can help in deriving novel interaction modes, see 
Chandrasekharan et al. (2010).

1.5  SUMMARY

The field of HCI offers a rich environment for the study 
of perceptual-motor interactions. The design of effective 
human–computer interfaces has been, and continues to be, 
a significant challenge that demands an appreciation of the 
entire human perceptual-motor system. The information-
processing approach has provided a dominant theoretical 
and empirical framework for the study of perceptual-motor 
behavior in general, and for consideration of issues in HCI 
and human factors in particular. Texts in the area of human 
factors and HCI (including the present volume) are united 
in their inclusion of chapters or sections that pertain to the 
topic of human information processing. Moreover, the design 
of effective interfaces reflects our knowledge of the percep-
tual (e.g., visual displays, use of sound, graphics), cognitive 
(e.g., conceptual models, desktop metaphors), and motoric 
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constraints (e.g., physical design of input devices, ergonomic 
keyboards) of the human perceptual-motor system.

Technological advances have undoubtedly served to 
improve the HCI experience. For example, we have pro-
gressed beyond the use of computer punch cards and 
command-line interfaces to more complex tools such as 
graphical user interfaces, speech recognition, and tangible 
control systems. As HCI has become not only more effec-
tive, but by the same token more elaborate, the importance 
of the interaction between the various perceptual, cognitive, 
and motor constraints of the human system has come to the 
forefront. In our previous chapters, we presented overviews 
of some topics of research in action-centered attention and in 
S–R compatibility in perceptual-motor interactions that we 
believed were relevant to HCI. In the present chapter, we have 
added an overview of common coding theories of cognition. 
We believe that the relevance of the research and theoretical 
considerations discussed in this chapter for HCI cannot be 
underestimated. Clearly, considerable research will be neces-
sary to evaluate the applicability of both of these potentially 
relevant lines of investigation to specific HCI design prob-
lems. Nevertheless, the experimental work to date leads us to 
conclude that the motor system is not simply responsible for 
outputting the results of perceptual and cognitive processing, 
but in fact has a critical and active role in shaping perception 
and cognition. For this reason, an effective interface must 
be sensitive to the perceptual and action expectations of the 
user, the specific action associated with a particular response 
location, the action relationship between that response and 
those around it, and the degree of translation required to map 
the perceptual-motor workspaces.
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It is natural for an applied psychology of human-computer 
interaction to be based theoretically on information-processing 
psychology.

—Card, Moran, and Newell (1983)

Human–computer interaction (HCI) is fundamentally an 
information-processing task. When interacting with a com-
puter or any technological device, a user has specific goals 
and subgoals in his or her mind. For example, smartphone 
users initiate the interaction by turning on or activating the 
device and selecting the appropriate commands needed to 
accomplish their desired goal. Given that the smartphone 
can do more than just make calls, the commands may acti-
vate applications designed to allow specific types of tasks 
such as playing games, e-mailing, navigating with GPS, or 
web surfing to be performed. The resulting output, typi-
cally displayed on the phone’s screen, must provide adequate 

information for the user to complete the next step, or the user 
must enter another command to obtain the desired output. 
The sequence of interactions to accomplish the goals may 
be long and complex, and several alternative sequences, 
differing in efficiency, may be used to achieve these goals. 
During the interaction, the user is required to identify dis-
played information, select responses based on the displayed 
information, and execute those responses by entering com-
mands. The user must search the displayed information and 
attend to the appropriate aspects of it. She or he must also 
recall the commands and the resulting consequences of those 
commands for different programs, remember information 
specific to the task that is being performed, and make deci-
sions and solve problems during the process. For the interac-
tion between the device and user to be efficient, the interface 
must be designed in accordance with the user’s information-
processing capabilities.

Human Information Processing
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2.1 � HUMAN INFORMATION-PROCESSING 
APPROACH

The rise of the human information-processing approach 
in psychology is closely coupled with the growth of the 
fields of cognitive psychology, human factors, and human 
engineering (see Proctor and Vu 2010). Although research 
that can be classified as falling within these fields has been 
conducted since the last half of the nineteenth century, their 
formalization dates back to World War II (see Hoffman and 
Defenbacher 1992). As part of the war efforts, experimental 
psychologists worked along with engineers on applica-
tions associated with using the sophisticated equipment 
being developed. As a consequence, the psychologists 
were exposed not only to applied problems but also to the 
techniques and views being developed in areas such as 
communications engineering (see Roscoe 2011). Many 
of the concepts from engineering, for instance, the notion 
of transmission of information through a limited capacity 
communications channel, were seen as applicable to analy-
ses of human performance.

The human information-processing approach is based on 
the idea that human performance, from displayed informa-
tion to response, is a function of several processing stages. 
The nature of these stages, how they are arranged, and the 
factors that influence how quickly and accurately a particu-
lar stage operates, can be discovered through appropriate 
research methods. It is often said that the central metaphor 
of the information-processing approach is that a human is 
like a computer (e.g., Lachman, Lachman, and Butterfield 
1979). However, even more fundamental than the com-
puter metaphor is the assumption that the human is a com-
plex system that can be analyzed in terms of subsystems 
and their interrelation. This point is evident in the work 
of researchers on attention and performance, such as Paul 
Fitts (1951) and Donald Broadbent (1958), who were among 
the first to adopt the information-processing approach in 
the 1950s.

The systems perspective underlies not only human infor-
mation processing but also human factors and HCI, provid-
ing a direct link between the basic and applied fields (Proctor 
and Van Zandt 2008). Human factors, in general, and HCI 
in particular, begin with the fundamental assumption that a 
human–machine system can be decomposed into machine 
and human subsystems, each of which can be analyzed 
further. The human information-processing approach pro-
vides the concepts, methods, and theories for analyzing the 
processes involved in the human subsystem. Posner (1986) 
stated, “Indeed, much of the impetus for the development of 
this kind of empirical study stem from the desire to integrate 
description of the human with overall systems” (p. V-6). 
Young, Clegg, and Smith (2004) emphasized that the most 
basic distinction among three processing stages (perception, 
cognition, and action), as captured in a block diagram model 
of human information processing, is important even for 
understanding the dynamic interactions of an operator with a 
vehicle for purposes of computer-aided augmented cognition. 

They note,

“This block diagram model of the human is important because 
it not only models the flow of information and commands 
between the vehicle and the human, it also enables access to 
the internal state of the human at various parts of the process. 
This allows the modeling of what a cognitive measurement 
system might have access to (internal to the human), and how 
that measurement might then be used as part of a closed-loop 
human-machine interface system” (pp. 261–262).

In the first half of the twentieth century, the behavior-
ist approach predominated in psychology, particularly in the 
United States. Within this approach, many sophisticated theo-
ries of learning and behavior were developed that differed 
in various details (Bower and Hilgard 1981). However, the 
research and theories of the behaviorist approach tended to 
minimize the role of cognitive processes and were of limited 
value to the applied problems encountered in World War II. The 
information-processing approach was adopted because it pro-
vided a way to examine topics of basic and applied concern such 
as attention that were relatively neglected during the behavior-
ist period. It continues to be the main approach in psychology, 
although contributions have been made from other approaches.

Within HCI, human information-processing analyses 
are used in two ways. First, empirical studies evaluate the 
information-processing requirements of various tasks in which 
humans use computers. Second, computational models are 
developed with the intent to characterize human information 
processing when interacting with computers and to predict 
human performance with alternative interfaces. In this chap-
ter, we survey methods used to study human information pro-
cessing and summarize the major findings and the theoretical 
frameworks developed to explain them. We also tie the meth-
ods, findings, and theories to HCI issues to illustrate their use.

2.2  INFORMATION-PROCESSING METHODS

Any theoretical approach makes certain presuppositions 
and tends to favor some methods and techniques over oth-
ers. Information-processing researchers have used behavioral 
and, to an ever-increasing extent, psychophysiological and 
neuroimaging measures, with an emphasis on chronometric 
(time-based) methods. There also has been a reliance on flow 
models that are often quantified through computer simulation 
or mathematical modeling.

2.2.1  Signal Detection Methods and Theory

One of the most useful methods for studying human infor-
mation processing is that of signal detection (Macmillan 
and Creelman 2005). In a signal detection task, some event 
is classified as a signal, and the subject’s task is to detect 
whether the signal is present. Trials on which it is not present 
are called noise trials. The proportion of trials on which the 
signal is correctly identified as present is called the hit rate, 
and the proportion of trials on which the signal is incorrectly 
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identified as present is called the false alarm rate. By using 
the hit and false alarm rates, whether the effect of a variable 
is on detectability or response bias can be evaluated.

Signal detection theory is often used as the basis for analyz-
ing data from such tasks. This theory assumes that the response 
on each trial is a function of two discrete operations, encoding 
and decision. On a trial, the subject samples the information 
presented and decides whether this information is sufficient to 
warrant a signal present response. The sample of information 
is assumed to provide a value along a continuum of evidence 
states regarding the likelihood that the signal was present. The 
noise trials form a probability distribution of states, as do the 
signal trials. The decision that must be made on each trial can 
be characterized as whether the event is from the signal or 
noise distribution. The subject is presumed to adopt a criterion 
value of evidence above which he or she responds signal pres-
ent and below which he or she responds signal absent.

In the simplest form, the distributions are assumed to be 
normal and equal variance. In this case, a measure of detect-
ability, d′, can be derived, as well as a measure of response 
bias, C (for criterion; Macmillan and Creelman 2005). The 
d′ measure represents the difference in the means for the sig-
nal and noise distributions in standard deviation units and is 
found by converting the hit rate and false alarm rate to stan-
dard normal scores and obtaining the difference. A value of 0 
indicates no detectability, whereas a value of 3.0 or greater 
indicates close to perfect detectability. The C measure is cal-
culated by summing the standardized values of the hit and 
false alarm rates, and dividing by two. A value of 0 for C indi-
cates no response bias. Positive values indicate a bias toward 
signal absent responses, and negative values indicate a bias 
toward signal present responses, with the absolute value indi-
cating the magnitude of the bias. This measure reflects the 
observer’s overall willingness to say signal present, regardless 
of whether it actually is present. There are numerous alter-
native measures of detectability and bias based on different 
assumptions and theories, and many task variations to which 
they can be applied (see Macmillan and Creelman 2005).

Signal detection analyses have been particularly useful 
because they can be applied to any task that can be depicted 
in terms of binary discriminations. For example, the propor-
tion of words in a memory task correctly classified as old can 
be treated as a hit rate, and the proportion of new lures clas-
sified as old can be treated as a false alarm rate (e.g., Rotello 
and Macmillan 2006). In cases such as these, the resulting 
analysis helps researchers determine whether variables are 
affecting detectability of an item as old or response bias.

An area of research in which signal detection methods 
have been widely used is that of vigilance (Parasuraman and 
Davies 1977). In a typical vigilance task, a display is moni-
tored for certain changes in it (e.g., the occurrence of an infre-
quent stimulus). Vigilance tasks are common in the military, 
but many aspects also can be found in computer-related tasks 
such as monitoring computer network operations (Percival and 
Noonan 1987). A customary finding for vigilance tasks is the 
vigilance decrement, in which the hit rate decreases as time 
on the task increases. The classic example of this vigilance 

decrement is that, during World War II, British radar observers 
detected fewer of the enemy’s radar signals after 30 minutes in 
a radar observation shift (Mackworth 1948). Parasuraman and 
Davies concluded that, for many situations, the primary cause 
of the vigilance decrement is an increasingly strict response 
criterion. That is, the false alarm rate as well as the hit rate 
decreases as a function of time on task.

Parasuraman and Davies (1977) also provided evidence 
that detectability decreases across the vigil when the task 
requires comparison of each event to a standard held in 
memory and the event rate is high. Findings indicate that this 
decrease in detectability is a consequence of the high demand 
on cognitive resources imposed by such tasks. Although vigi-
lance tasks were previously thought to be undemanding, evi-
dence has shown that maintaining a vigil in many situations 
requires considerable mental effort (Warm, Parasuraman, 
and Matthews 2008). Our point here is that signal detection 
theory has played a prominent role in this research on vigi-
lance, helping to dissociate changes in performance associ-
ated with mental demands (decreased detectability) from 
those due to lapses of attention (response criteria).

2.2.2  Chronometric Methods

Chronometric methods, for which time is a factor, have been 
the most widely used for studying human information pro-
cessing. Indeed, Lachman, Lachman, and Butterfield (1979) 
portrayed reaction time (RT) as the main dependent measure 
of the information-processing approach. Although many other 
measures are used, RT still predominates in part because of 
its sensitivity and in part because of the sophisticated tech-
niques that have been developed for analyzing RT data.

A technique called the subtractive method, introduced by 
Donders (1868/1969) in the 1860s, was revived in the 1950s 
and 1960s. This method provides a way to estimate the dura-
tion of a particular processing stage. The assumption of the 
subtractive method is that a series of discrete processing 
stages intervene between stimulus presentation and response 
execution. Through selection of pairs of tasks that differ by 
a single stage, the RT for the easier task can be subtracted 
from that for the more difficult task to yield the time for the 
additional process. Donders used three tasks hypothesized 
to differ with respect to stimulus identification and response 
selection, respectively, and estimated the time for each stage. 
Recently, Van de Laar et al. (2010) applied similar logic to 
situations in which on some trials a participant receives a 
“stop” signal during the reaction process, indicating that the 
response is to be stopped. They estimated the durations of the 
stop-signal identification process and a response-mapping 
process to be 34 and 20 ms, respectively.

The subtractive method has been used to estimate the 
durations of a variety of other processes, including rates 
of mental rotation (approximately 12–20 ms per degree of 
rotation; Shepard and Metzler 1971) and memory search 
(approximately 40 ms per item; Sternberg 1969). An applica-
tion of the subtractive method to HCI would be, for example, 
to compare the time to find a target link on two web pages 
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that are identical except for the number of links displayed, 
and to attribute the extra time to the additional visual search 
required for the more complex web page.

The subtractive method is only applicable when discrete, 
serial processing stages can be assumed. Also, the processing 
for the two tasks being compared must be the same except for 
the additional process that differentiates them. This requires 
an assumption of pure insertion, which is that the additional 
process for the more complex of two tasks can be inserted 
without affecting the processes held in common by the tasks. 
However, this assumption often is not justified.

Sternberg (1969) developed the additive factors method to 
allow determination of the processes involved in performing 
a task. The additive factors method avoids the problem of 
pure insertion because the crucial data are whether two vari-
ables affect RT for the same task in an additive or interactive 
manner. Sternberg assumed, as did Donders, that informa-
tion processing occurs in a sequence of discrete stages, each 
of which produces a constant output that serves as input to 
the next stage in the sequence. With these assumptions, he 
showed that two variables that affect different stages should 
have additive effects on RT. In contrast, two variables that 
affect the same stage should have interactive effects on RT. 
Sternberg performed detailed analyses of memory search 
tasks in which a person holds a set of letters or digits in mem-
ory and responds to a target stimulus by indicating whether 
it is in the memory set. Based on the patterns of additive and 
interactive effects that he observed, Sternberg concluded that 
the processing in such tasks involves four stages: target iden-
tification, memory search, response selection, and response 
execution. Grobelny, Karwowski, and Drury (2005) provide 
an application of additive factors logic to usability of graphi-
cal icons in the design of HCI interfaces. Mode of icon array 
(menu or dialog box), number of icons, and difficulty of 
movement had additive effects on response times, implying 
that these variables affect different processing stages.

Both the subtractive and additive factors methods have 
been challenged on several grounds (Pachella 1974). First, the 
assumption of discrete serial stages with constant output is 
difficult to justify in many situations. Second, both methods 
rely on analyses of RT, without consideration of error rates. 
This can be problematic because performance is typically not 
error free, and, as described in Section 2.2.3, speed can be 
traded for accuracy. Despite these limitations, the methods 
have proved to be robust and useful (Sanders 1998). For exam-
ple, Salthouse (2005) notes that the process analysis approach 
used in contemporary research into aging effects on cognitive 
abilities “has used a variety of analytical methods such as 
subtraction, additive factors … to partition the variance in the 
target variable into theoretically distinct processes” (p. 288).

2.2.3  Speed–Accuracy Methods

The function relating response speed to accuracy is called 
the speed–accuracy trade-off (Pachella 1974). The func-
tion, illustrated in Figure 2.1, shows that very fast responses 

can be performed with chance accuracy, and accuracy will 
increase as responding slows down. Of importance is the fact 
that when accuracy is high, as in most RT studies, a small 
increase in errors can result in a large decrease in RT. With 
respect to text entry on computing devices, MacKenzie and 
Soukoreff (2002) state, “Clearly, both speed and accuracy 
must be measured and analyzed…. Participants can enter 
text more quickly if they are willing to sacrifice accuracy” 
(pp. 159–160).

In speed–accuracy trade-off studies, the speed–accuracy 
criterion is varied between blocks of trials or among sub-
jects by using different instructions regarding the relative 
importance of speed versus accuracy, varying payoffs such 
that speed or accuracy is weighted more heavily, or impos-
ing different response deadlines (Wickelgren 1977). These 
studies have the potential to be more informative than RT 
studies because they can provide information about whether 
variables affect the intercept (time at which accuracy 
exceeds chance), asymptote (the maximal accuracy), and 
rate of ascension from the intercept to the asymptote, each of 
which may reflect different processes. For example, Boldini, 
Russo, and Avons (2004) obtained evidence favoring dual-
process models of recognition memory over single-process 
models by varying the delay between a visually presented 
test word and a signal to respond. Recognition accuracy 
benefited from a modality match at study and test (better 
performance when the study words were also visual rather 
than auditory) at short response-signal delays, but it bene-
fited from deep processing during study (judging pleasant-
ness) over shallow processing (repeating aloud each word) at 
long response-signal delays. Boldini et al. interpreted these 
results as consistent with the view that recognition judg-
ments are based on a fast familiarity process or a slower 
recollection process.

In tasks requiring search of complex visual displays, 
a speed emphasis may influence more than just the crite-
rion for emitting a response. McCarley (2009) had young 
adults perform a simulated baggage-screening task under 
instructions that emphasized speed or accuracy of respond-
ing. With speed emphasis, the participants made fewer eye 
fixations of shorter duration than under accuracy emphasis. 
Reduction in accuracy was a consequence mainly of failure 
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FIGURE 2.1  Speed-accuracy operating characteristic curve. 
Faster responding occurs at the cost of lower accuracy.
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to fixate the target of the search rather than a failure to 
respond to targets that were fixated. This study illustrates 
how a speed–accuracy trade-off manipulation can be of 
value in applied contexts.

Because the speed–accuracy criterion is manipulated in 
addition to any other variables of interest, much more data 
must be collected in a speed–accuracy study than in a typi-
cal RT study. Consequently, use of speed–accuracy methods 
has been restricted to situations in which the speed–accuracy 
relation is of major concern or of apparent significant value, 
rather than being widely adopted as the method of choice.

2.2.4 �P sychophysiological and 
Neuroimaging Methods

In the past decade, psychophysiological and neuroimaging 
methods have been used increasingly to evaluate implica-
tions of information-processing models and to relate the 
models to brain processes. This area of research is called 
cognitive neuroscience (Ward 2010). Such methods can pro-
vide details regarding the nature of processing by examin-
ing physiological activity as a task is being performed. The 
most widely used psychophysiological method involves 
measurement of electroencephalograms (EEGs), which are 
recordings of changes in brain activity as a function of time 
as measured from electrodes placed on the scalp (Rugg and 
Coles 1995). Different frequency bands of EEG rhythms can 
be distinguished that can be related to subjective states and 
the processes underlying task performance.

One application of EEGs to HCI in recent years has been 
the development of brain–computer interfaces that allow a 
person to control technological devices through the use of 
brain signals. Such interfaces are of value for motor-disabled 
persons who are not able to communicate through traditional 
data-entry devices. Changes in EEGs that arise from dif-
ferent types of mental processing can be coded into distinct 
computer commands, and people can be trained to use their 
thoughts to control the computer’s interface (e.g., Kauhanen 
et al. 2007). This mode of HCI opens up possibilities for dis-
abled persons to interact with their environment and com-
municate with other people.

Of most concern for information-processing research are 
event-related potentials (ERPs), which are the changes in 
brain activity that are elicited by an event such as stimulus 
presentation or response initiation. ERPs are obtained by 
averaging across many trials of a task to remove background 
EEG noise and are thought to reflect postsynaptic potentials 
in the brain. There are several features of the ERP that repre-
sent different aspects of processing. These features are labeled 
according to their polarity, positive (P) or negative (N), and 
their sequence or latency. The first positive (P1) and nega-
tive (N1) components are associated with early perceptual 
processes. They are called exogenous components because 
they occur in close temporal proximity to the stimulus event 
and have a stable latency with respect to it. Later compo-
nents reflect cognitive processes and are called endogenous 

because they are a function of the task demands and have a 
more variable latency than the exogenous components. One 
such component that has been studied extensively is the P3 
(or, P300), which represents postperceptual processes. When 
an occasional target stimulus is interspersed in a stream of 
standards, the P3 is observed in response to targets, but not 
to standards. By comparing the effects of task manipulations 
on various ERP components such as P3, their onset latencies, 
and their scalp distributions, relatively detailed inferences 
about the cognitive processes can be made.

An early application of P3 analysis to HCI is a study by 
Trimmel and Huber (1998). In their study, subjects performed 
three HCI tasks (text editing, programming, and playing the 
game Tetris) for 7 minutes each. They also performed com-
parable paper/pencil tasks in three other conditions. The 
P3 was measured after each experimental task by having 
subjects monitor a stream of high- and low-pitched tones, 
keeping count of each separately. The P3 varied as a func-
tion of type of task, as well as medium (computer vs. paper/
pencil). The amplitude of the P3 was smaller following the 
HCI tasks than following the paper/pencil tasks, suggesting 
that the HCI tasks caused more fatigue or depletion of cog-
nitive resources than the paper/pencil task. The P3 latency 
was shorter after the programming task than after the oth-
ers, which the authors interpreted as an aftereffect of highly 
focused attention.

Another measure that has been used in studies of human 
information processing is the lateralized readiness potential 
(LRP; Eimer 1998). The LRP can be recorded in choice-
reaction tasks that require a response with the left or right 
hand. It is a measure of differential activation of the lateral 
motor areas of the visual cortex that occurs shortly before 
and during execution of a response. The asymmetric activa-
tion favors the motor area contralateral to the hand making 
the response, because this is the area that controls the hand. 
The LRP has been obtained in situations in which no overt 
response is ever executed, allowing it to be used as an index 
of covert, partial response activation. The LRP is thus a mea-
sure of the difference in activity from the two sides of the 
brain that can be used as an indicator of covert reaction ten-
dencies, to determine whether a response has been prepared 
even when it is not actually executed. It can also be used to 
determine whether the effects of a variable are before or sub-
sequent to response preparation.

Electrophysiological measurements do not have the spatial 
resolution needed to provide precise information about the 
brain structures that produce the recorded activity, although 
advances in the technology are producing continual improve-
ments in this regard. Much work has been done recently, 
though, on neuroimaging methods that provide better spa-
tial resolution. These include positron-emission tomogra-
phy, functional magnetic resonance imaging (fMRI), and 
transcranial Doppler sonography, which measure changes 
in blood flow associated with neuronal activity in different 
regions of the brain (Huettel, Song, and McCarthy 2004). 
Traditionally, these methods have poorer temporal resolution 
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than the electrophysiological methods, but with the introduc-
tion of more sophisticated techniques, the gap in temporal 
resolution has been greatly reduced.

In an imaging study, often both control and experimental 
tasks are performed, and the functional neuroanatomy of the 
cognitive processes is derived by subtracting the image dur-
ing the control task from that during the experimental task. 
This subtractive method of neuroimaging analysis has the 
same limitations as that for reaction-time analysis (Sartori 
and Umiltà 2000). Stevenson, Kim, and James (2009) pro-
vided evidence that an additive factors analysis of fMRI data, 
in which interactive vs. additive effects of different indepen-
dent variables are compared, “provides a method for investi-
gating multisensory interactions that goes beyond what can 
be achieved with more established metric-based, subtraction-
type methods” (p. 183).

Application of cognitive neuroscience to human factors 
and HCI has been advocated under the heading of neuroer-
gonomics (e.g., Lees et al. 2010). According to Parasuraman 
(2003), “Neuroergonomics focuses on investigations of 
the neural bases of mental functions and physical perfor-
mance in relation to technology, work, leisure, transporta-
tion, health care and other settings in the real world” (p. 5). 
Neuroergonomics has the goal of using knowledge of the 
relation between brain function and human performance to 
design interfaces and computerized systems that are sensitive 
to brain function with the intent of increasing the efficiency 
and safety of human–machine systems.

2.3  INFORMATION-PROCESSING MODELS

It is common to assume that the processing between stimuli and 
responses consists of a series of discrete stages for which the 
output for one stage serves as the input for the next, as Donders 
and Sternberg assumed. This assumption is made for the 
Model Human Processor (Card, Moran, and Newell 1983) and 
the Executive-Process Interactive Control (EPIC; Meyer and 
Kieras 1997) architectures, among others, both of which have 
been applied to HCI. However, models can be developed that 
allow for successive processing stages to operate concurrently. 
McClelland’s (1979) cascade model, in which partial informa-
tion at one subprocess, or stage, is transferred to the next, is of 
this type. Each stage is continuously active, and its output is 
a continuous value that is always available to the next stage. 
The  final stage results in selection of which of the possible 
alternative responses to execute. Many parallel distributed pro-
cessing, or neural network, models are of a continuous nature.

According to J. Miller (1988), models of human informa-
tion processing can be classified as discrete or continuous 
along three dimensions: representation, transformation, and 
transmission. Representation refers to whether the input and 
output codes for the processing stage are continuous or dis-
crete. Transformation refers to whether the operation per-
formed by the processing stage (e.g., spatial transformation) 
is continuous or discrete. Transmission is classified as dis-
crete if the processing of successive stages does not overlap 
temporally. The discrete stage model proposed by Sternberg 

(1969) has discrete representation and transmission, whereas 
the cascade model proposed by McClelland (1979) has con-
tinuous representation, transmission, and transformation. 
Models can be intermediate to these two extremes. For exam-
ple, Miller’s (1988) asynchronous discrete coding model 
assumes that most stimuli are composed of features, and 
these features are identified separately. Discrete processing 
occurs for feature identification, but once a feature is iden-
tified, this information can be passed to response selection 
while the other features are still being identified.

Sequential sampling models are able to account for both RT 
and accuracy, and consequently, the trade-off between them 
(Ratcliff and Smith 2004; Van Zandt, Colonius, and Proctor 
2000). Such models are dynamic models of signal detection, 
in which decisions are based on a series of samples from the 
probability distributions rather than a single sample. Each 
sample is classified as favoring one alternative or another, 
and this information is fed into a decision mechanism in 
which gradual accumulation of the information occurs until 
a response threshold is reached, at which time that response 
is made. As Busemeyer and Diederich (2010) note, “Dynamic 
models of signal detection have proven to be very effective for 
simultaneously analyzing choice probability and the response 
time distributions for signal detection tasks” (p. 89).

Various types of the dynamic models have been developed 
and applied to an array of experimental tasks. In such mod-
els, factors that influence the quality of information process-
ing (the detectability or discriminability) have their effects 
on the rate at which the information accumulates. In contrast, 
factors that bias speed versus accuracy or factors that pro-
duce biases toward particular responses have their effects on 
the response thresholds.

Sequential sampling can be incorporated into more com-
plete cognitive architectures to model speed and accuracy. 
These architectures specify properties of various processing 
stages and stores, such as memory and decision processes, 
and provide a means for developing specific models to simu-
late performance of a range of tasks. One widely used archi-
tecture of this type is Adaptive Control of Thought—Rational 
(Anderson et al. 2004), which has been used to model, for 
example, improvements in performance and retention with 
practice (practice and retention [Anderson, Fincham, and 
Douglass 1999] and the choices in decision-making tasks 
[Gonzalez, Lerch, and Lebiere 2003]).

2.4 � INFORMATION PROCESSING IN 
CHOICE-REACTION TASKS

In a typical choice-reaction task in which each stimulus is 
assigned to a unique response, it is customary to distinguish 
between three stages of processing: stimulus identification, 
response selection, and response execution (Proctor and Van 
Zandt 2008). The stimulus-identification stage involves pro-
cesses that are entirely dependent on stimulus properties. The 
response-selection stage concerns those processes involved 
in determining which response to make to each stimulus. 
Response execution refers to programming and execution 
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of motor responses. Based on additive factors logic, Sanders 
(1998) decomposed the stimulus-identification stage into 
three subcategories and the response-execution stage into 
two subcategories, resulting in six stages (see Figure 2.2).

2.4.1  Stimulus Identification

The preprocessing stage of stimulus identification refers to 
peripheral sensory processes involved in the conduction of 
the sensory signal along the afferent pathways to the sensory 
projection areas of the cerebral cortex. These processes are 
affected by variables such as stimulus contrast and retinal 
location. As stimulus contrast, or intensity, decreases, RT 
increases. For example, Miles and Proctor (2009) had partici-
pants make left and right keypress responses to the nonspa-
tial or spatial feature of centrally presented location words. 
The discriminability of the spatial feature of the word, or of 

both the spatial and nonspatial features, was manipulated. 
When the spatial feature of the word was task-irrelevant, 
decreasing the discriminability of this feature reduced the 
typical benefit for correspondence of the word meaning with 
the key press response to the relevant stimulus feature. This 
correspondence benefit was restored when the discriminabil-
ity of both the task-relevant and task-irrelevant features were 
reduced together, slowing the processing of both the relevant 
and irrelevant information. These results suggest that reduc-
tion of discriminability slows processing of the perceptual 
information but does not alter the response-selection pro-
cesses that operate on that information.

Feature extraction involves lower-level perceptual pro-
cessing based in area V1 (the visual cortex) and other early 
visual cortical areas. Stimulus discriminability, word prim-
ing, and stimulus quality affect the feature extraction pro-
cess. For example, manipulations of stimulus quality such as 
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FIGURE 2.2  Information-processing stages and variables that affect them, based on Sanders’ (1998) taxonomy. (From Sanders, A. F., 
Elements of Human Performance, Erlbaum, Mahwah, New Jersey, 1998. With permission.)



28 The Human–Computer Interaction Handbook

superimposing a grid slow RT, presumably by creating dif-
ficulty for the extraction of features. Identification itself is 
influenced by word frequency and mental rotation. The lat-
ter refers to that when a stimulus is rotated from the upright 
position, the time it takes to identify the stimulus increases as 
an approximately linear function of angular deviation from 
upright (Shepard and Metzler 1971; see also Section 2.2.2). 
This increase in identification time is presumed to reflect a 
normalization process by which the image is mentally rotated 
in a continuous manner to the upright position.

2.4.2 R esponse Selection

Response selection refers to those processes involved in 
determining what response to make to a particular stimu-
lus. It is affected by the number of alternatives, stimulus–
response compatibility, and precuing (providing advance 
information about a forthcoming event). RT increases as a 
logarithmic function of the number of stimulus–response 
alternatives (Hick 1952; Hyman 1953). This relation is known 
as the Hick–Hyman law, which for N equally likely alterna-
tives is as follows:

	 RT log2= +a b N 	  (2.1)

where a is the base processing time, and b is the amount that 
RT increases with increases in N. The slope of the Hick–
Hyman function is influenced by many factors. For example, 
the slope decreases as subjects become practiced at a task 
(Teichner and Krebs 1974). Usher, Olami, and McLelland 
(2002) provided evidence from fits of a sequential sampling 
model that the Hick–Hyman law is due to subjects’ adjusting 
their response criteria upward as the number of alternatives 
increases, in an attempt to maintain a constant high level of 
accuracy.

One variable that influences the slope of the Hick–Hyman 
function is stimulus–response compatibility, which has con-
siderable impact on response-selection efficiency (see Proctor 
and Vu 2006, for a review of compatibility principles). 
Compatibility effects are differences in speed and accuracy 
of responding as a function of how natural, or compatible, 
the relation between stimuli and responses is. Two types 
of compatibility effects can be distinguished (Kornblum, 
Hasbroucq, and Osman 1990). For one type, certain sets of 
stimuli are more compatible with certain sets of responses 
than with others. For example, the combinations of verbal–
vocal and spatial–manual sets yield better performance than 
the combinations of verbal–manual and spatial–vocal sets 
(Wang and Proctor 1996). For the other type, within a spe-
cific stimulus–response set, some mappings of individual 
stimuli to responses produce better performance than others. 
If one stimulus has the meaning “left” and the other “right,” 
performance is better if the left stimulus is mapped to the left 
response and the right stimulus to the right response, for all 
stimulus and response modes.

Fitts and Seeger (1953) and Fitts and Deininger (1954) 
demonstrated both types of compatibility effects for spatially 

arranged display and response panels. However, compatibil-
ity effects occur for a much wider variety of other stimu-
lus–response sets. According to Kornblum, Hasbroucq, and 
Osman (1990), dimensional overlap (similarity) between 
the stimulus and response sets is the critical factor. When 
the sets have dimensional overlap, a stimulus will activate 
its corresponding response automatically. If this response is 
correct (compatible mapping), responding will be facilitated, 
but if it is not correct (incompatible mapping), responding 
will be inhibited. A second factor contributing to the advan-
tage for the compatible mapping is that intentional transla-
tion of the stimulus into a response will occur quicker when 
the mapping is compatible than when it is not. Most contem-
porary models of stimulus–response compatibility include 
both automatic and intentional response-selection routes 
(Hommel and Prinz 1997), although they differ regarding the 
exact conditions under which each plays a role and the way in 
which they interact.

One reason why automatic activation is considered to con-
tribute to compatibility effects is that such effects occur when 
irrelevant stimulus information overlaps with the response set 
(Lu and Proctor 1995). The Stroop color-naming effect, for 
which an incongruent color word produces interference in 
naming a relevant stimulus color, is most well-known exam-
ple. An irrelevant stimulus location also produces interference 
when it is incongruent with the location of a key press to a rel-
evant stimulus dimension, a phenomenon known as the Simon 
effect (Simon 1990). Psychophysiological studies in which 
the LRP has been measured have provided evidence that the 
Simon effect is due, at least in part, to activation of the response 
corresponding to stimulus location (Melara et al. 2008).

For completely unrelated stimulus and response sets that 
are structured, performance is better when structural cor-
respondence is maintained (Reeve and Proctor 1990). For 
instance, when stimuli and responses are ordered (e.g., a row 
of four stimulus locations and a row of four response loca-
tions), RT is faster when the stimulus–response mapping can 
be characterized by a rule (e.g., press the key at the mirror 
opposite location) than when the mapping is random (Duncan 
1977). Spatial compatibility effects also occur when display 
and response elements refer to orthogonal spatial dimensions 
(Proctor and Cho 2006). However, stimulus–response com-
patibility effects sometimes do not occur under conditions in 
which one would expect them to. For example, when compat-
ible and incompatible mappings are mixed within a single 
block, the typical compatibility effect is eliminated (Shaffer 
1965; Vu and Proctor 2004). Moreover, the same display and 
response elements can be coded along multiple dimensions in 
certain situations (e.g., vertical position vs. horizontal posi-
tion). The relative importance of maintaining compatibility 
on each dimension is a function of how salient the dimen-
sions are made by the task environment (Rubichi et al. 2006).

Stimulus–response compatibility effects occur for older 
adults as well as younger adults, with older adults typically 
showing larger compatibility effects that cannot be attributed 
entirely to general slowing (Proctor, Vu, and Pick 2005). 
Although older adults show a greater cost of incompatibility 
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than do younger adults, evidence indicates that the processing 
of information proceeds in a similar, though slower, manner 
(Vu and Proctor 2008). Because the older adults’ response 
times increase disproportionally as a function of uncertainty, 
they benefit more from a precue that either indicates which 
of two tasks will be performed or reduces the number of 
possible stimulus and response alternatives (Vu and Proctor 
2008). Implications of these findings for HCI are that older 
adults’ performance will suffer more from incompatibility in 
designs, but this cost can be minimized by design strategies 
that limit the amount of information that must be processed.

Responses often produce effects in the environment, as, 
for example, when flipping a switch turns on a light. Studies 
have shown that speed of response selection is also influ-
enced by such response-effect compatibility. Kunde (2001) 
had participants respond to the color of a single stimulus cen-
tered on a display screen by pressing one of four response 
keys, arranged in a row, with the index and middle fingers of 
the hands. Pressing a key filled in one box in a row of four 
outline boxes located above the response keys. Performance 
was faster when the mapping of keys to the filled-in boxes 
was spatially compatible than when it was incompatible. That 
response time is influenced by compatibility of a response 
with the effect that it produces implies that actions are 
selected and performed in anticipation of their consequences.

Because situations in which compatibility effects will 
influence performance are not always obvious, interface 
designers may make poor decisions if they rely only on their 
intuitions. Payne (1995), Vu and Proctor (2003), and Tlauka 
(2004) showed that naïve subjects can predict basic compat-
ibility effects such as that performance will be better with a 
mapping that is spatially compatible than with one that is not. 
However, they do not accurately predict many other compat-
ibility effects that occur such as the benefit of maintaining a 
consistent stimulus–response mapping rule. One encourag-
ing finding is that estimates of relative compatibility can be 
improved by a small amount of experience performing with 
the different stimulus–response mappings (Vu and Proctor 
2003). Designers need to be aware of the potential problems 
created by various types of incompatibility between dis-
play and response elements because their influences are not 
always obvious. A designer can get a better feel for the rela-
tive compatibility of alternative arrangements by performing 
tasks that use them. However, after the designer selects a few 
arrangements that would seem to yield good performance, 
more thorough usability testing of the remaining arrange-
ments on groups of users needs to be performed.

2.4.3 R esponse Execution

Motor programming refers to specification of the physi-
cal response that is to be made. This process is affected by 
variables such as relative stimulus–response frequency and 
movement direction. One factor that influences this stage 
is movement complexity. The longer the sequence of move-
ments that is to be made upon occurrence of a stimulus in a 
choice-reaction task, the longer the RT to initiate the sequence 

(Sternberg et al. 1978). This effect is thought to be due to the 
time required to load the movement sequence into a buffer 
before initiating the movements. Time to initiate the move-
ment sequence decreases with practice, and fMRI evidence 
suggests that this decrease in RT involves distinct neural sys-
tems that support visuomotor learning of finger sequences 
and spatial learning of the locations of the finger movements 
on a keypad (Parsons, Harrington, and Rao 2005).

One of the most widely known relations attributed to 
response execution is Fitts’s law, which describes the time to 
make aimed movements to a target location (Fitts 1954). This 
law, as originally specified by Fitts, is as follows:

	 Movement Time log 22= a b D / W+ ( ) 	  (2.2)

where a and b are constants, D is distance to the target, and 
W is target width. However, there are slightly different ver-
sions of the law. According to Fitts’s law, movement time is 
a direct function of distance and an inverse function of tar-
get width. Fitts’s law has been found to provide an accurate 
description of movement time in many situations, although 
alternatives have been proposed for certain situations. One 
factor that contributes to the increase in movement time as 
the index of difficulty increases is the need to make a correc-
tive submovement based on feedback in order to hit the target 
location (Meyer et al. 1988).

The importance of Fitts’s law for HCI is illustrated by 
the fact that the December 2004 issue of the International 
Journal of Human-Computer Studies was devoted to the fif-
tieth anniversary of Fitts’s original study. In the preface to the 
issue, the editors, Guiard and Beudouin-Lafon (2004), state, 
“What has come to be known as Fitts’s law has proven highly 
applicable in Human–Computer Interaction (HCI), making it 
possible to predict reliably the minimum time for a person in 
a pointing task to reach a specified target” (p. 747). Several 
illustrations of this point follow.

One implication of the law for interface design is that 
the slope of the function, b, may vary across different con-
trol devices, in which case, movement times will be faster for 
the devices that yield lower slopes. Card, English, and Burr 
(1978) conducted a study that evaluated how efficient text keys, 
step keys, a mouse, and a joystick are at a text-selection task, 
in which users selected text by positioning the cursor on the 
desired area and pressing a button or key. They showed that the 
mouse was the most efficient device for this task: Positioning 
time for the mouse and joystick could be accounted for by 
Fitts’s law, with the slope of the function being less steep for 
the mouse; positioning time with the keys was proportional to 
the number of key strokes that had to be executed.

Another implication of Fitts’s law is that any reduction 
in the  index of difficulty should decrease the time for 
movements. Walker, Smelcer, and Nilsen (1991) evaluated 
movement time and accuracy of menu selection for the 
mouse. Their results showed that reducing the distance to 
be traveled (which reduces the index of difficulty) by plac-
ing the initial cursor in the middle of the menu, rather than 
the top, improved movement time. Placing a border around 
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the menu item in which a click would still activate that item, 
and increasing the width of the border as the travel distance 
increases, also improved performance. The reduction in 
movement time by use of borders is predicted by Fitts’s law 
because borders increase the size of the target area. McGuffin 
and Balakrishnan (2005) showed that a similar reduction in 
movement time can be accomplished by expanding the target 
size while the movement is taking place.

Gillan et al. (1992) noted that designers must be cautious 
when applying Fitts’s law to HCI because factors other than 
distance and target size play a role when using a mouse. 
Specifically, they proposed that the critical factors in point-
ing and dragging are different than those in pointing and 
clicking (which was the main task in Card, English, and Burr 
[1978] study). Gillan et al. showed that, for a text-selection 
task, both point–click and point–drag movement times can 
be accounted for by Fitts’s law. For point–click sequences, 
the diagonal distance across the text object, rather than the 
horizontal distance, provided the best fit for pointing time. 
For point–drag, the vertical distance of the text provided the 
best fit. The reason why the horizontal distance is irrelevant 
is that the cursor must be positioned at the beginning of the 
string for the point–drag sequence. Thus, task requirements 
should be considered before applying Fitts’s law to the inter-
face design.

Motor adjustment deals with the transition from a central 
motor program to peripheral motor activity. Studies of motor 
adjustment have focused on the influence of foreperiod dura-
tion on motor preparation. In a typical study, a neutral warn-
ing signal is presented at various intervals before the onset of 
the imperative stimulus. Bertelson (1967) varied the duration 
of the warning foreperiod and found that RT reached a mini-
mum at a foreperiod of 150 ms and then increased slightly at 
200- and 300-ms foreperiods. However, error rate increased 
to a maximum at the 150-ms foreperiod and decreased 
slightly at the longer foreperiods. This relatively typical pat-
tern suggests that it takes time to attain a state of high motor 
preparation, and that this state reflects an increased readiness 
to respond quickly at the expense of accuracy.

2.5  MEMORY IN INFORMATION PROCESSING

Memory refers to explicit recollection of information in the 
absence of the original stimulus and to persisting effects 
of that information on information processing that may be 
implicit. Memory may involve recall of an immediately pre-
ceding event or one many years in the past, knowledge derived 
from everyday life experiences and education, or procedures 
learned to accomplish complex perceptual-motor tasks. 
Memory can be classified into several categories. Episodic 
memory refers to memory for a specific event such as going 
to the movie last night, whereas semantic memory refers 
to general knowledge such as what a movie is. Declarative 
memory is verbalizable knowledge, and procedural memory 
is knowledge that can be expressed nonverbally. In other 
words, declarative memory is knowing that something is 
the case, whereas procedural memory is knowing how to 

do something. For example, telling your friend your new 
phone number involves declarative memory, whereas riding 
a bicycle involves procedural knowledge. A memory test is 
regarded as explicit if a person is asked to judge whether a 
specific item or event has occurred before in a particular con-
text; the test is implicit if the person is to make a judgment, 
such as whether a string of letters is a word or nonword, that 
can be made without reference to earlier “priming” events. In 
this section, we focus primarily on explicit episodic memory.

Three types of memory systems are customarily distin-
guished: sensory stores, short-term memory (STM; or work-
ing memory), and long-term memory (LTM). Sensory stores, 
which we will not discuss in detail, refer to brief modality-
specific persistence of a sensory stimulus from which infor-
mation can be retrieved for 1 or 2 seconds (see Nairne 2003). 
STM and LTM are the main categories by which investiga-
tions of episodic memory are classified, and as the terms 
imply, the distinction is based primarily on duration. The 
dominant view is that these are distinct systems that operate 
according to different principles, but there has been debate 
over whether the processes involved in these two types of 
memories are the same or different. An fMRI study by Talmi 
et al. (2005) found that recognition of early items in the list 
was accompanied by activation of areas in the brain associ-
ated with LTM, whereas recognition of recent items did not, 
supporting a distinction between STM and LTM stores.

2.5.1  Short-Term (Working) Memory

STM refers to representations that are currently being used or 
have recently been used and last for a short duration. A dis-
tinguishing characteristic is that STM is of limited capacity. 
This point was emphasized in Miller’s (1956) classic article, 
“The Magical Number Seven Plus or Minus Two,” in which 
he indicated that capacity is not simply a function of the num-
ber of items, but rather the number of “chunks.” For example, 
“i, b, m” are three letters, but most people can combine them 
to form one meaningful chunk of “IBM.” Subsequent evi-
dence indicates that the capacity of STM for verbal material 
is less than originally estimated by Miller, being three chunks 
when covert rehearsal is prevented (Chen and Cowan 2009). 
As a consequence of chunking, memory span is similar for 
strings of unrelated letters and strings of meaningful acro-
nyms or words. Researchers refer to the number of items that 
can be recalled correctly, in order, as memory span. When 
rehearsal is not prevented, the memory span for words varies 
as a function of word length: The number of words that can 
be retained decreases as word length increases (Baddeley, 
Thomson, and Buchanan 1975). Evidence has indicated that 
the capacity is the number of syllables that can be said in 
about 2 seconds (Schweickert and Boruf 1986).

As most people are aware from personal experience, if 
distracted by another activity, information in STM can be 
forgotten quickly. With respect to HCI, Oulasvirta and 
Saariluoma (2004) note that diversion of attention from the 
current task to a competing task is a common occurrence, for 
example, when an unrequested pop-up dialog box requiring 
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an action appears on the screen. Laboratory experiments 
have shown that recall of a string of letters that is within the 
memory span decreases to close to chance levels over a reten-
tion interval of 18 seconds when rehearsal is prevented by an 
unrelated distractor task (Brown 1958; Peterson and Peterson 
1959). This short-term forgetting was thought initially to be 
a consequence of decay of the memory trace due to preven-
tion of rehearsal. However, Keppel and Underwood (1962) 
showed that proactive interference from items on previous 
lists is a significant contributor to forgetting. They found no 
forgetting at long retention intervals when only the first list in 
a series was examined, with the amount of forgetting being 
much larger for the second and third lists as proactive inter-
ference built up. Consistent with this interpretation, “release” 
from proactive inhibition, that is, improved recall, occurs 
when the category of the to-be-remembered items on the cur-
rent list differs from that of previous lists (Wickens 1970).

As the complexity of an HCI task increases, one conse-
quence is to overload STM. Jacko and Ward (1996) varied 
four different determinants of task complexity (multiple 
paths, multiple outcomes, conflicting interdependence among 
paths, or uncertain or probabilistic linkages) in a task requir-
ing use of a hierarchical menu to acquire specified informa-
tion. When one determinant was present, performance was 
slowed by approximately 50%, and when two determinants 
were present in combination, performance was slowed fur-
ther. That is, as the number of complexity determinants in the 
interface increased, performance decreased. Jacko and Ward 
attributed the decrease in performance for all four determi-
nants to the increased STM load they imposed.

The best-known model of STM is Baddeley and Hitch’s 
(1974) working memory model, which partitions STM into 
three main parts: central executive, phonological loop, and 
visuospatial sketchpad. The central executive is closely tied 
to the focus of attention. It is involved in computational pro-
cessing, as in performing mental arithmetic, as well as in 
controlling and coordinating the actions of the phonological 
loop and visuospatial sketchpad. The phonological loop is 
composed of a phonological store that is responsible for stor-
age of the to-be-remembered items, and an articulatory con-
trol process that is responsible for recoding verbal items into 
a phonological form and rehearsal of those items. The items 
stored in the phonological store decay over a short interval 
and can be refreshed through rehearsal from the articulatory 
control process. The visuospatial sketchpad retains infor-
mation regarding visual and spatial information, and it is 
involved in mental imagery.

The working memory model has been successful in 
explaining several phenomena of STM (Baddeley 2000; 
2003). However, the model cannot explain why memory span 
for visually presented material is only slightly reduced when 
subjects engage in concurrent articulatory suppression (such 
as saying the words “the” aloud repeatedly). Articulatory 
suppression should monopolize the phonological loop, pre-
venting any visual items from entering it. To account for such 
findings, Baddeley revised the working memory model to 
include an episodic buffer (see Figure 2.3). The buffer is a 

limited capacity temporary store that can integrate informa-
tion from the phonological loop, visuospatial sketchpad, and 
LTM. By attending to a given source of information in the 
episodic buffer, the central executive can create new cogni-
tive representations that might be useful in problem solving.

2.5.2  Long-Term Memory

LTM refers to representations that can be remembered for 
durations longer than can be attributed to STM. LTM can 
involve information presented minutes ago or years ago. 
Initially, it was thought that the probability of an item being 
encoded into LTM was a direct function of the amount of time 
that it was in STM, or how much it was rehearsed. However, 
Craik and Watkins (1973) showed that rehearsal in itself is 
not sufficient, but rather that deep-level processing of the 
meaning of the material is the important factor in transferring 
items to LTM. They presented subjects with a list of words 
and instructed them that when the experimenter stopped the 
presentation, they were to recall the last word starting with 
the letter “a.” The number of other words between instances 
of “a” words was varied with the idea that the amount of time 
a word was rehearsed would depend on the number of words 
before the next “a” word. At the end of the session, subjects 
were given a surprise test in which they were to recall all “a” 
words. There was no effect of number of intervening words 
on recall, suggesting that although subjects rehearsed the 
words longer, their recall did not improve because the words 
were not processed deeply.

Craik and Watkins’ (1973) results are consistent with the lev-
els of processing framework proposed by Craik and Lockhart 
(1972). According to this view, encoding proceeds in a series of 
analyses, from shallow perceptual features to deeper, semantic 
levels. The deeper the level of processing, the more strongly 
the item is encoded in memory. A key study supporting the 
levels of processing view is that of Hyde and Jenkins (1973). 
In their study, groups of subjects were presented a list of words 
for which they engaged in shallow processing (e.g., deciding 
whether each word contained a capital letter) or deep process-
ing of it (e.g., identifying whether each word was a verb or a 
noun). Subjects were not told in advance that they would be 
asked to recall the words, but were given a surprise recall test at 
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FIGURE 2.3  Baddeley’s (2000) revised working memory model. 
(Reprinted from Trends in Cogn Sci, 4, Baddeley, A. D., The epi-
sodic buffer: A new component of working memory? 421, Copyright 
2000, with permission from Elsevier.)
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the end of the session. Results showed that the deep processing 
group recalled more words than the shallow processing group. 
Of direct relevance to HCI, Oulasvirta, Kärkkäinen, and 
Laarni (2005) found that participants who viewed the content 
area of a web page had no better memory for the material than 
that guessed by a control group who had never seen the page, 
because the participants’ task was to locate links on the page 
and not to process the content information.

Another well-known principle for LTM is encoding 
specificity, which states that the probability that a retrieval 
cue results in recollection of an earlier event is an increas-
ing function of the match between the features encoded ini-
tially and those provided by the retrieval cue (Surprenant and 
Neath 2009). An implication of this principle is that memory 
will be context dependent. Godden and Baddeley (1975) 
demonstrated a context-dependent memory effect by having 
divers learn a list of words on land or under water, and recall 
the words on land or under water. Recall was higher for the 
group who learned on land when the test took place on land 
than under water, and vice versa for the group who learned 
under water. A related principle is that of transfer appropri-
ate processing (Morris, Bransford, and Franks 1977). Morris 
et  al. showed that deep-level semantic judgments during 
study produced better performance than shallow rhyme 
judgments on a standard recognition memory test. However, 
when the memory test required decisions about whether the 
test words rhymed with studied words, the rhyme judgments 
led to better performance than the semantic judgments. Brain 
imaging evidence consistent with transfer appropriate pro-
cessing was obtained by Park and Rugg (2008), who found 
that word and picture stimuli on a recognition memory test 
produced greater activity in brain regions associated with 
those stimulus modes when the original study stimuli were 
also presented in the same mode. Healy, Wohldman, and 
Bourne (2005) have proposed that encoding specificity and 
transfer appropriate processing can be incorporated within 
the single principle of procedural reinstatement: Retention 
will be evident to the extent that the procedures engaged in 
during study or training are reinstated at the retention test.

Research has confirmed that the levels of processing 
framework must accommodate the effects of the retention 
context, as captured by the above principles, to explain the 
effects of processing performed during encoding. Although 
levels-of-processing has a strong effect on accuracy of explicit 
recall and recognition, Jacoby and Dallas (1981) found no 
effect on an implicit memory test. Later studies have shown a 
robust effect of levels-of-processing on implicit tests similar 
to that obtained for recall and recognition if the test is based 
on conceptual cues, rather than perceptual cues (Lee 2008).

2.5.3 �O ther Factors Affecting 
Retrieval of Earlier Events

Memory researchers have studied many factors that influ-
ence long-term retention. Not surprisingly, episodic memory 
improves with repetition of items or events. Also, massed 
repetition (repeating the same item in a row) is less effective 

than spaced repetition (repeating the same item with one or 
more intervening items). This benefit for spaced repetition, 
called the spacing effect or lag effect, is often attributed to 
two main factors. First, study time for the same items appear-
ing in succession is less than study time for the same items 
appearing further apart. Second, when the items are studied 
over a longer period of time, there is an opportunity for the 
items to be associated with different cues that can aid recall 
later. The spacing or lag effect is widespread and occurs for 
both recall and recognition (Hintzman 1974). Bahrick and 
Hall (2005) noted that a similar spacing benefit is found for 
learning lists of items when practice sessions, each with test 
and learning phases, are separated by several days. They pre-
sented evidence that a large part of the spacing benefit in this 
case arises from individuals determining which study strate-
gies are more effective at promoting long-term retention and 
then using those strategies more.

Another widely studied phenomenon is the generation 
effect, in which recall is better when subjects have to gener-
ate the to-be-remembered words rather than just studying the 
words as they are presented (Slamecka and Graf 1978). In a 
generation effect experiment, subjects are divided into two 
groups: read and generate. Each group receives a series of 
words, with each word spelled out completely for the read 
group and missing letters for the generate group. An example 
is as follows:

Read group: CAT; ELEPHANT; GRAPE; CAKE
Generate group: C _ T; E_E_H _ NT; G _ APE; CAK_

The typical results show that subjects in the generate 
group can recall more words than those in the read group. 
One application of the generation effect to HCI is that when 
a computer user needs a password for an account, the system 
should allow the user to generate the password rather than 
providing him or her with one because the user would be 
more likely to recall the generated password. The common 
method of proactive password generation, in which users are 
asked to generate a password that meets certain restrictions 
(e.g., contain an uppercase letter, a lowercase letter, a digit, 
etc.), is intended to result in more memorable and secure 
passwords (see, e.g., Vu et al. 2007).

Events that precede or follow an event of interest can inter-
fere with recall of that event. The former is referred to as pro-
active interference, and was discussed in the section on STM, 
and the latter is referred to as retroactive interference. One area 
of research in which retroactive interference is of central con-
cern is that of eyewitness testimony. Loftus and Palmer (1974) 
showed that subsequent events could distort a person’s mem-
ory of an event that the person witnessed. Subjects were shown 
a sequence of events depicting a car accident. Subsequently, 
they were asked the question, “How fast were the cars going 
when they _____ each other.” When the verb “contacted” was 
used, subjects estimated the speed to be 32 mph, and only one-
tenth of them reported seeing broken glass. However, when the 
verb “smashed” was used, the estimated speed increased to 
41 mph, and almost one-third of the subjects reported seeing 
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broken glass. Demonstrations like these indicate not only that 
retroactive interference can cause forgetting of events, but that 
it also can cause the memory of events to be changed. More 
recent research has shown that completely false memories can 
be implanted (see Roediger and McDermott 1995).

Mnemonic techniques can also be used to improve recall. 
The basic idea behind mnemonics is to connect the to-be-
remembered material with an established organizational 
structure that can be easily accessible later on. Two widely 
used mnemonic techniques are the pegword method (Wood 
and Pratt 1987) and the method of loci (Verhaeghen and 
Marcoen 1996). In the pegword method, a familiar rhyme pro-
vides the organizational structure. A visual image is formed 
between each pegword in the rhyme and the associated target 
item. At recall, the rhyme is generated, and the associated 
items come to mind. For the method of loci, locations from a 
well-known place, such as your house, are associated with the 
to-be-remembered items. Although specific mnemonic tech-
niques are limited in their usefulness, the basic ideas behind 
them (utilizing imagery, forming meaningful associations, 
and using consistent encoding and retrieval strategies) are of 
broad value for improving memory performance.

Vu et al. (2007) examined the effectiveness of a “first-
letter” mnemonic technique to help users relate individual 
characters of a password to a structured sentence in order to 
aid recall at a later time. In one condition, Vu et al. had users 
generate a sentence and take the first letter of each word in 
the sentence to form a password; in another condition, users 
generated a sentence that also included a number and special 
character embedded into the sentence and resulting password. 
Passwords generated using the first-letter technique were 
more memorable when users did not have to embed a digit and 
special character into the sentence, but were more secure (i.e., 
more resistant to cracking) when the sentence and resulting 
password included the digit and special character. Thus, when 
it comes to memory and security of computer passwords, there 
seems to be a trade-off between memorability and security.

Two additional factors have shown recently to benefit 
retrieval from memory. The first is repeated testing of items 
(Karpicke and Roediger 2008). The retrieval practice engen-
dered by testing seems to be far more beneficial than addi-
tional studying of the items. The second is the relation of the 
to-be-remembered items to adaptive function (Nairne and 
Pandeirad 2010). Several studies have found evidence that 
survival-related words are retained better than ones that are 
not related to that adaptive function. From results like these, 
Nairne and Pandeirada have concluded, “to maximize reten-
tion in basic and applied settings it is useful to develop encod-
ing techniques that are congruent with the natural design of 
memory systems” (p. 381).

2.6 � ATTENTION IN INFORMATION 
PROCESSING

Attention is increased awareness directed at a particular event 
or action to select it for increased processing. This processing 
may result in enhanced understanding of the event, improved 

performance of an action, or better memory for the event. 
Attention allows us to filter out unnecessary information so 
that we can focus on a particular aspect that is relevant to our 
goals. Several significant information-processing models of 
attention have been proposed.

2.6.1 M odels of Attention

In an influential study, Cherry (1953) presented different 
messages to each ear through headphones. Subjects were 
to repeat aloud one of the two messages while ignoring the 
other. When subsequently asked questions about the two 
messages, subjects were able to accurately describe the mes-
sage to which they were attending but could not describe any-
thing except physical characteristics, such as gender of the 
speaker, about the unattended message.

To account for such findings, Broadbent (1958) developed 
the filter theory, which assumes that the nervous system acts 
as a single-channel processor. According to filter theory, 
information is received in a preattentive temporary store and 
then is selectively filtered, based on physical features such as 
spatial location, to allow only one input to access the channel. 
Broadbent’s filter theory implies that the meaning of unat-
tended messages is not identified, but later studies showed 
that the unattended message could be processed beyond the 
physical level, in at least some cases (Treisman 1964).

To accommodate the finding that meaning of an unattended 
message can influence performance, Treisman (1964) refor-
mulated filter theory into what is called the filter-attenuation 
theory. According to attenuation theory, early selection by 
filtering still precedes stimulus identification, but the filter 
only attenuates the information on unattended channels. This 
attenuated signal may be sufficient to allow identification if 
the stimulus is one with a low-identification threshold, such as 
a person’s name or an expected event. Deutsch and Deutsch 
(1963) proposed that unattended stimuli are always identified 
and the bottleneck occurs in later processing, a view called 
late-selection theory. The difference between attenuation 
theory and late-selection theory is that the latter assumes that 
meaning is fully analyzed, whereas the former does not.

Lavie et al. (2004) have proposed a load theory of atten-
tion, which they claim “resolves the long-standing early 
versus late selection debate” (p. 339). Specifically, the load 
theory includes two selective attention mechanisms, a per-
ceptual selection mechanism and a cognitive control mech-
anism. When perceptual load is high (i.e., great demands 
are placed on the perceptual system), the perceptual mech-
anism excludes irrelevant stimuli from being processed. 
When memory load is high, it is not possible to suppress 
irrelevant information at a cognitive level. In support of 
load theory, Lavie et al. showed that interference from dis-
tracting stimuli is reduced under conditions of high percep-
tual load but increased under conditions of high working 
memory load.

In divided attention tasks, a person must attend to multi-
ple sources of information simultaneously. Kahneman (1973) 
proposed a unitary resource model that views attention as a 
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single resource that can be divided up among different tasks 
in different amounts, based on task demands and voluntary 
allocation strategies. Unitary resource models provided the 
impetus for dual-task methodologies, such as performance 
operating characteristics, and mental workload analyses that 
are used widely in HCI (Eberts 1994). The expectation is 
that multiple tasks should produce interference when their 
resource demands exceed the supply that is available.

Many studies have shown that it is easier to perform 
two tasks together when they use different stimulus or 
response modalities than when they use the same modalities. 
Performance is also better when one task is verbal and the 
other visuospatial than when they are the same type. These 
result patterns provide the basis for multiple resource mod-
els of attention such as that of Wickens (1984). According to 
multiple resource models, different attentional resources exist 
for different sensory-motor modalities and coding domains. 
Multiple resource theory captures the fact that multiple-task 
performance typically is better when the tasks use different 
input–output modes than when they use the same modes. 
However, it is often criticized as being too flexible because 
new resources can be proposed arbitrarily to fit any finding 
of specificity of interference (Navon 1984).

A widely used metaphor for visual attention is that of a 
spotlight that is presumed to direct attention to everything 
in its field (Posner and Cohen 1984). Direction of attention is 
not necessarily the same as the direction of gaze because the 
attentional spotlight can be directed independently of fixation. 
Studies show that when a location is cued as likely to contain 
a target stimulus, but then a probe stimulus is presented at 
another location, a spatial gradient surrounds the attended 
location such that items nearer to the focus of attention are 
processed more efficiently than those farther away from it 
(Yantis 2000). The movement of the attentional spotlight to 
a location can be triggered by two types of cues: exogenous 
and endogenous. An exogenous cue is an external event such 
as the abrupt onset of a stimulus at a peripheral location that 
involuntarily draws the attentional spotlight to its location. 
Exogenous cues produce rapid performance benefits, which 
dissipate quickly, for stimuli presented at the cued location. 
This is followed by a period in which performance is worse 
for stimuli at the cued location than for ones presented at the 
uncued location, a phenomenon called inhibition of return 
(Posner and Cohen 1984). An endogenous cue is typically a 
symbol such as a central arrowhead that must be identified 
before a voluntary shift in attention to the designated location 
can be made. The performance benefits for endogenous cues 
take longer to develop and are sustained for a longer period 
of time when the cues are relevant, indicating that their ben-
efits are due to conscious control of the attentional spotlight 
(Klein and Shore 2000).

Attentional focus is needed to detect change, and once 
attention is allocated to the processing of an event, there is 
a period in which it cannot be allocated to the processing 
of another event. Change blindness is the inability to detect 
sometimes large changes in a visual display or scene (Simons 
and Ambinder 2005). It has been demonstrated in the flicker 

task, in which one scene alternates with another and the pres-
ence versus absence of a distinctive feature such as an aircraft 
engine or building is not detected. Change blindness also 
occurs in natural settings when attention is diverted momen-
tarily. A closely related phenomenon is that of the attentional 
blink (Martens and Wyble 2010). In this paradigm, there is 
rapid presentation of a sequence of displays of visual stimuli. 
When a target stimulus is detected in one display, the prob-
ability of detecting a second target stimulus presented within 
the next several displays is reduced dramatically. Martens and 
Wyble attribute the attentional blink to a deficit in consolida-
tion of the second target into a conceptual working-memory 
representation due to processing capacity being devoted to 
consolidation of the first target and being unavailable for pro-
cessing of the second. They note that this limitation may be 
linked to a mechanism of attentional control.

In a visual search task, subjects are to detect whether a 
target is present among distractors. Treisman and Gelade 
(1980) developed feature integration theory to explain the 
results from visual search studies. When the target is distin-
guished from the distractors by a basic feature such as color 
(feature search), RT and error rate often show little increase 
as the number of distractors increases. However, when two 
or more features must be combined to distinguish the target 
from distractors (conjunctive search), RT and error rate typi-
cally increase sharply as the number of distractors increases. 
To account for these results, feature integration theory 
assumes that basic features of stimuli are encoded into fea-
ture maps in parallel across the visual field at a preattentive 
stage. Feature search can be based on this preattentive stage 
because a “target-present” response requires only detection 
of the feature. The second stage involves focusing attention 
on a specific location and combining features that occupy 
the location into objects. Attention is required for conjunc-
tive search because responses cannot be based on detection 
of a single feature. According to feature integration theory, 
performance in conjunctive search tasks decreases as the 
number of distractors increases because attention must be 
moved sequentially across the search field until a target is 
detected or all items present have been searched. Feature 
integration theory served to generate a large amount of 
research on visual search that showed, as typically the case, 
that the situation is not as simple as depicted by the theory. 
This has resulted in modifications of the theory, as well as 
alternative theories. For example, Wolfe’s (2007) Guided 
Search Theory maintains the distinction between an initial 
stage of feature maps and a second stage of attentional bind-
ing, but assumes that the second stage is guided by the initial 
feature analysis.

In HCI, a common visual search task involves locating 
menu items. When users know exactly what option to search 
for, identity matching can be used, in which users search the 
display for the menu name that they want to find. Perlman 
(1984) suggested that when identity search is used, the menu 
options should be displayed in alphabetical order to facilitate 
search. When users do not know where an option is included 
within a main list of menus, inclusion matching  is  used. 
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The   users must decide within which group the specific 
option would be categorized and then search the list of items 
for that group. With inclusion matching, search times may 
be longer for items that can be classified in more than one of 
the main groupings or when the items are less well-known 
examples of a main grouping (Somberg and Picardi 1983). 
Equivalence search occurs when the users know what option 
to select, but does not know how that option is labeled. 
McDonald, Stone, and Liebelt (1983) showed that alphabeti-
cal and categorical organizations yield shorter search times 
than randomized organization for equivalence search. Search 
can also be affected by the breadth versus depth of the menu 
design. Lee and MacGregor (1985) showed that deep hierar-
chies are preferred over broad ones. However, more recently, 
Tullis, Tranquada, and Siegel (2011) suggested that, for com-
plex or ambiguous situations, there is a benefit for broad 
menu designs because they facilitate comparison between 
categories. The main point is that when structuring menus, 
designers must consider the type of search in which the user 
would most likely be engaged.

The role of attention in response selection has been 
investigated extensively using the psychological refractory 
period (PRP) paradigm (Pashler 1998). In the PRP para-
digm, a pair of choice-reaction tasks must be performed, 
and the stimulus onset asynchrony (SOA) of the second 
stimulus is presented at different intervals. RT for Task 2 
is slowed at short SOAs, and this phenomenon is called the 
PRP effect. The experimental results have been interpreted 
with what is called locus of slack logic (Schweickert 1978), 
which is an extension of additive factors logic to dual-task 
performance. The basic idea is that if a Task 2 variable has 
its effect prior to a bottleneck, that variable will have an 
underadditive interaction with SOA. This underadditiv-
ity occurs because, at short SOAs, the slack period during 
which postbottleneck processing cannot begin can be used 
for continued processing for the more difficult condition. 
If a Task 2 variable has its effect after the bottleneck, the 
effect will be additive with SOA.

The most widely accepted account of the PRP effect is 
the response-selection bottleneck model (Pashler 1998). 
The primary evidence for this model is that perceptual 
variables typically have underadditive interactions with 
SOA, implying that their effects are before the bottleneck. 
In contrast, postperceptual variables typically have addi-
tive effects with SOA, implying that their effects are after 
the bottleneck. There has been dispute as to whether there 
is also a bottleneck at the later stage of response initiation 
(De Jong 1993), whether the response-selection bottleneck 
is better characterized as a parallel processor of limited 
capacity that divides resources among to-be-performed 
tasks (Tombu and Jolicœur 2005), and whether the apparent 
response-selection bottleneck is structural or simply a strat-
egy adopted by subjects to comply with task instructions 
(Meyer and Kieras 1997). This latter approach is consis-
tent with an emphasis on the executive functions of atten-
tion in the coordination and control of cognitive processes 
(Monsell and Driver 2000).

2.6.2 A utomaticity and Practice

Attention demands are high when a person first performs a 
new task. However, these demands decrease and performance 
improves as the task is practiced. Because the quality of per-
formance and attentional requirements change substantially 
as a function of practice, it is customary to describe perfor-
mance as progressing from an initial cognitively demanding 
phase to a phase in which processing is automatic (Anderson 
1982; Fitts and Posner 1967).

With the largest benefits occurring early in practice, the 
time to perform virtually any task from choice RT to solv-
ing geometry problems decreases with practice. Newell and 
Rosenbloom (1981) proposed a power function to describe 
the changes in RT with practice:

	 RT = BN −α	  (2.3)

where N is the number of practice trials, B is RT on the first 
trial, and α is the learning rate. Although the power func-
tion has become widely accepted as a law that describes 
the changes in RT, Heathcote, Brown, and Mewhort (2000) 
indicated that it does not fit the functions for individual per-
formers adequately. They showed that exponential functions 
provided better fits than power functions to 40 individual 
data sets, and proposed a new exponential law of practice. 
The defining characteristic of the exponential function is that 
the relative learning rate is a constant at all levels of practice, 
whereas, for the power function, the relative learning rate is a 
hyperbolically decreasing function of practice trials.

2.7 � PROBLEM SOLVING AND 
DECISION MAKING

Beginning with the work of Newell and Simon (1972), it has 
been customary to analyze problem solving in terms of a 
problem space. The problem space consists of the following: 
(1) an initial state, (2) a goal state that is to be achieved, 
(3)  operators for transforming the problem from the initial 
state to the goal state in a sequence of steps, and (4) con-
straints on application of the operators that must be satisfied. 
The problem-solving process itself is conceived of as a search 
for a path that connects the initial and goal states.

Because the size of a problem space increases exponentially 
with the complexity of the problem, most problem spaces are 
well beyond the capacity of STM. Consequently, for problem 
solving to be effective, search must be constrained to a lim-
ited number of possible solutions. A common way to constrain 
search is through the use of heuristics. For example, people 
often use a means-ends heuristic for which at each step, an 
operator is chosen that will move the current state closer to 
the goal state (Atwood and Polson 1976). Such heuristics are 
called weak methods because they do not require much knowl-
edge about the exact problem domain. Strong methods, such as 
those used by experts, rely on prior domain-specific knowl-
edge and do not require much search because they are based 
on established principles applicable only to certain tasks.
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The problem space must be an appropriate representation 
of the problem, if the problem is to be solved. One important 
method for obtaining an appropriate problem space is to use 
analogy or metaphor. Analogy enables a shift from a prob-
lem space that is inadequate to one that may allow the goal 
state to be reached. There are several steps in using analogies 
(Holland et al. 1986), including detecting similarity between 
source and target problems, and mapping the corresponding 
elements of the problems. Humans are good at mapping the 
problems, but poor at detecting that one problem is an analog 
of another. An implication for HCI is that potential analogs 
should be provided to users for situations in which they are 
confronted by novel problems.

The concept of mental model, which is closely related to 
that of the problem space, has become widely used in recent 
years (see Payne, this volume). The general idea of mental 
models with respect to HCI is that as the user interacts with 
the computer, she or he receives feedback from the system 
that allows him/her to develop a representation of how the 
system is functioning for a given task. The mental model 
incorporates the goals of the user, the actions taken to com-
plete the goals, and expectations of the system’s output in 
response to the actions. A designer can increase the usabil-
ity of an interface by using metaphors that allow transfer of 
an appropriate mental model (e.g., the desktop metaphor), 
designing the interface to be consistent with other interfaces 
with which the user is familiar (e.g., the standard web inter-
face), and conveying the system’s functions to the user in a 
clear and accurate manner. Feedback to the user is perhaps 
the most effective way to communicate information to the 
user and can be used to guide the user’s mental model about 
the system.

Humans often have to make choices for situations in 
which the outcome depends on events that are outside of 
their control. According to expected utility theory, a norma-
tive theory of decision making under uncertainty, the deci-
sion maker should determine the expected utility of a choice 
by multiplying the subjective utility of each outcome by the 
outcome’s probability and summing the resulting values 
(Hastie and Dawes 2010). The expected utility should be 
computed for each choice, and the optimal decision is the 
choice with the highest expected utility. It should be clear 
from this description that for all but the simplest of problems, 
a human decision maker cannot operate in this manner. To do 
so would require attending to multiple cues that exceed atten-
tional capacity, accurate estimates of probabilities of various 
events, and maintenance of, and operation on, large amounts 
of information that exceeds STM capacity.

Research of Kahneman and Tversky (2000) and others has 
shown that what people do when the outcome associated with 
a choice is uncertain is to rely heavily on decision-making 
heuristics. These heuristics include representativeness, avail-
ability, and anchoring. The representativeness heuristic is 
that the probability of an instance being a member of a par-
ticular category is judged on the basis of how representative 
the instance is of the category. The major limitation of the 

representativeness heuristic is that it ignores base rate prob-
abilities for the respective categories. The availability heuris-
tic involves determining the probability of an event based on 
the ease with which instances of the event can be retrieved. 
The limitation is that availability is affected not only by 
relative frequency but also by other factors. The anchoring 
heuristic involves making a judgment regarding probabilities 
of alternative states based on initial information, and then 
adjusting these probabilities from this initial “anchor” as 
additional information is received. The limitation of anchor-
ing is that the initial judgment can produce a bias for the 
probabilities. Although heuristics are useful, they may not 
always lead to the most favorable decision. Consequently, 
designers need to make sure that the choice desired for the 
user in a particular situation is one that is consistent with the 
user’s heuristic biases.

2.8  SUMMARY AND CONCLUSION

The methods, theories, and models in human information pro-
cessing are currently well developed. The knowledge in this 
area, of which we are only able to describe at a surface level 
in this chapter, is relevant to a wide range of concerns in HCI, 
from visual display design to representation and communica-
tion of knowledge. For HCI to be effective, the interaction must 
be made compatible with the human information-processing 
capabilities. Cognitive architectures that incorporate many 
of the facts about human information processing have been 
developed that can be applied to HCI. The Model Human 
Processor of Card, Moran, and Newell (1983) is the most 
widely known, but other more recent architectures, includ-
ing the adaptive control of thought model of Anderson and 
colleagues (Anderson, Matessa, and Lebiere 1997), the State, 
Operator, and Result (SOAR) Model of Newell and colleagues 
(Howes and Young 1997), and the EPIC Model of Kieras and 
Meyer (1997) have considerable utility for the field, as demon-
strated in Chapter 5 of this volume.

The human information-processing approach empha-
sizes laboratory research in which fundamental cognitive 
processes and principles thought to be of broad generaliz-
ability are established. Although this approach has been 
highly successful in many respects, some researchers think 
that more emphasis should be placed on real-world behavior 
in natural environments. Alternative approaches to percep-
tion, cognition, and action with such emphasis include the 
following. The ecological approach associated with Gibson 
(1979) places emphasis on analyzing the perceptual infor-
mation that is available in the optic array and the dynam-
ics of this information as the individual interacts with the 
environment. The cybernetic view, that cognition emerges 
as a consequence of motor control over sensory feedback, 
stresses self-regulated control of perception and cognition 
(Smith and Henning 2005). The situated cognition approach 
focuses on the need to understand behavior in specific con-
texts in which, for example, a computer application will be 
used (Kiekel and Cooke 2011). A recently popular approach 
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is that of embodied cognition, according to which knowl-
edge is acquired and processed through interactions of the 
body with the environment (e.g., Sherman, Gangi, and White 
2010). One common feature of these alternative accounts is 
an emphasis on the relation among perception, cognition, 
and action. We agree that, in certain areas of information-
processing research, action has been viewed as a final stage 
that does not influence the prior stages of perception and 
cognition. However, in other areas, such as that of human 
performance, action has been emphasized since the earliest 
applications of the information-processing approach (Fitts 
and Posner 1967; since 1975, one division of the Journal 
of Experimental Psychology has been subtitled Human 
Perception and Performance). From our perspective, infor-
mation-processing analyses and models will continue to be 
useful tools for understanding and predicting human behav-
ior both in general and in HCI in particular.
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3

The plan for this chapter is as follows. It begins by reviewing 
and discussing the term “mental models” as it has been used 
in the literature on human–computer interaction (HCI), and 
in the neighboring disciplines of cognitive psychology where 
it was first coined. There is little consensus on what exactly 
is and is not a mental model, and yet it is too widely used 
for any posthoc attempt at a narrower definition to somehow 
cleanse the field. In consequence, I characterize several lay-
ers of theoretical commitment that the term may embrace, 
following an earlier discussion (Payne 2003). To illustrate 
the argument, several classic and more recent studies from 
the HCI literature will be reviewed, with pointers to others. 
This first part of the chapter is based on material published 
in Payne (2003).

In cognitive psychology, mental models have major cur-
rency in two sub-disciplines—text comprehension and rea-
soning, although in the former they more often currently 
go by the name “situation models.” Discussion in the latter 
focuses on quite refined theoretical disputes that currently 
have little relevance for HCI. The work on text comprehen-
sion, however, is germane. With the advent of the web, the 
comprehension of text of various kinds has become a domi-
nant mode of HCI, with important design issues for websites, 
digital libraries, and so on. Interaction with text is in some 
ways a paradigm for interaction with information. With these 
points in mind, the concept of mental models in text compre-
hension will be discussed, with a particular eye to the issues 
that HCI accentuates, such as understanding multiple texts.

Two of the major practical questions raised by mental 
models are (1) How are they acquired? and (2) How can their 
acquisition be supported by instruction? The third section 
of this chapter will discuss two angles on these questions in 
HCI: first, the use of interactive computation and multime-
dia as an instructional method; second, the important ten-
sion between exploration and instruction, first systematically 

discussed in the HCI literature by Carroll’s (1990) work on 
minimalism.

Finally, the paper will review some recent work on the 
importance of mental models for understanding aspects of 
collaborative teamwork. This area suggests that a relatively 
expansive view of human knowledge representations may be 
necessary for progress in HCI.

Throughout the chapter, a particular approach is taken to 
review: to choose one or two key studies and report them in 
some detail. I hope that this will allow some of the empirical 
methodologies and the rich variation in these to be conveyed. 
The chosen studies will be accompanied by some further ref-
erences to the literature, but there are too many subtopics 
reviewed to aim for completeness.

3.1  WHAT IS A MENTAL MODEL?

The user’s mental model of the device is one of the more 
widely discussed theoretical constructs in HCI. Alongside 
wide-ranging research literature, even commercial style 
guides have appealed to mental models for guidance (i.e., 
Mayhew 1992; Tognazzini 1992; Apple Human Interface 
Guidelines Apple Computer Inc. 1987).

Yet a casual inspection of the HCI literature reveals that 
mental models are used to label many different aspects of 
users’ knowledge about the systems they use. Nevertheless, 
I propose that even this simple core construct—what users 
know and believe about the systems they use—is worth high-
lighting and promoting. It is more distinctive than it might 
first seem, especially in comparison with other cognitive-
science approaches. Further, beyond the core idea there is 
a progression of stronger theoretical commitments that have 
been mobilized by the mental models label, each of which 
speaks to important issues in HCI research, if not yet in 
practice.
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The fundamental idea is that the contents of people’s 
knowledge, including their theories and beliefs, can be an 
important explanatory concept for understanding users’ 
behavior in relation to systems. This idea may seem obvious 
and straightforward, but in fact it suggests research questions 
that go against the grain of most contemporary cognitive 
psychology, which has concerned itself much more with the 
general limits of the human-information-processing system, 
such as the constraints on attention, retrieval, and processing. 
Thus, cognitive psychology tends to focus on the structure 
of the mind, rather than its contents. (The major exception 
to the rule that cognitive psychology has been obsessed with 
architecture over content is the work on expertise, and even 
here, recent work has focused on explanations of extreme 
performance in terms of general independent variables such 
as “motivated practice,” i.e., Ericsson, Krampe, and Tesch-
Romer [1993], rather than epistemological analysis.)

Refocusing attention on mental content about particu-
lar domains is what made mental models a popular idea in 
the early 1980s, such as the papers in Gentner and Stevens 
(1983). For example, work on naïve physics (i.e., McCloskey 
1983) attempts to explain people’s reasoning about the physi-
cal world, not in terms of working memory limits or par-
ticular representations, but in terms of their beliefs about the 
world, such as the nature of their theories of mechanics or 
electricity, for example. This focus on people’s knowledge, 
theories, and beliefs about particular domains transfers natu-
rally to questions in HCI, where practical interest may focus 
on how users conceive the workings of a particular device, 
how their beliefs shape their interactive behavior, and what 
lessons may be drawn for design.

In this mold, consider a very simple study of my own 
(Payne 1991). Students were interviewed about ATMs. 
Following Collins and Gentner (1987) among others, “what 
if” questions were posed to uncover student’s theories about 
the design and function of ATMs. For example, students were 
asked whether machines sometimes took longer to process 
their interactions; what information was stored on the plastic 
card; and what would happen if they “typed ahead” without 
waiting for the next machine prompt.

The interviews uncovered a wide variety in students’ 
beliefs about the design of ATMs. For example, some 
assumed that the plastic card was written to as well as read 
from during transactions, and thus could encode the cur-
rent balance of their account. Others assumed that the only 
information on the card was the user’s personal identification 
number, allowing the machine to check the identity of the 
user (as it turns out, both these beliefs are incorrect). A con-
clusion from this simple observation is that users of machines 
are eager to form explanatory models and will readily go 
beyond available data to infer models that are consistent with 
their experiences. (One might wonder whether such explana-
tions were not merely ad hoc, prompted during the interview: 
in fact some were, but explicit linguistic cues—such as “I’ve 
always thought”—strongly suggested that many were not.)

Another observation concerning students’ “models” 
of ATMs was that they were fragmentary, perhaps more 

fragmentary than the term “model” might ordinarily con-
note: they were collections of beliefs about parts of the sys-
tem, processes, or behaviors, rather than unified models of 
the whole design. Students would happily recruit an analogy 
to explain one part of the machine’s operation that bore no 
relation to the rest of the system. This fragmentary character 
of mental models of complex systems may be an important 
aspect (see i.e., Norman 1983), allowing partial understand-
ings to be maintained. One implication is that users’ mental 
models of single processes or operations might be a worth-
while topic for study and practical intervention (in design or 
instruction).

One widely held belief about a particular process affected 
the students’ behavior as users. Almost all respondents 
believed that it was not possible to type ahead during machine 
pauses. At the time the study was conducted this was true 
for some, but not all, designs in use. Consequently, in some 
cases transactions were presumably being needlessly slowed 
because of an aspect of users’ mental models.

A more recent study of a similar kind is an investigation of 
users’ models of the navigation facilities provided by Internet 
browsers (Cockburn and Jones 1996). Internet browsers, like 
Internet Explorer, maintain history lists of recently visited 
pages, providing direct access to these pages without needing 
to enter the URL or follow a hyperlink. The “back” and “for-
ward” buttons provide a very frequently used mechanism for 
browsing history lists, but do users have good mental models 
for how they work? Cockburn and Jones (1996) showed that 
many do not.

The history list of visited pages can be thought of as a 
stack: a simple last-in-first-out data structure to which ele-
ments can be added (pushed) or taken out (popped) only from 
the top (consider a stack of trays in a canteen). When a new 
web page is visited by following a hyperlink, or by entering 
a URL, its address is pushed onto the top of the stack. This 
is true even if the page is already in the history list, so that 
the history list may contain more than one copy of the same 
page. However, when a page is visited by using the Back but-
ton (or, at least typically, by choosing from the history list), 
the page is not pushed onto the stack. So, what happens when 
the currently displayed page is not at the top of the stack 
(because it has been visited via the history list) and a new 
link is followed (or a new URL entered)? The answer is that 
all the pages in the history list that were above the current 
page are popped from the stack, and the newly visited page 
is pushed onto the stack in their place. For this reason the 
history list does not represent a complete record, or time-line 
of visited pages, and not all pages in the current browsing 
episode can be backed-up to. In Cockburn and Jones’ study, 
few users appreciated this aspect of the device.

This then, has been the major thrust of work on mental 
models in HCI: what do people know and believe to be true 
about the way the systems they interact with are structured? 
How do their beliefs affect their behavior? In this literature 
a “mental model” is little more than a pointer to the relevant 
parts of the user’s knowledge, yet this is not to deny its use-
fulness. One approach that it has engendered is a typology of 
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knowledge—making groupings and distinctions about types 
of knowledge that are relevant in certain circumstances. It is 
in exactly this way that a literature on “shared mental mod-
els” as an explanatory concept in teamwork has been devel-
oped. This topic is perhaps the most rapidly growing area of 
mental models research in HCI and will be reviewed in the 
final section of this chapter.

However, as argued at length in Payne (2003), there are 
approaches to mental models in HCI that go beyond a con-
cern with user knowledge and beliefs to ask more nuanced 
theoretical questions. The first of these is to investigate the 
form of mental models by inspecting the processes through 
which mental models might have their effects on behavior.

A powerful idea here is that mental models of machines 
provide a problem space that allows more elaborate encod-
ing of remembered methods, and in which novice or expert 
problem solvers can search for new methods to achieve tasks.

The classic example of this approach is the work of Halasz 
and Moran (1983) on Reverse Polish Notation (RPN) calcu-
lators. RPN is a post-fix notation for arithmetic, so that to 
express 3 + 4, one would write 3 4 +. RPN does away with the 
need for parentheses to disambiguate composed operations. 
For example (1 + 2) * 3 can be expressed 1 2 + 3 * with no 
ambiguity. RPN calculators need a key to act as a separator 
between operands, which is conventionally labeled ENTER, 
but they do not need an = key, as the current total can be 
computed and displayed whenever an operator is entered.

Halasz and Moran taught one group of students how to use 
an RPN calculator using instructions, like a more elaborate 
version of the introduction above, which simply described 
the appropriate syntax for arithmetic expressions. A second 
group of subjects was instructed, using a diagram, about the 
stack model that underlies RPN calculation. Briefly, when a 
number is keyed in, it is “pushed” on top of a stack-data struc-
ture (and the top slot is displayed). The ENTER key copies 
the contents of the top slot down to the next slot. Any binary 
arithmetic operation is always performed on the contents of 
the top two slots and leads to the result being in the top slot, 
with the contents of slots 3 and below moving up the stack.

Halasz and Moran discovered that the stack-model 
instructions made no difference to participants’ ability to 
solve routine arithmetic tasks: the syntactic “method-based” 
instructions sufficed to allow participants to transform the 
tasks into RPN notation. However, for more creative prob-
lems (such as calculating (6 + 4) and (6 + 3) and (6 + 2) and 
only keying the number 6 once) the stack group was sub-
stantially better. Verbal protocols showed that these subjects 
reasoned about such problems by mentally stepping through 
the transformations to the stack at each keystroke.

This kind of reasoning, stepping through a sequence of 
states in some mental model of a machine, is often called 
“mental simulation” in the mental models literature, and the 
kind of model that allows simulation is often called a “sur-
rogate” (Young 1983; Carroll and Olson 1988). From a practi-
cal standpoint, the key property of this kind of reasoning is 
that it results in behavior that is richer and more flexible than 
the mere rote following of learned methods. The idea that the 

same method may be encoded more richly, so that it is more 
flexible and less prone to forgetting will be returned to later 
in the chapter when a theory of mental models of interactive 
artifacts is considered, and when ideas about instruction for 
mental models are reviewed.

A second example of mental models providing a prob-
lem space elaboration of rote methods comes in the work of 
Kieras and Bovair (1984). This research was similar to that 
of Halasz and Moran (1983) in that it compared the learning 
performance of two groups: (1) one instructed with rote pro-
cedures, (2) the other additionally with a diagrammatic model 
of the device on which the procedures were enacted. In this 
case, the device was a simple control panel, in which each 
rote procedure specified a sequence of button-pushes and 
knob-positions leading to a sequence of light-illuminations. 
The model was a circuit diagram showing the connections 
between power-source switches and display-lights.

Kieras and Bovair (1984) found that the participants 
instructed with the model learned the procedures faster, 
retained the procedures more accurately, executed the pro-
cedures faster, and could simplify inefficient procedures that 
contained redundant switch settings. They argued that this 
was because the model (circuit diagram) explained the con-
tingencies in the rote-action sequences (i.e., if a switch is set 
to MA, so that the main accumulator circuit is selected, then 
the FM, fire main, button must be used).

A related theoretical idea is that mental models are a 
special kind of representation, sometimes called an analog 
representation: one that shares the structure of the world it 
represents. This was taken as the definitional property of 
mental models by the modern originator of the term, the 
British psychologist Kenneth Craik (1943). It is this intuition 
that encourages the use of terms like “mental simulation”—
the intuition that a mental model is like a physical model, 
approximating the structure of what it represents, just as a 
model train incorporates (aspects of) the physical structure 
of a train.

The idea that mental models are analog in this sense is a 
definitional property in the work on reasoning and compre-
hension by Johnson-Laird (Johnson-Laird 1983, 1989; this 
will be further discussed in Section 3.2, concerning represen-
tations of text) and also in the theory of Holland et al. (1986) 
and Moray (1999). However, there are different nuances to 
the claim, which must be considered. And, in addition, there 
is a vexed question to be asked; namely, what is the explana-
tory or predictive force of a commitment to analog represen-
tational form? Is there any reason for HCI researchers to pay 
attention to theoretical questions at this level?

Certainly, this is the view of Moray (1999) who is con-
cerned with mental models of complex dynamic systems, such 
as industrial plants. He proposes that models of such systems 
are structure-sharing homomorphisms rather than isomor-
phisms, that is, they are many to one rather than one-to-one 
mappings of objects, properties, and relations. (In this he fol-
lows Holland et al. 1986.)

Homomorphic models of dynamic systems may not share 
structure with the system at the level of static relations, but 
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only at the level of state-changes. Thus, such models have the 
character of state-transition diagrams, making the empiri-
cal consequences of structure sharing somewhat unclear, 
because any problem space can be represented in this way.

In my view, a clearer view of the explanatory force of ana-
log mental models can be derived by carefully considering 
the ideas of computational and informational equivalence 
first introduced by Simon (1978).

It is obviously possible to have two or more distinct rep-
resentations of the same information. Call such representa-
tions “informationally equivalent” if all the information in 
one is inferable from the other, and vice versa. Two infor-
mationally equivalent representations may or may not addi-
tionally be “computationally equivalent,” meaning that the 
cost structure of accessing and processing the information is 
equivalent in both cases, or, as Larkin and Simon (1987) put 
it: “information given explicitly in the one can also be drawn 
easily and quickly from the information given explicitly in 
the other, and vice versa.” As Larkin and Simon point out, 
“easily” and “quickly” are not precise terms, and so this defi-
nition of computational equivalence is inherently somewhat 
vague; nevertheless it points to empirical consequences of a 
representation (together with the processes that operate upon 
it) that depend on form, and therefore go beyond mere infor-
mational content.

In Payne (2003), I propose adopting task-relative versions 
of the concepts of informational and computational equiva-
lence. Thus, representations are informationally equivalent, 
with respect to a set of tasks, if they allow the same tasks to 
be performed (i.e. contain the requisite information for those 
tasks). The representations are, additionally, computationally 
equivalent with respect to the tasks they allow to be performed, 
if the relative difficulty of the tasks is the same, whichever 
representation is being used. (Note that according to these 
definitions, two representations might be computationally 
equivalent with regard to a subset of the tasks they support but 
not with regard to the total set, so that in Larkin and Simon’s 
sense they would merely be informationally equivalent. The 
task-relative versions of the constructs thus allow more finely 
graded comparisons between representations.)

This idea can express what is behaviorally important 
about the idea of analog models, or structure-sharing men-
tal representations of a state of affairs of a dynamic system. 
An analog representation is computationally equivalent (with 
respect to some tasks) to external perception and manipula-
tion of the state of affairs it represents.

Bibby and Payne (1993, 1996) exploited this distinction 
between computational and informational equivalence in 
the domain of HCI, using a computer simulation of a device 
derived from that studied by Kieras and Bovair (1984). The 
device was a multiroute circuit, in which setting switches 
into one of several configurations would make a laser fire; 
various indicator lights showed which components of the cir-
cuit were receiving power. What concerned Bibby and Payne 
(1993) was the idea of computational equivalence between 
a mental model and a diagram of the device, rather than the 
device itself.

Bibby and Payne asked participants to repeatedly perform 
two types of tasks: a switch task, in which all but one switch 
was already in position to make a laser fire (the participant 
had to key the final switch) and a fault task, in which the pat-
tern of indicator lights was such that one of the components 
must be broken (the participant had to key the name of the 
broken component).

Participants were instructed about the device with either a 
table, which showed the conditions under which each indica-
tor light would be illuminated, or with procedures, sequences 
of switch positions enabling the laser to be fired. Both instruc-
tions were sufficient for both switch and fault tasks; they 
were informationally equivalent with respect to those tasks. 
However, the table made the fault task easier than the switch 
task, whereas the procedures made the switch task easier.

During practice, when participants consulted the instruc-
tions, this pattern of relative difficulty was confirmed by a 
crossover interaction in response times. Furthermore, when 
the instructions were removed from the participants, so that 
they had to rely on their mental representation of the device, 
the crossover interaction persevered, demonstrating that the 
mental representations were computationally equivalent to 
the external instructions.

In subsequent experiments, Bibby and Payne (1996) dem-
onstrated that this pattern persevered even after considerable 
interaction with the device that might have been expected 
to provide an opportunity to overcome the representational 
constraints of the initial instruction. The crossover interac-
tion eventually disappeared only after extended practice on 
the particular fault-and-switch task (80 examples of each: 
perhaps because of asymptotic performance having been 
reached). At this point, Bibby and Payne introduced two sim-
ilar but new types of tasks designed so that once again, the 
table favored one task whereas procedures favored the other. 
(However, the device instructions were not re-presented.) At 
this point the crossover re-appeared, demonstrating that par-
ticipants were consulting their instructionally derived mental 
model of the device, and that this was still in a form compu-
tationally equivalent to the original external representation 
of the instructions.

Practically, this research shows that the exact form of 
instructions may exert long-lasting effects on the strategies 
that are used to perform tasks, so that designers of such 
instructions must be sensitive not only to their informational 
content but also to their computational properties. In this 
light, they also suggest that one instructional representa-
tion of a device is very unlikely to be an optimal vehicle for 
supporting all user tasks: it may well be better to provide 
different representations of the same information, each tai-
lored to particular tasks. In this sense, perhaps instructions 
should mirror and exploit the natural tendency, noted above, 
for users to form fragmentary mental models, with different 
fragments for different purposes.

In terms of theory, Bibby and Payne’s findings lend sup-
port to the suggestion developed above that mental models 
of a device that are formed from instructions may be com-
putationally equivalent to the external representations of the 
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device. This idea gives a rather new reading, and one with 
more ready empirical consequences to the theoretically 
strong position that mental models are essentially analog, 
homomorphic representations.

3.2 � MENTAL MODELS OF TEXT AND 
OTHER ARTIFACTS

The psychological literature on text comprehension has been 
transformed by the idea of a situation model, first put forward 
as part of a general theory of text comprehension by van Dijk 
and Kintsch (1983), and developed over the years by Kintsch 
(1998) and followers. The central idea of the general theory 
is that readers construct mental representations of what they 
read at several different levels. First, they encode the sur-
face form of the text: the words and syntax. Second, they go 
beyond this to a representation of the propositional content of 
the text. Finally, they go beyond the propositional context of 
the text itself to represent what the text is about, incorporat-
ing their world knowledge to construct a situation model or 
mental model of the described situation.

(Under this view, it is the content that distinguishes a situ-
ation model from a text base, rather than a representational 
format. However, some researchers, notably Johnson-Laird 
(1983), and followers have pursued the idea of mental models 
derived from text as analog representations of the described 
situation. Thus, in text comprehension, there is a version of 
the issue discussed in part one.)

It is instructive to consider some of the evidence for situ-
ation models, and what important issues in text comprehen-
sion the theory of situation models allows us to address.

A classic early study was conducted by Bransford, Barclay, 
and Franks (1972). They asked participants to read simple 
sentences such as,

Three turtles rested beside/on a floating log, and a fish swam 
beneath them.

(The slash indicates that some subjects read the sentence 
with the word “beside.” and others read the same sentence 
with the word “on.”)

In a later recognition test, interest centered on how likely 
readers were to falsely accept minor rewordings of the origi-
nal sentences. In the above case, the foil sentence was

Three turtles rested beside/on a floating log, and a fish swam 
beneath it.

The key finding was that people who had read the “on” 
versions of the sentences were much more likely to accept the 
changed version of the sentence, despite the fact that at the 
level of the sentences the difference between original and foil 
sentences in the two conditions is identical, limited in each 
case to the last word of the sentence. The reason for false 
recognition in one case is because, in this case, but not when 
“on” is replaced by “beside,” the original and foil sentences 
describe the same situation.

A related series of experiments was reported by Fletcher 
and Chrysler (1990). In a series of carefully controlled 

experiments, they varied the overlap between sentences in 
a recognition test and sentences from 10 different texts read 
by the participants. Each text described a state of affairs (i.e., 
the relative cost of antiques) consistent with a linear ordering 
among a set of five objects. They found that participants were 
influenced by overlap between sentences at study and test 
corresponding to the three levels of discourse representation 
proposed by van Dijk and Kintsch (1983): surface form, text 
base, and situation model. Recognition performance was best 
when distracter items were inconsistent with all three levels 
of representation. Recognition was above chance when dis-
tracters violated merely the surface form of the original sen-
tences (i.e. substituting rug for carpet). It improved further 
when propositional information from the text base, but not 
the linear ordering of the situation, was violated. Recognition 
was best of all when the distracters were inconsistent with 
the situation described by the text. This suggests that some 
aspects of the structure of the situation (in this case a set of 
linear orderings) were retained.

Next, consider work by Radvansky and Zacks (Radvansky 
and Zacks 1991; Radvansky, Spieler, and Zacks 1993). In 
these experiments, participants read sentences such as, “The 
cola machine is in the hotel,” each of which specified the 
location of an object. In one condition sentences shared a 
common object (i.e. cola machine) but different locations. 
In a second condition, different objects share a common 
location (i.e. the city hall). Later in the experiment partici-
pants were given a speeded-recognition test. Radvansky and 
Zacks found a significant fan effect for the common object 
condition; times to verify sentences increased as the number 
of different locations rose. For the common location sen-
tences no significant fan effect emerged. This was interpreted 
as evidence that participants formed mental models around 
the common location (a representation of such a location con-
taining all the specified objects) and retrieval from long-term 
memory (LTM) was organized around these mental models. 
It is impossible, or much harder, to form such a representa-
tion of the same object in multiple locations.

What all these studies, and many like them, reveal is that 
when understanding text, readers spontaneously construct 
a mental representation that goes beyond the text itself and 
what it means, and use inferences to construct a richer model 
of what the text is about—a situation model.

Beyond these refined and clever, but undeniably rather 
narrow experimental contexts, the construct of situation 
models has been put to work to illuminate some practical 
issues concerning text comprehension, and exactly this issue 
will be returned to later, where we will see how it can inform 
attempts to understand instructional strategies for engender-
ing useful mental models.

There are two principal ways in which the literature on text 
comprehension is relevant to HCI. First, it provides support 
for the idea that a mental model is a representation of what 
a representational artifact represents. The layered model of 
text comprehension previously outlined can be generalized to 
the claim that the user of any representational artifact must 
construct a representation of the artifact itself, and of what 
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the artifact represents, and of the mapping between the two 
(how the artifact represents). This is the basis of the Yoked 
State Space (YSS) hypothesis (Payne, Squibb, and Howes 
1990).

If a reader’s goal is just to understand a text, as it was in the 
experiments just reviewed, then the text-representation can be 
discarded once a model has been constructed. However, there 
are many tasks of text use, in which it is necessary to main-
tain a representation of the text, alongside a mental model of 
the meaning of the text. Consider, for example, the tasks of 
writing and editing, or of searching for particular content in 
a text. In such tasks, it is necessary to keep in mind the rela-
tion between the surface form of the text—wording, spatial 
layout, and so on—and its meaning. Text is a representational 
artifact, and to use it in this sense one needs a mental repre-
sentation of the structure of the text, and of the “situation” 
described by the text and of the mapping between the two.

According to the YSS hypothesis (Payne, Squibb, and 
Howes 1990), this requirement is general to all represen-
tational artifacts, including computer systems. To use such 
artifacts requires some representation of the domain of appli-
cation of the artifact—the concepts the artifact allows you 
to represent and process. The user’s goals are states in this 
domain, which is therefore called the goal space. However, 
states in the goal space cannot be manipulated directly. 
Instead, the user interacts with the artifact, and therefore 
needs knowledge of the artifact, and of the operations that 
allow states of the artifact to be transformed. Call this prob-
lem space the device space. In order to solve problems in the 
goal space by searching in the device space, the user must 
know how the device space represents the goal space. In this 
sense the two spaces need to be yoked. The minimal device 
space for a certain set of tasks must be capable of repre-
senting all the states in the corresponding goal space. More 
elaborate device spaces may incorporate device states that 
do not directly represent goal states, but which allow more 
efficient performance of tasks, just as the stack model of an 
RPN calculator allows an elaboration of methods for simple 
arithmetic.

The work of Halasz and Moran (1983) can readily be 
assimilated into the YSS framework. The no-model condition 
was provided with enough information to translate algebraic 
expressions into their Reverse Polish equivalent. However, in 
this understanding of RP expressions, the ENTER key was 
given merely an operational account, serving simply as a 
separator of operands, and did not transform the device state. 
The stack model, however, provides a figurative account of 
the ENTER key.

This discussion illustrates a practical lesson for the 
design of interfaces and instructions. In the case of the 
copy buffer and the calculator stack, the standard inter-
face does not allow the appropriate device space readily 
to be induced, so that conceptual instructions must fill the 
gap. The obvious alternative, which has been developed 
to some extent in both cases, is to redesign the user inter-
face so as to make the appropriate device space visible. 
These examples suggest a simple heuristic for the provision 

of conceptual instructions that may help overcome the 
considerable controversy over whether or not such instruc-
tions (as opposed to simple procedural instructions) are 
useful. According to this heuristic, conceptual instructions 
will be useful if they support construction of a YSS that 
the user would otherwise have difficulty inducing (Payne, 
Howes, and Hill 1992).

A more direct way in which text comprehension research 
is relevant to HCI is that so much HCI is reading text. Beyond 
the standard issues, the widespread availability of electronic 
texts raises some new concerns that have not yet seen much 
work, yet are perhaps the most directly relevant to HCI 
design. Two issues stand out: (1) the usability of documents 
that incorporate multiple media alongside text, and (2) the 
exploitation by readers of multiple texts on the same topic.

How are multimedia “texts” that incorporate graphics 
comprehended? There is only a small literature on this within 
the mainstream field of text comprehension, but this litera-
ture exploits the idea of a mental model.

Glenberg and Langston (1992) argued that the widespread 
idea that diagrams can assist the comprehension of technical 
text had, at the time, been little tested or understood and that 
mental models were an important explanatory construct. In 
their analysis, diagrams are useful in concert with texts pre-
cisely because they assist the construction of mental models. 
This idea has been pursued in a very active program of work 
on multimedia instruction by Mayer and colleagues, which 
will be reviewed in the next section.

What about when the multiple sources of information 
are not presented as part of a single text, but rather indepen-
dently, covering overlapping ground, so that the reader has to 
perform all the integration and mapping? This is the issue of 
multiple texts, and it has become commonplace in the age of 
the Internet. It is now rarely the case that a student struggles 
to find relevant source documents on a topic. Instead, students 
are typically faced with an overabundance of relevant materi-
als and must somehow allocate their time across them, and 
integrate the knowledge they derive from different sources.

Perfetti (1997) has suggested that learning from multiple 
texts is one of the most important new challenges for text 
researchers. Research has shown, for example, that integrat-
ing information across multiple texts is a skill that does not 
come readily but can be acquired and taught (Stahl et al. 
1996; Rouet et al. 1997).

The YSS theory raises important issues here. As previ-
ously noted, everyday reading of text can be seen as engen-
dering a progression of mental representations moving from 
the surface form through the propositional content to a situ-
ation model. When reading, earlier representations can be 
discarded as later ones are formed, but for other tasks of text 
use, the reader needs to maintain a representation of the form 
of the multitext, and map this form onto the content. Payne 
and Reader (in press) refer to such a representation as a struc-
ture map.

The usefulness of a structure map becomes even more appar-
ent when multiple texts are considered. In this case, structure 
maps could play a role in encoding source information, which 
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might be important not only for locating information, but also 
for integrating diverse and potentially contradictory informa-
tion and for making judgments of trust or confidence in the 
information. Source information might additionally encode 
temporal properties of information sources, and thus be useful 
for memory updating—revising knowledge in the light of new 
information, making distinctions between current and super-
seded propositions.

The widespread availability of the web not only means 
that multiple texts are more widely encountered, but also 
encourages a situation where multiple texts are read in an 
interleaved fashion, in a single sitting, or at least temporally 
close, raising the importance of the above challenges, and 
meaning that recency in autobiographical memory is unlikely 
to accomplish source identification, so further stressing the 
importance of a structure map.

Payne and Reader (in press) studied readers’ ability 
to search for specific ideas in multiple texts that they had 
just read. They found evidence that readers spontaneously 
constructed structure maps, as just described, in that they 
showed some memory of which documents contained which 
ideas, even when they did not expect to need such knowledge 
when reading the texts.

3.3  INSTRUCTIONS FOR MENTAL MODELS

3.3.1 M ultimedia Instruction

If mental models are important for operating devices, how 
should they best be taught? We have seen that models are 
constructed automatically by readers of text, but can modern 
computational media, such as animations, be used to improve 
the acquisition of mental models from instructional texts, just 
as Glenberg and Langston (1992) suggested in the case of 
simple diagrams? Just such a question has been addressed in 
a long-standing program of work by Richard Mayer and col-
leagues, which will be reviewed in this section.

Mayer and Moreno (2002) present a cognitive theory of 
multimedia learning, which builds on three main ideas:

	 1. 	From dual coding theory the authors suppose that 
humans have separate visual and verbal information 
processing systems (Clark and Paivio 1991; Paivio 1986)

	 2.	From cognitive load theory the authors assume that 
the processing capacity of both the visual and the 
verbal memory system is strictly limited (Baddeley 
1992; Chandler and Sweller 1991) and that cognitive 
load during instruction can interfere with learning

	 3.	From constructivist learning theory the authors take 
the idea that meaningful learning requires learners 
actively to select relevaǹ `t information, to structure 
it into coherent representations, and make connec-
tions with other relevant knowledge (Mayer 1996, 
1999a)

This latter process, of building coherent representations 
that connect information from different modalities with 

pre-existing knowledge, bears clear relation to Johnson-
Laird’s construct of mental models, and indeed Mayer and 
colleagues use the term in this context. In the case of the 
physical systems that many of their studies have addressed, 
mental models may take the form of cause-effect chains. 
According to Mayer and Moreno (2002) a key design prin-
ciple for instructional materials is that they should maximize 
the opportunity for these model-construction processes to be 
completed.

Mayer and colleagues have conducted a large number of 
experiments comparing learning from multimedia source 
materials with learning from components of these materi-
als (words, pictures, etc.) successively or in other kinds of 
combination. Based on this research, Mayer (1999b) and 
Mayer and Moreno (2002) have identified some principles of 
instructional design that foster multimedia learning.

The multiple presentation principle states that explana-
tions in words and pictures will be more effective than expla-
nations that use only words (Mayer and Moreno 2002, p. 107). 
When words only are presented, learners may find it difficult 
to construct an appropriate mental image, and this difficulty 
may block effective learning. Mayer and Anderson (1991; 
Experiment 2b) compared four treatment groups: (1) words 
with pictures, (2) words only, (3) pictures only, and (4) con-
trol, on tests of creative problem solving involving reasoning 
how a bicycle pump works. Results demonstrated that par-
ticipants in the words with pictures group generated a greater 
number of creative problem solutions than did participants in 
the other groups. Interestingly, animation without narration 
was equivalent to no instruction at all. Other studies have 
offered support for the general idea that learners will acquire 
richer knowledge from narration and animation than from 
narration alone (Mayer and Anderson 1991, Experiment 2a; 
Mayer and Anderson 1992, Experiments 1 and 2).

The contiguity principle is the claim that simultaneous 
as opposed to successive presentation of visual and verbal 
materials is preferred (Mayer and Moreno 2002), because 
this will enable learners to build referential connections more 
readily (Mayer and Sims 1994). Mayer and Anderson (1991, 
Experiments 1 and 2) studied a computer-based animation 
of how a bicycle pump works. They compared a version that 
presented words with pictures against the same content pre-
senting words before pictures, and tested acquisition with 
tests of creative problem solving. Those in the words-with-
pictures group generated about 50% more solutions to the 
test problems than did subjects in the words-before-pictures 
group.

The individual differences principle predicts that fac-
tors such as prior knowledge or spatial ability will influence 
transfer of learning from multimedia materials, moderating 
the effects of other principles (Mayer 1999c). With regard 
to domain specific knowledge, Mayer proposed that experi-
enced learners may suffer little decrease in problem solving 
transfer when receiving narration and animation successively 
because their background knowledge will allow a mental 
model to be constructed from the words alone, then linked 
to the visual information. Low-experience learners, on the 
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other hand, will have no means to over-ride the effects under-
lying the contiguity principle, and their problem solving 
transfer will suffer (Mayer and Sims 1994). In support of this 
suggestion, experimental work by Mayer and Gallini (1990) 
demonstrated across three studies that the synchronization of 
words and pictures served to improve transfer for low- but not 
high-experience learners.

The chunking principle refers to a situation in which 
visual and verbal information must be presented successively, 
or alternately (against the contiguity principle). It states that 
learners will demonstrate better learning when such alter-
nation takes place in short rather than long segments. The 
reasoning is straightforward, given the assumptions of the 
framework: working memory may become overloaded by 
having to hold large chunks before connections can be formed 
(Mayer 1999b). An experiment by Mayer and Moreno (1998) 
investigated this chunking principle using explanations of 
how lightning storms develop. The ability to solve novel, 
transfer problems about lightning exhibited by a ‘large chunk’ 
group (who received all the visual information before or after 
all the verbal information) was compared with that of a ‘small 
chunk’ group (alternating presentations of a short portion of 
visual followed by a short portion of narration). The gain in 
performance of the small chunk group over the large chunk 
group was circa 100% (Mayer and Moreno 1998).

The debt of Mayer’s work to Sweller’s program of research 
on Cognitive Load Theory is obvious. Mayer’s design prin-
ciples reflect the premise that students will learn more deeply 
when their visual and/or verbal memories are not overloaded. 
Students are better able to make sense of information when 
they receive both verbal and visual representations rather 
than only verbal; when they can hold relevant visual and 
verbal representations in working memory at the same time; 
when they have domain specific knowledge and/or high spa-
tial ability; and when they receive small bits of information 
at a time from each mode of presentation.

Despite incredibly positive research results, at this stage 
Mayer’s work should be viewed with a little caution. Almost 
all of the experiments utilize very short instructional presen-
tations, with some of the animations lasting only 30 seconds. 
Subjects are then required to answer problem-solving ques-
tions that seem ambiguous, requiring students to be fairly 
creative in order to generate solutions. Mayer’s work also 
typically neglects to include any tests of long-term retention. 
It may conceivably be falling into the instructional trap of 
maximizing performance during learning at the expense of 
longer-term performance. This issue is the focus of the next 
section.

3.3.2 T heory of Learning by Not Doing

Mayer’s theory of multimedia instruction adheres to the 
common assumption that the optimal design of instructional 
material involves minimizing the cognitive burden on the 
learner due to the limits of the working memory.

Yet minimizing the mental effort of learners is not nec-
essarily or always a good instructional strategy. According 

to Schmidt and Bjork (1992), instructional conditions that 
achieve the training goals of generalizability and long-term 
retention are not necessarily those that maximize perfor-
mance during the acquisition phase.

They argue that the goal of instruction and training in 
real-world settings should first be to support a level of per-
formance in the long term, and second to support the capa-
bility to transfer that training to novel-tasks environments. 
Methodologically, in order to measure a genuine learning 
effect, some form of long-term assessment of retention must 
take place; skill acquisition is not a reliable indicator of 
learning.

Schmidt and Bjork (1992) discussed three situations in 
which introducing difficulties for the learner can enhance 
long-term learning. First, studies that vary the scheduling 
of tasks during practice were reported. Random practice is 
more difficult than blocked schedules of practice, as a given 
task is never practiced on the successive trial. Using a com-
plex motor task involving picking up a tennis ball and using 
it to knock over a particular set of barriers, Shea and Morgan 
(1979) reported a clear advantage for subjects who practiced 
under blocked conditions (subsets of barriers to knock), in 
terms of performance during practice. However, the amount 
of learning as demonstrated by the retention phase favored 
the random condition. Similar results have been reported by 
Baddeley and Longman (1978), Lee and Magill (1983), and 
(with verbal tasks) Landauer and Bjork (1978).

Schmidt and Bjork offer an explanation for this paradigm, 
in which retrieval practice may play a key role. They suggest 
that there may be a benefit, in terms of long-term retention, 
for activities that actually cause forgetting of the information 
to be recalled, forcing the learner to practice retrieving this 
information (Bjork and Allen 1970).

Experiments that vary the feedback the learner receives 
have demonstrated a similar phenomenon. A study by 
Schmidt et al. (1989) demonstrated that delaying the feedback 
that subjects received during motor tasks interfered with per-
formance. However, on a delayed-retention test, those who 
had received the feedback least often demonstrated the most 
effective performance. This seems to contradict the estab-
lished opinion that feedback is vital for effective learning. 
Schmidt and Bjork (1992) suggested that frequent feedback 
may actually serve to block information-processing activities 
that are important during the skill-acquisition phase.

A final area reviewed by Schmidt and Bjork concerns 
the introduction of variability during practice, such as when 
practicing tossing a beanbag at a target at a particular dis-
tance. Practicing at variable distances is more effective than 
practicing at a fixed distance (Kerr and Booth 1978).

Does the Schmidt and Bjork approach extend to HCI 
tasks, and in particular to instruction for mental models?

One impressive example of an instructional effect in the 
Schimdt and Bjork (1992) paradigm is informed by the idea 
of mental models or situation models derived from text, as 
discussed in Section 3.2 of this chapter. Informed by the dis-
tinction between a text base and a situation model, work by 
McNamara et al. (1996) has shown how expository text can 
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be designed to introduce difficulties for readers in exactly 
the productive manner advocated by the Schmidt and Bjork 
conception of training. These authors created two versions 
of target texts, one more coherent than the other (one experi-
ment used a text about traits of mammals, a second used a 
text about heart disease). Coherence cues were provided by 
linking clauses with appropriate connectives and by inserting 
topic headings. The level of readers’ background knowledge 
on the topic of the text was also assessed with a pretest. After 
reading a text, participants were given tests of the text base 
(free recall of the text propositions and specific factual ques-
tions about the contents of the text) and tests of the situation 
model (problem-solving-based questions, questions requiring 
inferences from the text, and a concept-sorting task).

McNamara et al. (1996) reported that for measures that 
tested the text base, the high coherence texts produced bet-
ter performance. However, for situation-model measures, test 
performance for high-knowledge readers was better when 
they read the low-coherence text. McNamara et al. argued 
that limiting the coherence of a text forced readers to engage 
in compensatory processing to infer unstated relations in 
the text. This compensatory processing supported a deeper 
understanding of the text, in that the information in the 
text became more integrated with background knowledge. 
Thus, for high-knowledge readers, the texts that were more 
difficult to read improved the situation model by encourag-
ing more transfer-appropriate processing. Low-knowledge 
readers were, presumably, unable to achieve the compensa-
tory inferences, and therefore did better with more coherent 
texts. Because the text base does not incorporate background 
knowledge, it was not enhanced by any compensatory pro-
cessing. (This finding is related to the work of Mayer and 
Sims [1994] reviewed above.)

One very successful practical approach to the design of 
instructions for interactive devices which is well known in 
the HCI community, is perhaps quite strongly related to this 
more theoretically oriented work. The concept of a “minimal 
manual” was outlined by Carroll (1990). It sought to mini-
mize the extent to which instructional materials obstruct 
learning. Crucially, a well-designed Minimal Manual does 
not necessarily optimize the speed at which users can per-
form procedures as they read. Carroll’s manuals avoided 
explicit descriptions that encouraged rapid but mindless rote 
performance. Instead, the emphasis was on active learning 
whereby learners were encouraged to generate their own 
solutions to meaningful tasks. This process was facilitated in 
part by reducing the amount of text provided and including 
information about error recovery.

O’Hara and Payne (1998, 1999) argued that learning from 
a problem-solving experience might be enhanced to the 
extent that problem solvers planned their moves through the 
problem space. Many puzzles with an interactive user inter-
face, and indeed many user interfaces to commercial sys-
tems, encourage a one-step-at-a-time approach to problem 
solving, in which a move is chosen from the currently avail-
able set. This may be quick and relatively effortless, yet lead 
to little learning and inefficient solutions. For example, in an 

HCI task, participants had to copy names and addresses from 
a database to a set of letters. Each item category from the 
database had to be copied to several letters, so that the most 
obvious and perhaps least effortful strategy of preparing let-
ters one at a time was inefficient in terms of database access. 
O’Hara and Payne’s manipulation was to increase the cost of 
making each move (in the copying experiment by adding a 
system lock-out time). This resulted in more planning, more 
think-time per move, meaning slower solutions in the first 
instance, but more efficient behavior in the long term, and the 
discovery of strategies that required fewer database accesses 
and fewer user inputs.

Recent work by Duggan and Payne (2001) combined several 
of the insights in the work just reviewed to explore acquisition 
of interactive procedures during instruction following. Good 
procedural instructions for interactive devices must satisfy two 
criteria. First, they must support performance. Like all pro-
cedural instructions they should effectively communicate the 
procedure they describe, so as to allow users who don’t know 
the procedure to enact it successfully and efficiently. Second, 
they must support learning. In common with instructions for 
all procedures that will be used repeatedly, they should facili-
tate subsequent memory for the procedure, so that it might 
later be performed without consulting the instructions.

How might procedural instructions be designed so as 
to follow the Schmidt and Bjork paradigm and provide 
transfer-appropriate practice opportunities for the learner? 
Of course, not all manipulations that introduce difficulties 
during learning are beneficial for the learner. Simply making 
the instructions unclear is unlikely to be effective. However, 
much this idea may have informed the design of some com-
mercial user manuals. The criterion that quality instructions 
must communicate the procedure that they describe cannot 
be ignored.

The work of Diehl and Mills (1995) further illustrated the 
relevance of the theory of text comprehension to the design 
of instruction for interactive procedures. They argued that in 
the case of procedural instructions the distinction between 
situation model and text base maps directly onto a distinction 
between memory for the procedure (as tested by later task 
performance) and memory for the instructions themselves.

Texts describing how to complete a task using a device 
(setting an alarm clock or constructing a child’s toy) were 
provided. While reading a text, participants were required 
to either perform the task (read and do), or do nothing (read 
only). (In addition, Diehl and Mills studied some intermedi-
ate conditions, such as read and watch experimenter. These 
conditions produced intermediate results and are not relevant 
to the current argument.) The effect of these training meth-
ods was then examined by asking participants to recall the 
text and then complete the task.

Diehl and Mills reported that the increased exposure to 
the device in the read-and-do condition resulted in improved 
task performance times relative to the read-only condition. 
However, text recall was better in the read-only condition, 
supporting the conceptual separation of text base and situa-
tion model.
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Inspired by this work, Duggan and Payne (2001) intro-
duced a particular technique to exploit the principle of 
Schmidt and Bjork (1992) and the methods of McNamara 
and colleagues (1996). Like the manipulations of Diehl and 
Mills (1995), their innovation centered not on the design of 
the instructions per se, but rather on the way the instructions 
are read and used. Diehl and Mills’ reported advantage for 
reading and doing over reading alone has no real practi-
cal implication, as it is difficult to imagine anyone advo-
cating isolated reading as a preferred method. However, 
Duggan and Payne suggested that the way learners manage 
the interleaving of reading and doing will affect their later 
retention, and thus offers an important lever for improving 
instruction.

Many procedural instructions have a natural step-wise 
structure, and in these cases it is possible to execute the 
procedure while reading with minimal load on memory. 
Learners can read a single step, and then execute it before 
reading the next step. Such an approach is low in effort (and 
therefore attractive to the learner), but also low in transfer-
appropriate practice and therefore, one would argue on the 
basis of the reviewed work, poor at encouraging retention. 
If learners could instead be prompted to read several pro-
cedural steps before enacting them, performance would be 
made more effortful, but learning might benefit. Readers 
would be encouraged to integrate the information across the 
chunk of procedural steps, and the increased memory load 
would provide transfer-appropriate practice.

Duggan and Payne (2001) developed this idea as follows. 
First, by implementing an online help system in the context 
of experimental tasks (programming a VCR) they forced par-
ticipants into either a step-wise or a chunk-based strategy for 
interleaving reading and acting. These experiments demon-
strated that reading by chunks did tax performance during 
training, but improved learning, in particular retention of 
the procedure. Next, they developed a more subtle, indirect 
manipulation of chunking. By adding a simple cost to the 
access of online instructions (c.f., O’Hara and Payne 1998), 
they encouraged readers to chunk steps so as to minimize 
the number of times the instructions were accessed. Just as 
with enforced chunking, this led to improved retention of the 
procedures.

3.4  SHARED MENTAL MODELS

In the last 10 years or so there has been a rapid surge of inter-
est in the concept of shared mental models in the domain of 
teamwork and collaboration. The use of mental models in 
this literature, to date, is somewhat inexact, with little theo-
retical force, except to denote a concern with what the team 
members know, believe, and want. As the name suggests, 
shared mental models refers to the overlap in individuals’ 
knowledge and beliefs.

The central thesis and motive force of the literature is that 
team performance will improve when team members share 
relevant knowledge and beliefs about their situation, task, 
equipment, and team. Different investigations and different 

authors have stressed different aspects of knowledge, and 
indeed proposed different partitions into knowledge domains. 
(And recently, as we shall see, some investigators have ques-
tioned the extent to which overlapping knowledge is a good 
thing. There are some situations in which explicit distribution 
or division of knowledge may serve the team goals better.)

At first glance, the idea that teams need to agree about or 
share important knowledge seems intuitively plain. Models 
of communication (i.e., Clark 1992) stress the construction of 
a common ground of assumptions about each partner’s back-
ground and intentions. The idea of shared mental models 
develops this idea in a plausible practical direction.

A recent study by Mathieu et al. (2000) was one of the 
most compelling demonstrations of the basic phenomenon 
under investigation, as well as being centered on an HCI 
paradigm. For these reasons, this study will be described and 
used as a framework to introduce the space of theoretical and 
empirical choices that characterize the mainstream of the 
shared mental models literature.

Mathieu et al. (2000) considered team members’ mental 
models as comprising knowledge of four separate domains: 
(1) technology (essentially the mental models described in 
part one of this chapter); (2) job or task; (3) team interac-
tion (such as roles, communication channels and informa-
tion flow), and (4) other teammates’ knowledge and attitudes. 
Knowledge of the last three types would rarely be called a 
mental model outside this literature, and so straight away we 
can see a broader and more practical orientation than in indi-
vidually oriented mental models literatures.

For the purposes of operationalization, the authors sug-
gested that these four categories of knowledge may be treated 
as two: task related and team related. This binary distinction 
mirrors a distinction that has been made in terms of team 
behaviors and communications, which have been considered 
in terms of a task track and a teamwork track (McIntyre and 
Salas 1995).

Mathieu and colleagues studied dyads using a PC-based 
flight simulator. One member of each dyad was assigned 
to the joystick to control aircraft position. The other was 
assigned to keyboard, speed, weapon systems, and informa-
tion gathering. Both members could fire weapons. The exper-
imental procedure incorporated a training phase, including 
the task and basics of teamwork, and then the flying of six 
missions, divided into three equally difficult blocks of two, 
each mission lasting around 10 minutes. Performance on a 
mission was scored in terms of survival, route following, and 
shooting enemy planes. Team processes were scored by two 
independent raters viewing videotapes to assign scores, for 
example, how well the dyad communicated with each other.

Mental models were measured after each pair of missions. 
At each measurement point, each individual’s task or team 
mental model was elicited by the completion of a related-
ness matrix (one for task, one for team), in which the team 
member rated the degree to which each pair from a set of 
dimensions was related. For the task model there were eight 
dimensions, including diving versus climbing; banking or 
turning; and choosing airspeed. For the team model there 
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were seven dimensions, including amount of information and 
roles and team spirit.

Thus, at each measurement point, participants had to 
assign numbers between –4 (negatively related, a high degree 
of one requires a low degree of the other) and +4 (positively 
related, a high degree of one requires a high degree of the 
other) to each pair of dimensions in each domain. For exam-
ple, they had to rate the relatedness of diving versus climbing 
to choosing airspeed, and the relatedness of roles to team 
spirit. For each team at each time for each model-type a con-
vergence index was calculated by computing a correlation 
co-efficient (QAP correlation) between the two matrices. The 
co-efficient could vary from –1 (complete disagreement) to 
+1 (completely shared mental models).

The main findings of this investigation were as follows. 
Contrary to hypothesis, convergence of mental models did 
not increase over time; rather it was stable across missions 
1 to 3. This runs counter to a major and plausible assumption 
of the shared mental models program, which is that agree-
ment between team members should increase with extent of 
communication and collaboration.

Nevertheless, convergence of both task and team models 
predicted the quality of team process and the quality of per-
formance. Further, the relationship between convergence and 
performance was fully mediated by quality of team process.

The most natural interpretation of these findings is that 
team process is supported by shared mental models. In turn, 
good team processes lead to good performance. According 
to its authors, this study provided the first clear empirical 
support for the oft-supposed positive relationship between 
shared mental models and team effectiveness (Mathieu et al. 
2000, p. 280).

As well as being paradigmatic in illustrating the key ideas 
in the shared mental models literature, this study has several 
aspects that highlight the range of approaches and the con-
troversy in the field.

First, it is worth considering what particular properties 
of the task and teams may have contributed to the positive 
relation between shared mental models and team process and 
performance. Compared with most situations in which coor-
dination and collaboration are of prime interest, including 
most situations addressed by CSCW researchers, the teams 
studied by Matheiu et al. were minimal (two members) and 
the tasks were very short term and relatively circumscribed. 
Beyond these obvious remarks, I would add that the division 
of labor in the task was very “close,” and the workers’ perfor-
mance was extremely interdependent. Of course, interdepen-
dence is the signature of collaborative tasks; nevertheless, a 
situation in which one person controls airspeed and another 
controls altitude may make this interdependence more imme-
diate than is the norm.

It is also possible that the relatively circumscribed nature 
of the task and collaboration contributed to the failure of 
this study to find evidence for the sharing of mental models 
increasing across the duration of collaboration.

As just mentioned, although the literature contains many 
proposals that shared mental models will positively influence 

process and performance, there has been much less empiri-
cal evidence. Another study of particular relevance to HCI is 
concerned with the workings of software development teams.

Software development is an ideal scenario for the study 
of team coordination for several reasons. First, much mod-
ern software development is quintessentially team based 
(Crowston and Kammerer 1998; Curtis, Krasner, and Iscoe 
1998; Kraut and Streeter 1995), and relies heavily on the 
complex coordinations of team members. Secondly, this 
effort is often geographically dispersed, further stressing 
collaboration and putting an emphasis on communications 
technologies. Finally, software development takes place 
in technologically advanced settings with technologically 
savvy participants, so that it provides something of a test bed 
for collaboration and communication technologies.

One study of complex geographically distributed software 
teams has been reported that partially supports the findings 
of the Mathieu et al. (2000) study and provided complemen-
tary evidence for positive effects of shared mental models 
on team performance. Espinosa et al. (2002) reported a mul-
timethod investigation of software teams in two divisions 
of a multinational telecommunications company. The most 
relevant aspect of their study was a survey of 97 engineers 
engaged in team projects of various sizes ranging from 2 to 7. 
Team coordination and shared mental models (SMM) were 
both measured by simple survey items, followed by posthoc 
correlational analysis to uncover the relation between shared 
mental models and team process. As in the Mathieu et al. 
(2000) study, shared mental models were considered in two 
categories: task and team. A positive relation between team 
SMM and coordination was discovered, but the effect of task 
SMM was not significant.

It is worth being clear about the positive relation and how 
it was computed. Team SMM was computed for each team 
by assessing the correlations between each team member’s 
responses to the team SMM survey items. This index was 
entered as an independent variable in a multiple regression 
to predict average reported levels of team coordination. It is, 
of course, hard to infer any causal relation from such correla-
tional analyses, and one might also wonder about the validity 
of purely questionnaire-based measures of some of the con-
structs, yet nevertheless the study is highly suggestive that 
SMM can have a positive influence in group-work situations 
far removed from pairs of students interactive with a flight 
simulator. Additionally, Espinosa et al. (2002) reported an 
interview study in which respondents confirmed their own 
belief that SMM contributed positively to project communi-
cations and outcomes.

Nevertheless, Espinosa et al. (2002) failed to find any 
relation between task SMM and team process. It seems to 
me that, in view of the survey methodology, this would have 
been the more compelling evidence in favor of the SMM 
construct. It seems less surprising and perhaps less interest-
ing that there should be a correlation between participants’ 
survey responses concerning how well they communicated 
on their team, and, for example, their agreement about which 
teammates had high knowledge about the project.
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Levesque, Wilson, and Wholey (2001) reported a different 
study of software development teams, using ad hoc student-
project groupings to study whether sharing of Team SMM 
increased over time. They only measured Team SMM, using 
Likert scale items on which participants signaled amount of 
agreement or disagreement with statements like, “Most of our 
team’s communication is about technical issues,” “Voicing 
disagreement on this team is risky,” or “Lines of authority on 
this team are clear.” Team SMM was measured by computing 
correlations among team members of these responses after 1, 
2, and 3 months of working on a joint project.

Levesque, Wilson, and Wholey (2001) found that, con-
trary to their hypothesis, team SMM decreased over time. 
They argue that this is because projects were managed by a 
division of labor that required much initial collaboration but 
meant that later activity was more individual.

There are surely many teamwork situations in which 
role differentiation is critical for success, and this observa-
tion suggested that the most straightforward interpretation 
of shared mental models is overly simple. Indeed, even in 
teams that continue to meet, communicate, and collaborate, 
it may be that role differentiation means that task mental 
models should not so much be “shared” as “distributed” to 
allow for effective team performance. (Studies of intimate 
couples have explored a similar process of specialization of 
memory functions, under the name “transactive memory,” 
i.e., Wegner 1987, 1995).

When roles are differentiated, it is no longer important 
that task knowledge is shared, but rather that individu-
als’ knowledge about who knows what is accurate. Thus, 
one would expect team SMMs to support communication 
and collaboration even in teams with highly differentiated 
roles. This may explain the previously reviewed findings. In 
the Mathieu et al. study, the team members’ technical roles 
remained tightly interdependent, so that both task and team 
models had to be shared for successful performance. In the 
Espinosa et al. (2002) study, the technical roles may have 
been differentiated but the level of communication remained 
high, so that team SMM affected performance but task SMM 
did not. In the Levesque et al. study, the teams divided their 
labor to the extent that communication and collaboration 
ceased to be necessary (apart, perhaps for some final pooling 
of results). In this case, we would predict that neither task 
nor team SMMs would affect performance once the division 
of labor had been accomplished. No data on performance 
were reported, but team models became less shared over the 
course of the projects.

Although there has been quite a sudden flurry of interest 
in shared mental models, this brief review makes clear that 
much empirical and conceptual work remains to be done. Of 
particular relevance to this chapter is the question of what 
exactly is meant by a mental model in this context.

To date throughout the field, mental models have been 
considered as semantic knowledge, using traditional asso-
ciative networks as a representation. Thus, mental mod-
els have typically been tapped using simple likert scales or 
direct questions about the relations (i.e. similarity) between 

constructs, analyzed with multidimensional techniques such 
as pathfinder (for a review of measurement techniques in 
this field, see Mohammed, Kilmoski, and Rentsch 2000). 
Because interest has focused on the extent to which knowl-
edge and beliefs are common among team members, these 
approaches have been useful, allowing quantitative measures 
of similarity and difference. Nevertheless, compared with the 
literature on individual mental models, they tend to reduce 
participants’ understanding to mere associations, and yet 
the thrust of the individual work shows that this may not be 
appropriate, because the particular conceptualizations of the 
domain, the analogies drawn, the computational as well as 
informational relations between internal and external repre-
sentations, and so on can have real effects on performance. 
It seems that an important path of development may be to 
adopt this more refined cognitive orientation and investigate 
the impact of shared models—as opposed to shared networks 
of facts and associations—on collaboration.
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Individuals whose professional lives revolve around human–
computer interaction (HCI) might well ask themselves why 
they should even glance at a chapter on stress. It is evident 
that many computer systems have to support people operating 
in stressful circumstances and, of course, there are important 
design issues concerning how to present information in these 
very demanding circumstances. However, one can legiti-
mately question whether such issues are of any interest to 
those operating in mainstream HCI. Indeed, if these were the 
only issues we would most probably agree and recommend 
the reader to pass on quickly to something of much more evi-
dent relevance. However, we hope to persuade the reader that 
the various aspects of stress research and its application to 
HCI are not limited to such concerns alone. Indeed, we hope 
to convince the reader that stress, in its critical form of task 
loading, is central to all HCIs. To achieve this goal, we first 
present a perspective that puts stress front and center in the 
HCI realm. Traditionally, stress has been considered to result 
from exposure to some adverse environmental circumstances 
such as excessive heat, cold, noise, or vibration (Hancock, 
Ross, and Szalma 2007; Conway, Szalma, and Hancock 
2007). Its effects manifest themselves primarily in relation 
with physiological responses most perturbed by the stress 
at hand. However, Hancock and Warm (1989) observed that 
stress effects are virtually all mediated through the brain; 
but for the cortex such effects are almost always of second-
ary concern since the brain is primarily involved with the 
goals of ongoing behavior or more simply with dealing with 
the current task at hand (see Hancock 2010). Therefore, we 
want to change the orientation of concern here so that stress 
is not just a result of external interference but rather the pri-
mary source of stress comes from the ongoing task itself. As 
we now view the task itself as the primary driving influence, 
then stress concerns are manifestly and evidently central to 
all HCI issues.

It is one of the clearest paradoxes of modern work that 
computer-based systems designed to reduce task complexity 
and cognitive workload actually often impose even greater 
demands and stresses on the very individuals they are sup-
posed to be helping. Think of how many times in your own 
work that the computer has appeared to be a barrier to task 
completion rather than a helpful tool. How individuals cope 
with such stress has both immediate and prolonged effects 
on their performance and well-being. Although operational 

environments and their associated tasks vary considerably 
(e.g., air traffic control, baggage screening, hospital patient 
monitoring, power plant operations, command and control, 
banking/finance, and general office work), there are certain 
mechanisms that are common to all stress appraisals and thus 
to all task demands. Consequently, there are design and HCI 
principles to address the stress of task demand that can be 
generalized across many, if not all, domains (Hancock and 
Szalma 2003a,b). In this chapter we explore these principles 
to further understand and even exploit stress effects in the 
HCI domain.

The structure of this chapter flows from these fundamen-
tal observations: First, we provide the reader with a brief 
overview of stress theory and its historical development to 
set our observations in context. Then we articulate areas for 
future research, which is needed to more completely under-
stand how stress and workload impact HCI and how their 
positive effects can be exploited while mitigating their nega-
tive effects. We conclude by providing an overview of these 
principles and some directions for future effort.

4.1 � TRADITIONAL APPROACHES 
TO STRESS RESEARCH

As we have seen, stress has traditionally been conceived of 
as either an external, aversive stimulus (constituted of physi-
cal, cognitive, or social stimulation patterns) imposed on an 
individual or that person’s individual response to such per-
turbations. Each of these theoretical perspectives has limited 
explanatory power. Considering stress as an external stimula-
tion is useful for categorizing effects of physical environments 
(e.g., heat, noise, vibration), but such an approach cannot 
explain why the same stimulus pattern produces vastly dif-
ferent effects on different individuals. Physiological interpre-
tations (e.g., Selye 1976) have utilized arousal explanations 
of stress. However, more recent demonstrations that differ-
ent sources of stress are associated with different patterns of 
cognitive effects make it clear that adaptation or so-called 
arousal theories of stress cannot, by themselves, completely 
address the issue (Hockey 1984; Hockey and Hamilton 1983; 
Hockey, Gaillard, and Coles 1986).

Thus, to understand stress effects we now have to embrace 
an even wider, multidimensional perspective (e.g., Matthews 
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2001). In this chapter, we choose to emphasize a view of stress 
as primarily an outcome of the appraisal of environmental 
demands that either tax or exceed an individual’s resources 
to cope with that demand. These person–environment trans-
actions (Lazarus and Folkman 1984) occur at multiple lev-
els within an organism (Matthews 2001; van Reekum and 
Scherer 1997). Further, these processes represent efforts by 
the organism to adapt to imposed demands via regulation 
of its own internal state while seeking to change the exter-
nal environment (e.g., obtaining shelter). In Section 4.2, we 
describe the theoretical frameworks that guide our obser-
vations on stress in the context of HCI. These perspec-
tives emerge from the work of Lazarus (1999; and see also 
Lazarus and Folkmanm 1984), Hancock and Warm (1989), 
and Hockey (1997).

4.2  THEORETICAL FRAMEWORKS

Herein is a brief introduction to key theories regarding stress 
and its effects on performance.

4.2.1 A ppraisal Theory

Among the spectrum of cognitive theories of stress and emo-
tion, perhaps the best known is the “cognitive–motivational–
relational” theory proposed by Richard Lazarus and his 
colleagues (see Lazarus 1991, 1999; Lazarus and Folkman 
1984). This theory is cognitive in that stress and emo-
tion each depends on an individual’s cognitive appraisals 
of internal and external events. These appraisals in their 
turn depend in part on the person’s knowledge and expe-
rience (cf. Bless 2001). The theory is motivational in that 
emotions in general, including stress responses, are reac-
tions to one’s perceived state of progress toward or away 
from one’s goals (see Carver and Scheier 1998). The rela-
tional aspect emphasizes the importance of the transaction 
between individuals and their environment. Together these 
three components shape the emotional and stress state of 
an individual. The outcomes of these processes are patterns 
of appraisal that Lazarus (1991) refers to as “core relational 
themes.” For instance, the core relational theme for anxiety 
is uncertainty and existential threat, whereas that for hap-
piness is evident progress toward goal achievement. Thus, 
when individuals appraise events relative to their desired 
outcomes (goals), negative, “goal-incongruent” emotions 
and stress can be produced if such events are appraised as 
hindering progress. Conversely, promotion of well-being 
and pleasure occurs when events are appraised as facilitat-
ing progress toward a goal (i.e., goal-congruent emotions). 
Promotion of pleasure and happiness (see Hancock, Pepe, 
and Murphy 2005; Ryan and Deci 2001), therefore, requires 
the design of environments and tasks themselves that afford 
goal-congruent emotions. The understanding of interface 
characteristics in HCI that facilitate positive appraisals and 
reduce negative appraisals is thus a crucial issue and an 
obvious avenue in which HCI and stress research can fruit-
fully interact.

A major limitation of all appraisal theories, however, 
is neglecting to understand how task parameters influence 
resulting coping response. Although the appraisal mecha-
nism itself may be similar across individuals and contexts 
(e.g., see Scherer 1999), the specific content (e.g., which 
events are appraised as a threat to well-being) obviously 
varies across individuals and contexts. One would expect 
that the criteria for appraisal (e.g., personal relevance, self-
efficacy for coping) are similar across individuals for specific 
task parameters as for any other stimulus or event. However, 
individual differences occur in the specific content of an 
appraisal (e.g., one person’s threat is another’s challenge) 
and therefore in the resultant response. An understanding 
of stress effects in HCI thus requires understanding the task 
and person factors and treating the transaction between the 
human being and the system as the primary unit of analy-
sis (see Lazarus and Folkman 1984). This entails knowing 
how different individuals appraise specific task parameters 
and how changes in knowledge structures might ameliorate 
negative stress effects and promote adaptive affective states 
in human–technology interaction. A visual representation of 
this emergent unit of analysis that comes from the interaction 
of a person and the environment, including the task, is shown 
in Figure 4.1 (Hancock 1997).

4.2.2 A daptation under Stress

A theoretical framework developed specifically for stress as 
it relates to performance is the maximal adaptability model 
presented by Hancock and Warm (1989). They distinguished 
three facets of stress and labeled them the “trinity of stress,” as 
shown in Figure 4.2. Input refers to the environmental events 
to which an individual is exposed, which include information 
(i.e., displays) as well as traditional input categories such as 
temperature, noise, and vibration (e.g., Hancock, Ross, and 
Szalma 2007; Pilcher et al. 2002). The second is adaptation, 
which encompasses the appraisal mechanisms referred to 
previously. The third and final component is output level, 
which indicates how an organism behaves with respect to 
goal achievement. A fundamental tenet of the Hancock and 

Person Environment

Computer Task

Emergent unit of analysis

FIGURE 4.1  An illustration of the emergence of a supraordinate 
unit of analysis that derives from the interaction of an individual 
(person), the tool he or she uses (computer), the task he or she has 
to perform (task), and the context (environment) against which the 
action occurs.
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Warm (1989) model is that in a large majority of situations 
(and even in situations of quite high demand) individuals 
do adapt effectively to input disturbance. That is, they can 
tolerate high levels of either overload or underload without 
enormous change to their performance capacity. Adaptive 
processes occur at multiple levels, some being the physio-
logical, behavioral (i.e., performance), and subjective/affec-
tive levels. These adaptations are represented in the model 
as a series of nested, extended inverted-U functions (see 
Figure 4.3) that reflect the fact that under most conditions 
the adaptive state of the organism is stable. However, under 
extremes of environmental underload or overload, “failures” 
in adaptation do occur. Thus, as the individual is perturbed 
by the input, the first threshold one traverses is subjective 

comfort. This is followed by behavioral effects and finally 
failure of the physiological system (e.g., loss of conscious-
ness). Examples of such extreme failures are relatively rare 
in most settings, although when they do occur (e.g., in con-
flict situations) they are often catastrophic for the individual 
and the system he or she is operating (e.g., Harris, Hancock, 
and Harris 2005).

This model is unique in that it provides explicit recogni-
tion that the proximal form of stress in almost all circum-
stances is the task itself. Task characteristics are incorporated 
in the model by two distinct base axes representing spatial 
and temporal components of any specified task. Information 
structure (the spatial dimension) represents how task ele-
ments are organized, including challenges to such psycholog-
ical capacities such as working memory, attention, decision 
making, and response capacity. The temporal dimension is 
represented by information rate. Together, these dimensions 
can be used to form a vector (see Figure 4.4) that serves to 
identify the current state of adaptation of the individual. Thus, 
if the combination of task characteristics and an individual’s 
stress level can be specified, a vector representation can be 
used to predict behavioral and physiological adaptation. The 
challenge lies in quantifying the information-processing 
components of cognitive work (see Hancock, Szalma, and 
Oron-Gilad 2005).

Although the model shown in Figure 4.4 describes the level 
of adaptive function, it does not articulate the mechanisms 
by which such adaptation occurs. Hancock and Warm (1989) 
argued that one way in which individuals adapt to stress is 
by narrowing their attention by excluding task-irrelevant 
cues (Easterbrook 1959). Such effects are known to occur in 

INPUT ADAPTATION OUTPUT

Deterministic Nomothetic Idiographic

Stress signature Compensatory processes Goal-directed behavior

FIGURE 4.2  The trinity of stress, which identifies three possible 
“loci” of stress. It can be viewed as an input from the physical envi-
ronment, which can be described deterministically. Since such a 
profile is by definition unique, it is referred to as a stress signature. 
The second locus is adaptation, which describes the populational or 
nomothetic reaction to the input itself. It is most evidently measur-
able in the processes of compensation. The third and final locus 
is output, which is expressed as the impact on the ongoing stream 
of behavior. Since the goals of different individuals almost always 
vary, this output is largely idiographic or person specific. It is this 
facet of stress that has been very much neglected in prior and con-
temporary research.
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Dynamic
instability

Minimal
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FIGURE 4.3  The extended-U relationship between stress level and response capacity. As is evident, the form of degradation is common 
across the different reflections of response. At the center of the continuum is the normative zone, which reflects optimal functioning. Outside 
of this is the comfort zone, which reflects the behavioral recognition of a state of satisfaction. Beyond this lies the reaction of psychological 
or cognitive performance capacity. Finally, the outer envelope is composed of physiological functioning. There are proposed strong linkages 
between the deviation from stability at one level being matched to the onset of radical failure at the more vulnerable level that is nested 
within it. The model is symmetrical in that underload (hypostress) has mirror effects to overload (hyperstress), which is usually considered 
the commonly perceived interpretation of stress.
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spatial perception (e.g., Bursill 1958; Cornsweet 1969), and 
narrowing can occur at the levels of both central and periph-
eral neural systems (Dirkin and Hancock 1984, 1985; Hancock 
and Dirkin 1983). Further, Hancock and Weaver (2005) have 
argued that distortions of temporal perception under stress 
are related to this narrowing effect. However, evidence sug-
gests that these two perceptual dimensions (space and time) 
may not share common perceptual mechanisms (see Ross 
et al. 2003; Thropp, Szalma, and Hancock 2004).

4.2.3 T he Cognitive–Energetic Framework

The Hancock and Warm model accounts for the levels of 
adaptation and adaptation changes that occur under the driv-
ing forces of stress. However, it does not articulate precisely 
how effort is allocated under stress or the mechanisms by 
which individuals appraise the task parameters that are 
the proximal source of stress. The precise effort alloca-
tion issue is addressed by a cognitive–energetic framework 
described by Hockey (1997). The compensatory control 
model is based on three assumptions: (1) Behavior is goal 
directed. (2) Self-regulatory processes control goal states. 
(3) Regulatory activity has energetic costs (i.e., it consumes 

resources). In this model, a compensatory control mechanism 
allocates resources dynamically according to the goals of an 
individual and the environmental constraints. The mecha-
nisms operate at two levels (see Figure 4.5): The lower level 
is more or less “automatic” and represents established skills. 
Regulation at this level requires few energetic resources or 

Maximal

Minimal

Hypostress

Information
structure

Information
rate

Hyperstress

Minimal

Maximal

A

B
C D Behavioral

adaptability

Physiological
adaptability

FIGURE 4.4  A three-dimensional representation of Figure 4.3. The description given in Figure 4.3 is now expanded into a three-
dimensional representation by parsing the base hypostress–hyperstress axis into its two component elements. These divisions are composed 
of information rate (the temporal axis) and information structure (the spatial axis). Note that any one source of input stress can be described 
as a scalar on the base axis and these scalars can be summed to provide a multi-input stress vector that then provides a prediction of both 
performance and physiological adaptability, which are the primary descriptors on the vertical axis. A, B, C and D represent the thresholds 
of adaptability. A represents the physiological zone of maximal adaptability; B is the psychological zone of adaptability, C is the comfort 
zone, while D illustrates the normative zone.

LOOP A

LOOP B

Task goals

Supervisory
controller

Effort Monitor

Action
monitor

External load

Overt
performance

FIGURE 4.5  The two-level effort regulation model by Hockey: 
This model provides a mechanism by which an individual allocates 
limited cognitive resources to different aspects of performance. 
(From Hockey, G. R. J., Biol Psychol, 45:73–93, 1997. With 
permission.)
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low active regulation and effort (cf. Schneider and Shiffrin 
1977). The upper level is a supervisory controller, which can 
shift resources (effort) strategically to maintain adaptation, 
and reflects effortful and controlled processing. The opera-
tion of the automatic lower loop is regulated by an effort 
monitor, which detects changes in the regulatory demands 
placed on the lower loop. When demand increases beyond 
the capacity of the lower loop, control is shifted to the higher, 
controlled processing loop. Two strategic responses of the 
supervisory system are increase in effort and change in the 
goals. Goals can be modified in terms of their kind (change 
the goal itself) or strength (e.g., lowering the criterion for per-
formance). From a self-regulation perspective, these modi-
fications adjust the discrepancy between goal state and the 
current state by increasing effort or changing the goal (see 
Carver and Scheier 1998).

4.3 � RELATIONSHIP BETWEEN STRESS 
AND COGNITIVE WORKLOAD

4.3.1  Cognitive Workload as a Form of Stress

The Hancock and Warm (1989) model explicitly identifies 
the task itself as the proximal source of stress. In opera-
tional environments, this is often manifested as increases or 
decreases in cognitive workload (Moray 1979). As in the case 
of stress, workload is easily identified colloquially but diffi-
cult to define operationally. Workload can manifest in terms 
of the amount of information to be processed (an aspect of 
information structure) and the time available for process-
ing (information rate). Thus, the base axes of the Hancock 
and Warm model capture dimensions of workload as well as 
stress (and see Hancock and Caird 1993). Indeed, physiologi-
cal measures of workload (O’Donnell and Eggemeier 1986) 
are often the same as the measures used to assess physiologi-
cal stress. Similarly, subjective measures of workload and 
stress both reflect appraisals of the task environment and of 
its perceived effect on the individual (Hart and Staveland 
1988). Although the two concepts were developed in sepa-
rate research traditions, the artificial boundary between them 
should be dissolved as each term refers to similar processes. 
The implication for HCI is that computer-based tasks that 
impose either too much or too little demand will likely be 
appraised as stressful. In the latter case, the underload stress 
will be interpreted as boredom. Thus, the design process 
for the development of computer interfaces should include 
assessment of perceived workload as well as affective state.

4.3.2 �P erformance and Workload: 
Associations/Dissociations

It is often the case that performance is maintained under 
increased workload/stress, which is reflected in the 
extended-U model described by Hancock and Warm and 
in the mechanisms of Hockey’s energetic model of com-
pensatory control. Maintaining performance under stress is 
associated with costs, both physiologically and cognitively. 

Further, one would expect that in easier tasks performance 
is not as costly and that, therefore, there is a direct associa-
tion between task difficulty and perceived workload. Such 
performance–workload associations do occur, and they 
occur most prevalently in vigilance tasks (Warm, Dember, 
and Hancock 1996; see also Szalma et al. 2004). However, 
other forms of workload–performance relations can occur. 
For instance, perceived workload may change as a function 
of change in task demand, but performance remains con-
stant. Hancock (1996) refers to these situations as insensi-
tivities, which can be diagnostic with respect to the relation 
between the individual and the task (see also Parasuraman 
and Hancock 2001). Thus, consistent with the frameworks of 
Hancock and Warm (1989) and Hockey (1997), one response 
to increased task demand is to exert more effort, thereby 
maintaining performance but increasing perceived work-
load. Alternatively, one could have a situation in which task 
demands increase and performance decreases, but perceived 
workload does not change. This suggests that appraisals of a 
task are not always sensitive to actual changes in that task.

Interesting corollaries of these observations are 
performance–workload dissociations that sometimes occur 
(Hancock 1996; Yeh and Wickens 1988). In such cases, 
decreased performance is accompanied by decreased work-
load. One possible reason for such a result is disengagement 
of the individual from the task (i.e., the person gives up; see 
Hancock 1996). In the case where increased performance is 
observed to be accompanied by increased perceived work-
load, the pattern suggests effective improvement of perfor-
mance at the cost of increased effort allocation. An area of 
much-needed research is establishing which task parameters 
control the patterns of performance–workload associations 
and dissociations, and how these change dynamically as a 
function of time on task. It may well be that reformulating the 
task by innovations in the interface itself addresses these cru-
cial concerns (see Hancock 1997). Indeed, the structure and 
organization of computer interfaces will be a major factor in 
determining both performance under stress and the relation 
of performance to perceived workload.

4.4  MITIGATION OF STRESS

If changing the fundamental nature of demand is one solu-
tion, we now look at other approaches to mitigate the nega-
tive effects of stress and workload on the performance of 
HCI tasks. These strategies include skill development (e.g., 
Hancock 1986), specific display design changes (Hancock 
and Szalma 2003a; Wickens 1996), as well as technologies 
employing adaptive automation and decision aids (Hancock 
and Chignell 1987). Developing skills so that they are rela-
tively automatic as opposed to the alternative controlled 
processing (Schneider and Shiffrin 1977) and develop-
ing expertise can mitigate some of the negative effects of 
stress (Hancock and Hancock 2010). Regarding display 
design, simple, easily perceivable graphics can permit quick, 
direct extraction of information when cognitive resources 
are reduced by stress and workload (Hancock and Szalma 
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2003a). Adaptive automation can be employed by adjusting 
the level of automation and the management of that auto-
mation according to stress state (e.g., Scerbo, Freeman, and 
Mikulka 2003). In addition, adapting the form of automa-
tion (i.e., level, management type) to the operator based on 
their own personal style of interaction can serve to improve 
its utility for aiding performance and reducing stress and 
workload (see Thropp et al. 2004). Indeed, experimental 
findings are even now beginning to establish the relation for 
automation to effectively mitigate performance-related stress 
(Funke et al. 2007).

4.4.1 �T heoretical Bases of Emotion 
(Stress) Regulation

In both theory and research, stress is clearly linked with the 
more general topic of emotion (Lazarus 1999). Indeed there 
is growing recognition of the need to consider a user’s emo-
tional response to a task or an interface as it is an important 
aspect of design. Emotions are valenced reactions to either 
internal or external stimuli, which trigger multisystemic 
changes in both physiology and behavior (Ochsner and Gross 
2005). Emotions are therefore useful in presenting feedback 
concerning an operator’s ongoing interaction with the envi-
ronment and especially the computer-based technology with 
which they must interact (Folkman et al. 1986). The com-
puter and the manner in which it functions can produce a 
range of emotional reactions in the operator who is attempt-
ing to manipulate the system. However, at present the com-
puter has no concept of emotional experience or display, no 
matter how often humans might attribute these characteris-
tics to the machine (Luczak, Roetting, and Schmidt 2003). 
Contrary to intuition, the computer is not malfunctioning in 
order to frustrate or spite its users and no amount of shouting 
or banging will presently instill it with a sense of motivation 
to work. However, this is not to say extensive efforts are not 
underway to develop computer systems that both recognize 
user emotions and generate emotional expressions on behalf 
of the computer system (Zhang et al. 2010). The very act of 
interacting with a computer represents an emotional experi-
ence as the machine is a tool by which the operator hopes 
to accomplish his or her desired goals. Events whereby the 
computer facilitates the achievement of a goal can result in 
pleasant emotions (i.e., accomplishment, relief, and happi-
ness), whereas instances in which the interface component 
of the human–computer dyad is perceived as detrimental or 
as a barrier to goal fulfillment can produce negative valence 
emotions such as anger and frustration (Hassenzahl and 
Ullrich 2007). Therefore, emotions are an inherent feature 
of HCI as no human action, even one performed in tandem 
with an affectless instrument, takes place in a completely 
emotion-free context. Emotions then have the potential in 
HCI to become either stressors themselves or tools by which 
operators can cope with stress and enhance the effectiveness 
and efficiency of performance. Gross, Richards, and John 
(2006) have postulated that effective emotion regulation is a 

qualification for adaptive functioning in almost all everyday 
skills. Given the growing popularity and availability of tech-
nologies such as personal digital assistants and cellular tele-
phones, HCIs are rapidly becoming modal everyday tasks. 
Techniques for regulating the pervasive influence of emo-
tions are therefore useful skills for the operator to develop so 
that they may minimize the disadvantageous consequences 
of negative emotional experiences.

4.4.1.1 � Psychological and Physiological 
Strategies for Emotion Regulation

Emotions are typically categorized based on two componen-
tial characteristics: (1) valence and (2) arousal (Lang 1995). 
Valence refers to the extent to which an operator interprets 
an emotion as pleasant or unpleasant. Arousal constitutes the 
extent to which an emotion evokes a response from the opera-
tor’s physiological system. Stress is unique in that it has the 
ability to run the gamut on both dimensions; thus, it can be 
perceived as both pleasant and unpleasant, as well as induc-
ing either mild or severe physiological reactions. Techniques 
for its regulation therefore incorporate methods to address 
both the psychological and physiological components of 
stress (see Hancock and Warm 1989).

A typical course of emotional experience, without any 
attempts at emotion regulation, begins with emotionally 
charged environmental cues eliciting intrapersonal emotional 
response tendencies, which lead to emotional responses 
(Gross 1998). Emotion regulation techniques may therefore 
intercede at a number of points in this process. Antecedent-
focused strategies, such as cognitive reappraisal, specifically 
endeavor to manipulate the interaction between emotional 
cues and their subsequent response tendencies and are there-
fore a method of evaluation (i.e., viewing the interaction with 
the computer as a learning experience). Response-focused 
strategies such as expressive suppression, on the other hand, 
affect the relationship between an operator’s response ten-
dencies and the resultant emotional response and are there-
fore a method of modulation (i.e., ignoring any unpleasant 
feelings resulting from interaction with the computer). Both 
techniques have proved to be effective strategies, although 
the optimal technique heavily depends on the situation 
(Gross 2002).

4.4.1.2  Deliberate Emotion Regulation
Emotion regulation entails “processes that individuals use to 
influence which emotions they generate, when they do so, and 
how these emotions are experienced or expressed” (Ochsner 
and Gross 2005, p. 243). Active processing of this nature, 
which requires attentional resources, is referred to as delib-
erate emotion regulation. Recent research suggests the pos-
sibility that emotion regulation can take place automatically, 
at an unconscious level (Mauss, Bunge, and Gross 2007). 
While seminal research efforts investigating the influence 
of automatic emotion regulation on performance are cur-
rently underway (Hancock and Beatty 2010), our focus here 
necessarily concentrates on the more established deliberate 
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emotion regulation strategies. The two strategies that are 
studied most often are cognitive reappraisal and expressive 
suppression. These techniques share a common goal of emo-
tion regulation, but they differ in the aspects of emotion that 
they influence, when they begin to influence emotional expe-
rience, and their long-term versus short-term effectiveness.

4.4.1.3  Cognitive Reappraisal
Cognitive reappraisal is defined as the act of interpreting 
potential emotion-provoking stimuli in unemotional terms 
(Speisman et al. 1964). The purpose of cognitive reappraisal 
is therefore to influence an individual’s cognition, in order 
to maintain control over emotional responses. As mentioned 
in Section 4.4.1.1, cognitive reappraisal is an antecedent-
focused emotional regulation strategy. The intervention 
occurs as early as possible in the emotional experience so as 
to minimize deleterious performance consequences. Indeed, 
Gross (2002) reported that reappraisal is more effective than 
expressive suppression. Unlike suppression, it has no detri-
mental effects on other cognitive processes such as memory. 
The utilization of cognitive reappraisal is also associated 
with superior long-term health outcomes (Haga, Kraft, and 
Corby 2009).

4.4.1.4  Expressive Suppression
Expressive suppression is defined as the inhibition of emo-
tionally expressive behavior despite emotional arousal (Gross 
and Levenson 1993). The primary aim of the suppression 
approach is therefore to minimize outward displays of emo-
tion, that is, targeting overt behavior instead of cognition. As 
a response-focused strategy, suppression initiates its influ-
ence later in the process sequence than cognitive reappraisal 
(Gross 1998). Although cognitive reappraisal is more effec-
tive over the long term, suppression is the superior short-term 
option; operators employing expressive suppression may 
have more attentional resources available as they are not 
actively engaging in the continual assessment and reassess-
ment of environmental stimuli. Operators engaging in HCIs 
under time constraints may therefore find this strategy more 
effective.

4.4.2  Changing the Person

To improve a stressful human-machine interaction, one via-
ble option is to alter the human’s attitudes or abilities either 
through training or selection.

4.4.2.1  Training/Skill Development
Clearly, the greater the skill of an individual the more resil-
ient his or her performance under stress (Hancock 1986). 
This well-established phenomenon is incorporated into 
the energetic theories of stress and performance and is an 
approach most often taken to mitigate adverse workload and 
stress effects. However, training on relevant tasks is only one 
method of training for stress. There are also techniques for 
training individuals to cope more effectively with stress itself, 
such as the aforementioned emotion regulation techniques 

discussed in Sections 4.4.1.3 and 4.4.1.4, which essentially 
build stress-coping skills. An additional example of such 
an approach is stress exposure training (SET; Johnston and 
Cannon-Bowers 1996), a three-phase procedure in which 
individuals are provided information regarding the stress 
associated with task performance, are provided training 
on the task, and then practice their task skills under simu-
lated stress conditions. This technique has been shown to be 
effective in reducing anxiety and enhancing performance 
(Saunders et al. 1996). There is evidence that coping skills 
learned with a particular type of stressor and task can be 
transferred to novel stressors and tasks (Driskell, Johnston, 
and Salas 2001). For such an intervention to succeed, how-
ever, it is crucial that the training is designed based on a com-
plete and accurate analysis of the task environment (Johnston 
and Cannon-Bowers 1996). If task parameters that are the 
most responsible for the workload and stress are identified, 
these can be especially targeted in training.

An additional issue in training for more effective stress 
coping is modifying an individual’s appraisal of events, an 
approach that is coincident with the emotion regulation tech-
nique of cognitive reappraisal discussed in Section 4.4.1.3. 
Learning to approach HCIs with effective coping is therefore 
a valuable skill to acquire as early as possible in any task 
training. Inducing automaticity in some skills permits real-
location of resources to coping efforts, as well as reducing 
the likelihood that the task environment itself is appraised 
as threatening. Even if an event is appraised as a threat to an 
individual’s psychological or physical well-being, the highly 
skilled individual will appraise his or her coping ability as 
sufficient to handle such an increased demand. However, 
there has been limited research on how individuals who 
develop expertise also develop the capacity to effectively 
cope with the stress that accompanies performance in a given 
domain and on the extent to which stress-coping skills in one 
domain transfer to other domains. Deliberate practice gen-
erally facilitates skill development (Ericsson 2006). If one 
considers coping with stress to be a skill, then in principle 
deliberate practice should permit the development of exper-
tise in coping with stress. This likely involves parsing the 
task into components, based on cognitive task analysis, and 
designing training procedures that target the stressful aspects 
of the task. However, such efforts require an understanding 
of how different forms of stress affect different forms of 
information processing. Since these variables are difficult to 
quantify, establishing these linkages must be driven by the-
ory. Elucidation of these issues will provide the groundwork 
for future development of stress mitigation tools during train-
ing and skill development.

4.4.2.2  Personnel Selection
Selection techniques have been a popular choice for match-
ing individuals to specific jobs, but the focus has traditionally 
and historically been on intellectual skills (e.g., Yerkes 1918). 
Selecting individuals for their stress-coping capability has 
been applied to the selection criteria for police officers, who 
therefore tend to be as stable as or more emotionally stable 
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than the rest of the population (for a review, see the work by 
Brown and Campbell [1994]). Selecting individuals with pro-
ficient stress-coping skills becomes still more difficult given 
the complex criteria that define stress and the fact that “suc-
cessful” coping skills vary by situation and desired outcome. 
Research is therefore needed that links particular traits to 
stress-coping skills for specific task environments. The effec-
tiveness of everyday life stress coping, such as that observed 
in individuals who are extraverted (McCrae and Costa 1986; 
Penley and Tomaka 2002) or optimistic (Aspinwall, Richter, 
and Hoffman 2002; Scheier and Carver 1985), may not pre-
dict effective coping in specific task domains. Understanding 
which individuals will likely cope effectively with a particu-
lar task therefore requires first a thorough understanding of 
the perceptual, cognitive, and psychomotor characteristics of 
the task and then linking these parameters to trait profiles. By 
far the most research on the relation of affective traits to task 
performance has been conducted in the areas of extraversion 
and trait anxiety/neuroticism (see the work by Matthews, 
Deary, and Whiteman [2003] for a review). However, the 
characteristics of greatest interest may vary somewhat 
across domains, although some general traits (e.g., emotional 
stability, conscientiousness) would be expected to moderate 
performance across a variety of task environments.

4.4.3  Changing the Task

Modifying the technology component is another possibility 
for more effective HCI.

4.4.3.1  Display Design
Although training and selection can mitigate stress effects, 
the primary method of stress mitigation requires the tasks 
themselves to be redesigned. This is for two reasons: 
(1) There will be many instances where selection is not pos-
sible and expenditure of significant resources on training is 
undesirable. (2) There are instances in which one wishes to 
design an interface that requires little or no training and that 
can be used by any member of a large population of indi-
viduals (e.g., consumers). Particularly in light of the observa-
tion that task represents the proximal source of stress, future 
work in stress mitigation for HCI should focus on redesign 
of the task and of the interface itself. In previous work, we 
have argued that existing display design techniques that are 
simple and easily perceived would be the best choice for an 
interface that is used in stressful environments (Hancock 
and Szalma 2003a). Specifically, configural or object dis-
plays can represent complex, multivariable systems as simple 
geometric shapes or emergent features if those features are 
mapped well to system dynamics (see Bennett and Flach 
1992). Under stress, it is the complex problem solving and 
analytical skills that are the most vulnerable and are apt to 
decline first. A display that allows fast extraction of informa-
tion with minimal cost in working memory load can mitigate 
stress effects (Hancock and Szalma 2003a; Wickens 1996). 
A combination of training to automaticity and displays of 
information that can be perceived directly with a minimum 

of information-processing requirements is currently one of 
the best approaches for stress mitigation in cognitively com-
plex environments.

4.4.3.2  Adaptive Automation
Another approach for stress mitigation is the allocation of 
function to automated systems (Hancock and Chignell 1987). 
The advent of modern automated systems allows for automa-
tion to adapt to the state of an individual (Scerbo, Freeman, 
and Mikulka 2003). Thus, at points in time when an operator 
is overstressed and overtaxed, the system can assume control 
of some task functions, thereby freeing resources to effec-
tively cope with increased task demand. Two potential prob-
lems for automated systems are that overreliance can occur 
and operator skills can atrophy. However, a dynamic (adap-
tive) automated system that permits or requires the operator 
to perform functions at different points in time can reduce 
the probability of skill atrophy while still relieving the work-
load and stress of task performance.

However, the introduction of automation can itself induce 
stress. Operators who work with automated systems, par-
ticularly static, inflexible automated systems, are relegated 
to the role of monitors who must respond only when untow-
ard events occur. Sustained attention requirements are in 
fact quite stressful (Warm, Parasuraman, and Matthews 
2008) and paradoxically induce high perceived workload 
(Warm, Dember, and Hancock 1996). Adaptive automation 
can mitigate this problem by dynamically assigning tasks 
to the machine or the human being depending on the envi-
ronmental conditions and the state of the operator (Hancock 
and Chignell 1987). Indeed, potential techniques for enabling 
the operator’s neurological state to adjust to automation have 
been identified (e.g., Scerbo, Freeman, and Mikulka 2003).

4.4.4 �H edonomics: Promoting Enjoyable 
Human–Computer Interaction

Stress research has traditionally followed the edict of ergo-
nomics and human factors, in general, to first do no harm 
and then seek to prevent pain and injury. As with the rest 
of behavioral science, stress researchers have often sought to 
treat the symptoms of stress and mitigate its negative effects 
on performance. However, with the advent of positive psy-
chology (Seligman and Csikszentmihalyi 2000), there has 
been a movement to incorporate the promotion of pleasure 
and well-being rather than restrict efforts to pain prevention. 
Hancock (Hancock, Pepe, and Murphy 2005) coined the term 
hedonomics and defined it as that branch of science that facil-
itates the pleasant or enjoyable aspects of human–technology 
interaction. In short, the goal of hedonomics is to design with 
happiness in mind. Hedonomics is a fairly new research area, 
but during the last decade there has been a rapid growth in 
research concerning affect and pleasure. Affective evalua-
tions provide a new and different perspective in human fac-
tors engineering. It is not how to evaluate users; it is how the 
user evaluates (Hancock et al. 2005). The research on hedonic 
values and seductive interfaces is in fact a welcome contrast 
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to research on safety and productivity, which have dominated 
human factors and ergonomics (HF/E) for so long. It must be 
noted, however, that pleasurable interaction with technology 
is not necessarily conducive to happiness. Indulging in plea-
sures can sometimes interfere with happiness and well-being 
(see Fromm 1976; Kasser 2002; Ryan and Deci 2001).

Our argument is not that we should discard current meth-
ods in HF/E. Clearly functionality and usability are necessary 
conditions for pleasurable interaction with technology. If an 
interface does not function in a way that is congruent with 
the user’s goals so that the user appraises the technology as 
an agent that is interfering with goal achievement, that inter-
action is likely to be stressful and performance may decline. 
However, functionality and usability are necessary but not 
sufficient conditions for pleasurable interactions with tech-
nology. The interface should be designed such that it affords 
appraisals of the technology as a convivial tool (Illich 1973) or 
aid. One can also utilize the human tendency to anthropomor-
phize technology to facilitate such appraisals of the technol-
ogy as “helpful and supportive” rather than as “conflictive” 
or, worse, an “enemy” (Luczak, Roetting, and Schmidt 2003).

Hedonomic design is of obvious importance for the devel-
opment of consumer products, but in principle it can also 
transform the very nature of work itself, rendering it “fun.” 
Although there may be some tasks that will never be com-
pletely enjoyable, there are many individuals who have jobs 
that could be made more enjoyable by designing the tasks such 
that they promote teletic work (Csikszentmihalyi 1990) while 
also facilitating intrinsic motivation (Deci and Ryan 2000).

4.4.4.1  Teletic Work and Intrinsic Motivation
A useful theoretical framework for hedonomics is self-
determination theory (SDT; Deci and Ryan 1985, 2000; Ryan 
and Deci 2000, 2001). From this perspective, there are three 
organismic needs that are essential for facilitating intrinsic 
motivation for task activity and the positive affect that can 
accompany such states. These needs are competence (self-
efficacy; see also Bandura 1997), autonomy (personal agency, 
not independence per se), and relatedness. An important dif-
ference between this theory and other theories of motivation 
is the recognition that there are qualitatively different forms 
of motivation (Gagne and Deci 2005). Thus, in SDT five cat-
egories of motivated behavior are identified that vary in the 
degree to which motivation is self-determined. Four of the cat-
egories reflect extrinsic motivation and one category is intrin-
sic motivation. In the latter case, individuals are inherently 
motivated to engage in activity for its own sake or for novelty 
and challenge. The four extrinsic motivation categories vary 
in the degree to which regulation of behavior is internalized 
by the individual and, therefore, they are more autonomous 
and self-determined (Ryan and Deci 2000). The process of 
internalization involves transforming an external regulation 
or value into one that matches an individual’s own values. 
The development of such autonomous motivation is crucial 
to skill development, since the person must maintain his or 
her effort throughout a long and arduous process. Individuals 
who are autonomously motivated to learn are those who 

develop a variety of effective self-regulation strategies, have 
high self-efficacy, and set a number of goals for themselves 
(Zimmerman 2000). Further, effective self-regulation devel-
ops in four stages: (1) observation, (2) emulation, (3) self-
control, and (4) self-regulation. Successful skill development 
involves focus on process goals in the early stages of learning 
and outcome goals in the fourth stage (Zimmerman 2000).

4.4.4.2  Intrinsic Motivation and Skill Development
Research has established that intrinsic motivation is facili-
tated by conditions promoting autonomy, competence, and 
relatedness (see Deci and Ryan 2000). Three factors that sup-
port autonomy are as follows: (1) meaningful rationales for 
doing a task, (2) acknowledgment that the task might not be 
interesting, and (3) an emphasis on choice rather than con-
trol. It is important to note that externally regulated motiva-
tion predicts poorer performance on heuristic tasks (Gagne 
and Deci 2005), suggesting that as experts develop better 
knowledge representations it will be crucial to promote their 
internal regulation of motivation. Although intrinsic motiva-
tion has been linked to how task activities and environmental 
contexts meet psychological needs, it is not clear why skilled 
performers are able to meet these needs or why an individ-
ual chooses a particular computer interface. It is likely that 
interest in activities codevelops with abilities and traits (see 
Ackerman and Heggestad 1997), but this issue needs more 
thorough investigation in the context of complex computer 
environments that require highly skilled work.

Emotions can be powerful motivators of task performance, 
including tasks involving HCI. Both intrinsic motivation and 
emotional experience play critical roles in beginners’ percep-
tions concerning their current and future interactions with a 
system (Venkatesh 2000). Although emotion cannot and most 
probably should not be designed out of an HCI, it is possible 
to design activities in which emotional experience facilitates 
learning and enhances an operator’s intrinsic motivation for 
task mastery (Lepper and Cordova 1992). Such activities 
should also aim to simultaneously foster effective emotion 
regulation techniques. Learning to perform in the presence 
of common stressors early in the learning process will help to 
maintain task engagement. In addition to the aforementioned 
concern and the issues of efficacy and self-regulation, there is 
a need to examine the process by which individuals internalize 
extrinsic motivation as gain experience with a particular inter-
face or system. In particular, Gagne and Deci (2005) noted 
that little research has examined the effect of reward struc-
tures and work environments on the internalization process. 
It is likely that environments structured to meet basic needs 
more likely facilitate internalization processes and inoculate 
learners against the trials and tribulations that face them as 
they interact with new technologies.

4.4.4.3  Teletic Work and Motivational Affordances
Teletic, or autoteletic, work refers to work that is experienced 
as enjoyable and is associated with “flow” or optimal experi-
ence characterized by a sense of well-being and harmony with 
one’s surroundings (Csikszentmihalyi 1990). There is variation 
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in both tasks and individuals with respect to the degree to which 
the human–technology interaction is teletic. There are four cat-
egories in which individuals tend to fall with respect to their 
relation to work: First, there is a small proportion of the popu-
lation that is always happy in life, regardless of their activity. 
Csikszentmihalyi (1990) refers to these individuals as having 
an “autotelic personality.” There is also a group of individu-
als who are naturally predisposed to being happy regarding a 
specific task. They appraise such tasks as enjoyable and often 
seek out these activities. The third group consists of individu-
als who enjoy specific activities but cannot do them profession-
ally. This group includes individuals such as amateur athletes. 
The vast majority of people, however, do work for purely func-
tional reasons (e.g., finances and security). For these individu-
als, work is boring and grinding because the task itself is nearly 
always considered aversive. A goal of hedonomics is to design 
work that can be enjoyed to the greatest extent possible. This 
means structuring the environment as an entire system, rang-
ing from the specific cognitive and psychomotor demands to 
the organization in which a person works. Even in jobs that are 
not inherently enjoyable, some degree of positive affect can be 
experienced by workers if their environment is structured to 
facilitate a sense of autonomy (personal agency), competence, 
and relatedness (Deci and Ryan 2000; see also Gagne and Deci 
2005). From an ecological perspective (Flach et al. 1995), this 
means identifying the motivational affordances in the task and 
work environment, and designing for these affordances. Thus, 
just as one might analyze the affordance structure of an inter-
face using ecological interface design methods (e.g., Vicente and 
Rasmussen 1992), one can design an environment so that the 
elements of the physical and social environment afford stress 
reduction and enhanced intrinsic motivation. An affordance 
is a relational property that does not exist independent of the 
individual and the environment. Affordances therefore share 
conceptual elements of person–environment transactions that 
drive emotion and stress. They differ from each other in that the 
classical definition of affordance often describes it as a physi-
cal property of the environment (Gibson 1966, 1979), although 
more recent thinking suggests that no specific physical element 
connotes affordance. Thus, one cannot define either concept by 
isolating either the individual or the context (see Reed 1996).

Motivational affordances may be conceived as elements 
of the work environment that facilitate and nurture intrin-
sic motivation. The key for design is to identify motivational 
invariants, or environmental factors that consistently deter-
mine an individual’s level of intrinsic motivation across 
contexts. There are some aspects of work that have been 
identified as important for facilitating intrinsic motivation 
and would thus be considered motivational invariants. For 
instance, providing feedback that is perceived as controlling 
rather than informative tends to undermine a sense of auton-
omy and competence and thereby reduces intrinsic motiva-
tion (Deci, Ryan, and Koestner 1999). Careful analyses of the 
motivational affordance structure permit design of tasks that 
are more likely to be enjoyable by rendering the tools con-
vivial (Illich 1973) and thereby facilitating human–machine 
synergy (see Hancock 1997).

4.5 � DIRECTIONS FOR FUTURE HUMAN–
COMPUTER INTERACTION RESEARCH IN 
RELATION TO WORKLOAD AND STRESS

In this section, we identify directions for future research. 
These include a better understanding of resources and 
quantifying task dimensions defined in the Hancock and 
Warm (1989) model. Progress here likely reduces to the 
thorny problem of quantifying human information process-
ing (see Hancock, Szalma, and Oron-Gilad 2005). Further, 
we discuss the need for research on performance–workload 
associations and dissociations, and the evident need for pro-
grammatic investigation of the role of individual differences 
in performance, workload, and stress.

The Hancock and Warm (1989) model of stress explic-
itly identifies task dimensions that influence stress state 
and behavioral adaptability. However, the metrics for these 
dimensions, and how specific task characteristics map to 
them, have yet to be fully articulated. Thus, future research 
should aim to examine how different task components relate 
to performance and subjective and physiological states. 
Development of a quantitative model of task characteristics 
will permit the derivation of vectors for the prediction of 
adaptability under stress. Cognitive neuroscience and neu-
roergonomics in particular offer a very promising approach 
to such understanding. An additional step in this direction, 
however, will be facilitated by improved quantitative mod-
els of how human beings process information (Hancock, 
Szalma, and Oron-Gilad 2005).

4.5.1 U nderstanding Mental Resources

One of the challenges for quantifying human information 
processing is that there is little understanding or consensus 
regarding the capacities that “process” the information. A 
central concept in energetic models of human performance 
is mental resources. Resource theory replaced arousal and 
serves as an intervening variable to explain the relations 
between task demand and performance. However, a con-
tinual problem for the resource concept is to operationally 
define what resources actually are. Most early treatments of 
resources used that term metaphorically (Navon and Gopher 
1979; Wickens 1980, 1984), and the failure to specify what 
resources have led some to challenge the utility of the con-
cept (Navon 1984). As resource theory is a central concept in 
theories of stress and represents one of the most important 
issues to be resolved in future research on stress and per-
formance, we now turn to the definitional concerns associ-
ated with the resource construct and imperatives for future 
research to refine the concept.

4.5.1.1  Resource Metaphors
Two general categories of resource metaphors may be iden-
tified as structural metaphors and energetic metaphors. One 
of the earliest conceptualizations of resource capacity used 
a computer-based metaphor (Moray 1967). Thus, cogni-
tive capacity was viewed as being analogous to the random 
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access memory and processing chip of a computer, consist-
ing of information-processing “units” that can be deployed 
for task performance. However, the structural metaphor has 
been applied more to theories of working memory than to 
attention and resource theory.* Most early resource theories, 
including Kahneman’s (1973) original view and modifications 
by Norman and Bobrow (1975), Navon and Gopher (1979), 
and Wickens (1980, 1984), applied energetic metaphors to 
resources. These perspectives conceptualized resources as 
commodities or as pools of energy to be “spent” on task per-
formance. In general, energetic approaches tend to employ 
either economic or thermodynamic/hydraulic metaphors. The 
economic model is reflected in the description of resources 
in terms of supply and demand: Performance on one or more 
tasks suffers when resource demands of the tasks exceed 
available supply. Presumably the total amount of this supply 
fluctuates with the state of the individual, and the “assets” 
diminish with increases in the intensity or duration of stress. 
Although Kahneman’s (1973) original conception allows for 
dynamic variation of available resource capacity, most early 
models assumed a fixed amount of resources (see Navon and 
Gopher 1979). In thermodynamic analogies, resources com-
prise a fuel that is consumed or a tank of liquid to be divided 
among several tasks, and under stressful conditions the 
amount of resources available is insufficient to meet demand 
and thus performance suffers. There is no consensus as to 
the capacity or flexibility of such a tank or whether there are 
numerous malleable tanks that only store modality-specific 
resources (Young and Stanton 2002). In discussing his ver-
sion of resource theory, Wickens (1984) warned that the 
hydraulic metaphor should not be taken too literally, but most 
subsequent descriptions of resources have employed visual 
representations of resources in just this form (i.e., a tank of 
liquid). Similarly, many discussions of resource availability 
and expenditure adopt the economic language of supply and 
demand, and Navon and Gopher (1979) explicitly adopted 
principles of microeconomics in developing their approach. 
An additional problem faced by resource theory is that in most 
cases (e.g., Navon and Gopher 1979; Wickens 1980, 1984) the 
structural and energetic metaphors are treated interchange-
ably, a further testament to the ambiguity of the construct.

A problem with using nonbiological metaphors to repre-
sent biological systems is that such models often fail to cap-
ture the complexity and the unique dynamic characteristics 
(e.g., adaptive responses) of living systems. For instance, a 
hydraulic model of resources links the activity of a tank of 
liquid, governed by thermodynamic principles, to the action 
of arousal mechanisms or energy reserves that are allocated 
for task performance. However, a thermodynamic descrip-
tion of the physiological processes underlying resources is 
at a level of explanation that may not adequately describe 
the psychological processes that govern performance. 
Thermodynamic principles can be applied to the chemical 
processes that occur within and between neurons, but they 

*	This is a curious historical development, since these relatively separate 
areas of research converge on the same psychological processes.

may be less useful in describing the behavior of large net-
works of neurons.† Similarly, economic metaphors of sup-
ply and demand may not adequately capture the relation 
between cognitive architecture and energy allocated for 
their function. Economic models of resources define them as 
commodities to be spent on one or more activities and they 
assume an isomorphism between human cognitive activity 
and economic activity, an assumption that may not be ten-
able. Indeed, Navon and Gopher (1979) admitted that their 
“static” economic metaphor for multiple resources may need 
to be replaced by a dynamic one that includes temporal 
factors (e.g., serial versus parallel processing; activity of one 
processing unit being contingent on the output of another). 
Such concerns over the metaphors used to describe resources 
are hardly new (Navon 1984; Wickens 1984); but the use of 
metaphors has become so ingrained in the general scien-
tific thinking about resources and human performance that 
reevaluation of metaphors is more than warranted, it should 
be mandated. A regulatory model based on neurophysiologi-
cal chemistry may serve as a better metaphor (and, in future, 
may serve to describe the actual nature of the resources them-
selves to the extent that they can be established) to describe 
the role of resources in human cognition and performance. 
However, even a physiology-based theory of resources must 
be tempered by the problems inherent in reducing psycho-
logical processes to physiological activity.

4.5.1.2  Function of Resources
Another problem faced by resource theory is the absence 
of a precise description of how resources control different 
forms of information processing. Do resources determine 
the energy allocated to an information processor (Kahneman 
1973), do they provide the space within which the process-
ing structure works (Moray 1967), or does the processor 
draw on the resources as needed (and as made available)? 
In the third case, the cognitive architecture would drive 
energy consumption and allocation, but the locus of con-
trol for the division of resources remains unspecified in any 
case. Presumably an “executive” function that either coordi-
nates information processors drawing on different pools of 
resources or decides how resources will be allocated must 
itself consume resources, in terms of both energy required for 
decision making and mental “space” or structure required. 
Hence, resource theory does not solve the homunculus prob-
lem for theories of attention nor does it adequately describe 
the resource allocation strategies behind the performance of 
information-processing tasks.

4.5.1.3  Empirical Tests of the Model
Navon and Gopher (1979) commented on the problem of 
empirically distinguishing declines in performance due to 
insufficient supply from those resulting from increases in 

†	 The argument here is not that neural structures are not constrained by 
the laws of thermodynamics—clearly they are—but that thermodynamic 
principles implied by the metaphor are not sufficient for the development 
of a complete description of resources and their relation to cognitive 
activity.
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demand. They asked, “When the performance of a task dete-
riorates, is it because the task now gets fewer resources or 
because it now requires more?” (Navon and Gopher 1979, 
p. 243). Navon and Gopher (1979) characterized the problem 
as distinguishing between changes in resources and changes 
in the subject-task parameters that constrain resource uti-
lization. They offered two approaches to avoid this conun-
drum: One approach is to define the fixed constraints of 
a task and then observe how the information-processing 
system manages the processes within those constraints. 
The degree of freedom of the system, in this view, is the 
pool of resources available, in which the term resource is 
interpreted broadly to include quality of information, num-
ber of extracted features, or visual resolution. The subject-
task parameters define what is imposed on the system (the 
demands) and the resources refer to what the system does 
in response to the demands (allocation of processing units). 
From this perspective, resources can be manipulated by the 
information-processing system within the constraints set by 
the subject-task parameters. A second approach is to dis-
tinguish the kind of control the system exerts on resources 
between control on the use of processing devices (what 
we have called structure) and control of the properties of 
inputs that go into these devices. The devices are process-
ing resources. The other kind of control is exerted on input 
resources, which represents the flexibility a person has for 
determining which inputs are operated on, as determined 
by subject-task parameters. Processing resources are lim-
ited by the capacities of information processors, whereas 
input resources are limited by subject-task parameters (and 
allocation strategies that determine which information the 
operator attends to). Presumably the individual has some 
control over the allocation strategy, in terms of the process-
ing resources devoted to a task, although these can also be 
driven by task demands (e.g., a spatial task requires spatial 
processing units). Navon and Gopher did not advocate either 
approach but presented both approaches as alternatives for 
further investigation. The implication for examining the 
resource model of stress is that one must manipulate both 
the subject-task parameters (e.g., by varying the psycho-
physical properties of the stimulus, manipulating the state of 
the observer, or varying the kind of information processing 
demanded by the task) and the allocation strategies used by 
the operator (the input resources, e.g., payoff matrices, task 
instructions). This would provide information regarding how 
specific stressors impair specific information-processing 
units and how they change a user’s resource allocation strat-
egies in the presence of stress that is continuously imposed 
on operators of complex computer-based systems.

In a later article, Navon (1984) moved to a position that 
is less favorable toward resources than his earlier approach, 
asserting that predictions derived by resource theory could 
be made, and results explained, without appealing to the 
resource concept at all (see also Rugg 1986). One could 
instead interpret effects in terms of the outputs of informa-
tion processors. Most manipulations, such as task difficulty 
(which in Navon’s view influences the efficiency of a unit of 

resources) or complexity (which affects the load, or the num-
ber of operations required), influence the demand for pro-
cessing, with supply having no impact on their interaction. 
However, this approach assumes a clear distinction between 
outputs of a processing system and the concept of a resource, 
and Navon’s (1984) notion of specific processors seems 
blurred with the notion of a resource, as both are utilized 
for task performance. Nevertheless, his critique regarding the 
vagueness of the resource concept is relevant, and Navon did 
argue that if resources are viewed as an intervening variable 
rather than a hypothetical construct the concept has utility.

4.5.1.4  Structural Mechanisms
If different kinds of information processing draw on dif-
ferent kinds of resources, in terms of the information pro-
cessors engaged in a task, stressors may have characteristic 
effects on each resource. In addition, as Navon and Gopher 
(1979) have noted, an aspect of resource utilization is the effi-
ciency of each resource unit. It may be that stress degrades 
the efficiency of information-processing units, independent 
of energy level or allocation strategy (cf. Eysenck and Calvo 
1992). Investigation of such effects could be accomplished 
by transitioning between tasks requiring different kinds of 
information processing and determining if the effects of 
stress on one structure impacts the efficiency of a second 
structure.

The quality of resources can vary in terms of not only 
the kind of information-processing unit engaged but also the 
kind of task required. Following Rasmussen’s (1983) classifi-
cation system for behavior as a heuristic for design some tasks 
require knowledge-based processing, in which the operator 
must consciously rely on his or her mental model of the sys-
tem in order to achieve successful performance. Other tasks 
fall under the category of rule-based behavior, in which a set 
of rules or procedures defines successful task response. The 
third category is skill-based behavior, in which a task is per-
formed with a high degree of automaticity. Presumably each 
kind of task requires different amounts of resources, but they 
may also represent qualitatively different forms of resource 
utilization. In other words, these tasks may differ in the effi-
ciency of a unit of resources as well as in effort allocation 
strategies. As task performance moves from knowledge- to 
rule- to skill-based processing (e.g., with training), the cog-
nitive architecture may change such that fewer information-
processing units are required and those that are engaged in 
the performance become more efficient. Moreover, the way 
in which each of these systems degrade with time under stress 
may be systematic with the more fragile knowledge-based 
processing degrading first, followed by rule-based process-
ing, and skill-based processing degrading last (at this point, 
one may begin to see breakdown of not only psychologi-
cal processes but also physiological ones; see Hancock and 
Warm 1989). This degradation may follow a hysteresis func-
tion such that a precipitous decline in performance occurs 
as the operator’s resource capacity is reduced below a mini-
mum threshold for performance. Moreover, these processes 
may recover in an inverse form with skill-based processing 



68 The Human–Computer Interaction Handbook

recovering first, followed by rule-based and knowledge-
based processing.

Note that it may be difficult to distinguish “pure” 
knowledge-based processing from rule- or skill-based activ-
ity. An alternative formulation is the distinction between 
controlled and automatic processing (Schneider and Shiffrin 
1977). Although originally conceived as categories, it is 
likely that individuals engaged in real-world tasks uti-
lize both automatic and controlled processing for different 
aspects of performance and that for a given task there are 
levels of automaticity possible. Treating skills as a continuum 
rather than as discrete categories may be a more theoretically 
useful framework for quantifying resources and information 
processing, and thereby elucidating the effects of stress on 
performance.

4.5.1.5  Energetic Mechanisms
To investigate the energetic aspects of resources, one must 
manipulate environment-based perturbations, in the form of 
external stressors (noise, heat) and task demands, to system-
atically affect inflow versus outflow of energy. Presumably 
inflow is controlled by arousal levels, physiological energy 
reserves, and effort. One could examine performance under 
manipulations of energetic resources under dual-task perfor-
mance (e.g., what happens to the performance on two tasks 
under conditions of sleep deprivation or caffeine consump-
tion?). For example, the steady state can be perturbed by 
increasing (e.g., caffeine) or decreasing (e.g., sleep depriva-
tion) energy while systematically varying the demands for 
the two tasks.

4.5.1.6  Structure and Energy
Another empirical challenge is to distinguish resources as 
structure from resources as energy. Given the definitional 
problems associated with the resource concept, it is not 
clear whether performance declines because of reduction 
in energy level or degradation of structures (i.e., failures or 
declines in the efficiency of processing units) or a combina-
tion of both. If structure and energy are distinct elements 
of resources it is hypothetically possible to manipulate one 
while holding the other constant, although the validity of this 
assumption is questionable. Is it possible to manipulate spe-
cific forms of information processing under constant energy 
level? Is it possible to manipulate energy level independent 
of which cognitive processes are utilized? If the decline in 
available resources is, at least in part, due to the degradation 
of particular information-processing units, then transferring 
to a task requiring the same processor should lead to worse 
performance than transferring to one that is different (cf. 
Wickens 1980, 1984). For instance, if a person engages in 
a task requiring verbal working memory while under stress 
and then transitions to a task requiring spatial discrimina-
tion, performance on the latter should depend only on ener-
getic factors and not on structural ones. Note, however, that 
in this case the effects of different mental capacities would 
be confounded with the effects of novelty and motivation on 
performance.

4.5.1.7  Application of Neuroergonomics
The burgeoning field of neuroergonomics seeks to identify 
the neural bases of psychological processes involved in real-
world human–technology interaction (Parasuraman 2003). 
As we state in Section 4.5 (Hancock and Szalma 2007), 
recent advances in neuroergonomics promise to identify 
cognitive processes and their link to neurological processes. 
For instance, the cognitive process of emotion regulation has 
been linked to genetic variation in the regulation of neuronal 
processes. Neuroscientists have isolated a particular genetic 
polymorphism, 5-HTTLPR, which moderates the level of an 
individual’s emotional reactivity. The extent of emotional 
reaction influences the type and amount of mental resources 
mobilized for its regulation, which potentially signifies far-
reaching effects for the entire HCI (Pezawas et al. 2005). 
Neuroergonomic research may therefore permit a more 
robust and quantitative definition of resources, although we 
caution that a simple reductionist approach is not likely to 
be fruitful as might initially be conceived (see Hancock and 
Szalma 2003b). In addition, the stress concept itself rests in 
part on more precise definitions of resources (Hancock and 
Szalma 2007). Thus, resolution of the resource issue with 
respect to cognitive processing and task performance would 
also clarify the workload and stress concepts. We therefore 
view neuroergonomics as one promising avenue for future 
research to refine the workload/stress and resource concepts.

4.5.2 �D evelopment of Adaptation 
under the Stress Model

Effective adaptation has always been key when performing 
in demanding environments. This section addresses how 
adaptation comes about.

4.5.2.1  Quantify the Task Dimensions
A major challenge for the Hancock and Warm (1989) model 
is the quantification of the base axes representing task dimen-
sions. Specification of these dimensions is necessary if the 
vector representation postulated by Hancock and Warm is 
to be developed and if the resource construct is to be more 
precisely defined and quantified. However, task taxonomies 
that are general across domains present a theoretical chal-
lenge, because they require an understanding and quantifica-
tion of how individuals process information along the spatial 
and temporal task dimensions, and how these change under 
stressful conditions. Quantification of information process-
ing, and subsequent quantification of the base axes in the 
Hancock and Warm (1989) model, will permit the formaliza-
tion of the vector representation of adaptive state under stress 
(see Figure 4.4).

4.5.2.2  Attentional Narrowing
Recall that Hancock and Weaver (2002) argued that the dis-
tortions of spatial and temporal perception have a common 
attentional mechanism. Two implications of this assertion 
are as follows: (1) Events (internal or external) that distort 
one dimension will distort the other and (2) these distortions 
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are unlikely to be orthogonal. With very few exceptions, lit-
tle research has addressed the possibility of an interaction 
between distortions of spatial and temporal perceptions in 
stressful situations on operator performance. Preliminary 
evidence suggests that these two dimensions may in fact 
not share a simple, common mechanism (Ross et al. 2003; 
Thropp, Szalma, and Hancock 2004), although further 
research is needed to confirm this finding. An additional 
important issue for empirical research is whether we are 
dealing with “time-in-memory” or “time-in-passing” (and to 
some extent, space-in-memory vs. space-in-passing). Thus, 
the way in which perceptions of space and time interact to 
influence operator state will depend on how temporal percep-
tions (and spatial perception, for that matter) are measured.

A possible explanation for perceptual distortions under 
conditions of heavy workload and stress concerns the failure 
to switch tasks when appropriate. Switching failures may be 
responsible for the observation in secondary task methodol-
ogy that some participants have difficulty dividing their time 
between tasks as instructed (e.g., 70% to the primary task and 
30% to the secondary task). This difficulty may result from 
the participant’s inability to accurately judge how long he or 
she has attended to each task during a given time period. The 
degree to which distortions in the perception of space–time 
are related to impairments in task switching under stress-
ful conditions and the degree to which these distortions are 
related to attention allocation strategies in a secondary task 
paradigm are questions for empirical resolution.

4.5.2.3  Stressor Characteristics
Even if space and time do possess a simple, common mecha-
nism, it may be that specific stressors do not affect spatial and 
temporal perceptions in the same way. For instance, heat and 
noise may distort perception of both space and time but not 
to the same degree or in the same fashion. It is important to 
note that spatial and temporal distortions may themselves be 
appraised as stressful, as they might interfere with the infor-
mation-processing requirements of a task. Consequently, 
some kinds of information processing might be more vulner-
able to one or the other kind of perceptual distortion. Clearly, 
performance on tasks requiring spatial abilities, such as 
mental rotation, could suffer as a result of spatial distortion, 
whereas they might be unaffected (or, in some cases, facili-
tated) by temporal distortion. Other tasks, such as tasks that 
rely heavily on working memory or mathematical ability, or 
tasks requiring target detection, could each show different 
patterns of change in response to space–time distortion.

4.5.2.4  Potential Benefits of Space–Time Distortion
Under certain conditions, the narrowing of spatial attention 
can benefit performance through the elimination of irrelevant 
cues. The precise conditions under which this occurs, how-
ever, remains unclear. In addition, it is important to identify 
the circumstances under which time distortion might actu-
ally prove beneficial. Here, operators perceive that they have 
additional time to complete the task at hand (Hancock and 
Weaver 2005). This has great benefit in task performance 

situations where attentional narrowing is less likely to have 
deleterious effects. At this point in time, this is an empirical 
question that might be amenable to controlled testing.

4.5.2.5 � Changes in Adaptation: The Roles 
of Time and Intensity

The degree to which a task or the physical and social envi-
ronment imposes stress is moderated by the characteristics 
of the stimuli as well as the context in which events occur. 
However, two factors that seem to ubiquitously influence 
how much stress impairs adaptation are (appraised) intensity 
of the stressor and duration of exposure. We have reported 
meta-analytic evidence that these two factors jointly impact 
task performance across different orders of tasks (e.g., vigi-
lance tasks, problem solving, tracking; see Hancock, Ross, 
and Szalma 2007; Szalma and Hancock 2011; Szalma, 
Hancock, and Quinn 2008). Duration is further implicated in 
information processing itself and may be a central organizing 
principle for information processing in the brain. Duration 
and intensity of environmental stimulation can likewise 
influence emotional reactions and consequently which emo-
tion regulation or stress-coping strategy an individual opts 
to employ (Gross 1998, 2002). Empirical research is, how-
ever, still needed to explore programmatically the interactive 
effects of these variables across multiple forms of informa-
tion processing.

4.5.3 �U nderstanding Performance–Workload 
Associations/Dissociations

Factors that prompt associations or dissociations are herein 
discussed as well as their contribution to perceived workload.

4.5.3.1  Task Factors
Although Hancock (1996) and Yeh and Wickens (1988) 
have articulated the patterns of performance–workload rela-
tions and how these are diagnostic with respect to process-
ing requirements, little systematic effort has been spent on 
further investigating these associations/dissociations. The 
primary question is what factors drive dissociations and 
insensitivities when they occur. For instance, for vigilance 
tasks mostly associations are observed, whereas for other 
tasks, such as those with high working memory demand, 
dissociations are more common (Yeh and Wickens 1988). 
Enhanced understanding of these relations would inform the 
Hancock and Warm (1989) model by permitting specifica-
tion of the conditions under which individuals pass over the 
thresholds of failure at each level of person–environment 
transaction/adaptation.

4.5.3.2  Multidimensionality of Workload
To date, consideration of performance–workload dissocia-
tions has been primarily concerned with global measures of 
perceived workload. However, there is clear evidence that 
perceived workload is in fact multidimensional. For instance, 
vigilance tasks are characterized by high levels of mental 
demand and frustration (Warm, Dember, and Hancock 1996). 
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It is likely that the pattern of performance–workload links is 
different not only for different orders of performance (dif-
ferent tasks) but also for different dimensions of workload. 
One approach to addressing this question would be to sys-
tematically manipulate combinations of these two variables. 
For instance, if we consider performance in terms of detec-
tion sensitivity, memory accuracy, and speed of response, 
and the dimensions of workload defined by the National 
Aeronautics and Space Administration (NASA) Task Load 
Index (Hart and Staveland 1988), we could discuss how 
variations in memory load or discrimination difficulty link 
to each subscale.

4.6 � INDIVIDUAL DIFFERENCES IN 
PERFORMANCE, WORKLOAD, AND STRESS

In previous work, we have reviewed the relations between 
individual differences in state and trait and efforts to quan-
tify human information processing (Szalma and Hancock 
2005). In this section, we address how individual differences 
(state and trait) are related to stress and coping.

4.6.1 T rait Differences

Individual differences research has been a neglected area in 
human factors and experimental psychology. Much of the 
early work on individual differences was done by researchers 
who were unconcerned with human–technology interactions 
to the extent that a bifurcation between two kinds of psychol-
ogy occurred (Cronbach 1957). There is evidence, however, 
that affective traits influence information processing and 
performance. Thus, extraversion is associated not only with 
superior performance in working memory tasks and divided 
attention but also with poorer sustained attention (however, 
see Koelega 1992). Trait anxiety is associated with poor 
performance, although results vary across task types and 
contexts (Matthews, Deary, and Whiteman 2003; Szalma 
2008). A possible next step for such research is to systemati-
cally vary task elements, as discussed previously (in Section 
4.3.1) in the context of the Hancock and Warm model, and 
test hypotheses regarding how trait anxiety relates to spe-
cific task components. The theoretical challenge for such an 
undertaking is that it requires a good taxonomic scheme for 
tasks as well as a well-articulated theory of traits and perfor-
mance. However, trait theories have neglected specific task 
performance, focusing instead on global measures (e.g., see 
Barrick, Mount, and Judge 2001), and there is a lack of a 
comprehensive theory that accounts for trait–performance 
relations (Matthews, Deary, and Whiteman 2003). Most 
current theories are more like frameworks that do not pro-
vide specific mechanisms for how personality impacts cog-
nition and performance (e.g., see McCrae and Costa 1999). 
Although Eysenck (1967) proposed a theory of personality 
based on arousal and activation, which has found some sup-
port (Matthews and Gilliland 1999), there is also evidence 
to the end that arousal and task difficulty fail to interact as 
predicted (Matthews 1992). Eysenck’s (1967) theory was also 

weakened by the general problems associated with arousal 
theory accounts for stress effects (Hockey 1984). An alterna-
tive formulation is that of Gray (1991) who argued for two 
systems, (1) one responding to reward signals and (2) one to 
punishment. The behavioral activation system (BAS) is asso-
ciated with positive affect, whereas the behavioral inhibition 
system (BIS) is associated with negative affect. In a review 
and some comparisons of the Eysenck and Gray theories, 
Matthews and Gilliland (1999) partially supported both the 
theories but concluded that Gray’s BAS/BIS distinction pro-
vides a superior match to positive and negative affect relative 
to Eysenck’s arousal dimensions. Further, the BAS/BIS dis-
tinction accords with theories of approach/avoidance motiva-
tion (e.g., Elliot and Covington 2001). Indeed, intraindividual 
approaches to investigating the complex interplay between 
stress, coping, and performance outcomes are hailed as the 
most promising methodology (Folkman et al. 1986). There 
are also theories that focus on a particular trait such as 
extraversion (Humphreys and Revelle 1984) or trait anxiety 
(Eysenck and Calvo 1992). Although useful, such specific 
theories do not encompass other traits or interactions among 
traits. Such interactive effects can influence cognitive per-
formance and perceived stress and workload (Szalma et al. 
2005). These interactions should be further studied with an 
eye to linking them to information-processing theories.

4.6.2 A ffective State Differences

It is intuitive that stress would induce more negative affec-
tive states and that traits would influence performance via an 
effect on states. For instance, one would expect that trait anx-
iety would influence performance because high trait anxious 
individuals experience state anxiety more frequently than 
those low on that trait. Although such mediation effects are 
observed, there is also evidence that for certain processes, 
such as hypervigilance to threat, trait anxiety is a better pre-
dictor of performance than state anxiety (Eysenck 1992). In 
terms of appraisal theory, traits may influence the form and 
content of appraisals, as well as the coping skills an individ-
ual can deploy to deal with stress. With respect to adaptation, 
it is likely that individual differences in both trait and state 
will influence adaptation, both behavioral and physiological, 
by affecting the “width” of the plateau of effective adapta-
tion at a given level and by changing the slope of decline in 
adaptation when the adaptation threshold is reached. That is, 
higher skill levels protect from declines in adaptive function 
by increasing the threshold for failure at a given level (i.e., 
comfort, performance, physiological response). The modifi-
cation of the Hancock and Warm (1989) model illustrating 
these individual differences in effects is shown in Figure 
4.6 (and see Szalma 2008). Multiple frameworks of state 
dimensions exist, but most focus on either two (e.g., Thayer 
1989; Watson and Tellegen 1985) or three (Matthews et al. 
1999, 2002) frameworks. In the context of task performance, 
Matthews and his colleagues have identified three broad state 
dimensions reflecting the cognitive, affective, and motiva-
tional aspects of an individual’s current psychological state. 
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These dimensions are “worry,” which reflects the cognitive 
dimension of stress, and “task engagement” and “distress,” 
which reflect the affective, cognitive, and motivational com-
ponents of state. Specifically, a high level of distress is indic-
ative of overload in processing capacity, and task engagement 
reflects a theme of commitment to effort (Matthews et al. 
2002). Matthews and his colleagues have demonstrated that 
changes in task demand influence the pattern of stress state. 
Should affective state fail to detrimentally influence task 
performance itself, it can still critically impact consequential 
levels of “psychophysiological activation, strain, and fatigue 
aftereffects” (Robert and Hockey 1997, p. 73). It is therefore 
important to incorporate assessment of operator state into 
the interface design process so that the interaction with tech-
nology fosters task engagement and minimizes distress and 
worry.

4.6.2.1 � Attentional Narrowing and 
Adaptive Response

As with other aspects of perception, there are individual dif-
ferences in the perception of space and time (Hancock and 
Weaver 2005; Wachtel 1967). Further, because the subjec-
tive experience of stress is often multidimensional, it may be 
that although two individuals are subjectively stressed by the 
same situation, their stress profiles differ. Affective states 
can likewise influence the extent of attentional allocation. 
Affective states high in motivational intensity, either pleas-
ant or unpleasant, lead to a narrowing of attentional focus, 
whereas affective states low in motivational intensity, again 

regardless of valence, cause attentional broadening (Gable 
and Harmon-Jones 2009). Individuals are also likely to dif-
fer in the strategies they employ to cope with the distortions 
of space–time and emotional flux they experience while in a 
stressful environment, and these coping differences, if they 
exist, might depend on the quality (e.g., noise, heat, low sig-
nal salience) and source (e.g., the environment, the task) of 
the stress and the personality traits of an individual.

4.6.2.2  Hedonomics and Individual Differences
In addition to application of individual differences research to 
the development of training or selection procedures, individ-
ual difference variables can be used to promote hedonomic 
approaches to design and facilitate interface design. Thus, if 
the traits that influence the subjective experience of an inter-
action with technology are identified, that interface can then 
be configured to meet the preferences and the trait/state pro-
file of an individual user and promote positive affective states. 
However, for such efforts to succeed, the relations among 
traits and cognitive, perceptual, and motor performance need 
to be established via theory-guided empirical research.

4.7 � IMPLICATIONS OF STRESS FOR 
RESEARCHERS AND PRACTITIONERS

For both research and design applications, extant research 
on stress and performance indicates that assessments of 
workload and affective state are important for a more com-
plete understanding of HCI. Such assessments can aid in 
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identifying which components of an interface or task are 
appraised as stressful, and thus interfaces can be designed 
to mitigate their negative effects. For instance, research is 
needed to establish which task parameters control the pat-
terns of performance–workload associations and dissocia-
tions and how these change dynamically as a function of time 
on task. The Hancock and Warm (1989) model of stress estab-
lished general task dimensions (space–time) that influence 
stress state and behavioral adaptability, but the metrics for 
these dimensions remain elusive. This problem results from 
the central issue regarding how to quantify human informa-
tion processing (Hancock, Szalma, and Oron-Gilad 2005) 
and define “mental resources” more precisely (Hancock and 
Szalma 2007). Efforts to resolve these definitional problems 
would improve stress theory and its application to interface 
design. Future research should therefore examine the rela-
tions between task dimensions and user characteristics and 
how these change over time and under high-stress conditions.

In addition to changing the task, there are other tech-
niques that can be applied to the design of human–computer 
interfaces for use in stressful environments. These include 
skill development (e.g., Hancock 1986), use of configural dis-
plays (Hancock and Szalma 2003a; Wickens 1996), as well 
as use of technologies employing adaptive automation and 
decision aids (Hancock and Chignell 1987). With respect to 
skill development in particular, an area in need of research 
is how individuals who develop expertise in a task also learn 
how to cope with stress while performing the task. In order to 
understand how individuals accomplish this, one is required 
to understand in depth how different forms of stress influence 
different forms of information processing. Intuitively, auto-
mation and decision aids seem to be key tools for relieving 
stress during task performance. Although experiments have 
yielded some promising results (Funke et al. 2007), further 
research is necessary to determine this supposition under dif-
ferent kinds of stress as such technologies could merely serve 
to divert attentional resources away from the task.

It is also important for both researchers and practitio-
ners to consider the characteristics of a user and how these 
characteristics interact with the task or interface to influence 
performance.

An understanding of how individual differences influ-
ence HCI can facilitate the development of tailored training 
regimens as well as interfaces that can more effectively adapt 
to the user. Systems that can respond to changes in opera-
tor affective state can achieve the desired human–machine 
synergy in HCI (cf. Hancock 2009). Realizing these goals, 
however, will require adequate theory development and sub-
sequent empirical research to determine the nature of the 
relations among the person and environmental variables. 
It is particularly important to design interfaces that permit 
autonomous motivation (Deci and Ryan 2000) and to under-
stand how operators of computer-based systems can internal-
ize extrinsic motivation as they gain experience on the task 
(Gagne and Deci 2005). We suggest here that researchers and 
designers identify the motivational affordances in the task 
environment and utilize them to enhance the experience of 

HCI and improve overall system performance under stress. 
Motivational affordances will be elements of the work envi-
ronment that facilitate and nurture intrinsic motivation. 
Particularly important for design will be the identification 
of motivational invariants, which are those environmental 
factors that consistently determine an individual’s level of 
intrinsic (or extrinsic) motivation across contexts. Careful 
analyses of the motivational affordance structure will permit 
design of tasks that are more likely to be enjoyable by render-
ing the tools convivial (Illich 1973) and thereby facilitating 
human–machine synergy (see Hancock 1997).

4.8  SUMMARY AND CONCLUSIONS

In this chapter, we review theories of stress and performance 
and their relevance to human–technology interaction. We 
also show that despite being developed in separate research 
traditions, workload and stress can be viewed as different 
perspectives on the same fundamental problem. We outline 
general principles for stress mitigation and discuss issues 
that require further research. Of particular importance are 
establishing sound measures of information processing and 
mental resource expenditure as well as articulating the rel-
evant task dimensions and how they trigger self-regulatory 
mechanisms, specifically emotion (stress) regulation tech-
niques. Given that stress can be understood only in relation to 
the transaction between an individual and the environment, 
it is crucial to establish how trait and state characteristics of 
the individual influence their appraisals. Finally, it is impor-
tant in practical applications to treat stress at multiple levels, 
ranging from the physiological to the organizational sources 
of adverse performance effects. Different emotion regulation 
strategies attempt to mitigate stress at these various levels; 
which techniques are chosen by an operator to utilize can 
significantly influence the success of an HCI. Traditional 
attempts to treat stress problems unidimensionally will 
continue to fail until the person, task, and the physical and 
social/organizational environment are treated by analysis 
as a coherent system. Researchers and practitioners in HCI 
should therefore expand their efforts beyond the design of 
displays and controls of interfaces and include assessments 
of person-related factors that influence performance as well 
as the design of the physical and social environment in which 
an HCI occurs.
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 5 

5.1  INTRODUCTION

5.1.1  Concepts and Goals

Computer users are constantly making small choices and 
larger decisions about how to use their computing technol-
ogy, such as the following:

•	 Which of the available photo management apps 
shall I use on my smartphone?

•	 Shall I dictate this e-mail message using speech 
recognition or tap in the text with a stylus?

•	 How should I configure my privacy settings?

This chapter focuses on cases, like these, in which a user 
can choose among two or more options, none of which is 
correct or incorrect but one of which can be preferred to the 
others. The term preferential choice will be used to distin-
guish this situation from nonpreferential choices that con-
cern the correct way to operate a system, such as “Which of 
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these unfamiliar icons do I have to click on to send off my 
e-mail message?”

We will use the terms choice and decision, together and in 
alternation, to do justice to the variety of forms that the pro-
cesses in question can take. Decision suggests a thorough, effort-
ful process, whereas choice suggests a quick selection that may 
be based, for example, on habit. Both types of process occur in 
computer users, often with regard to the same set of options.

The following are the goals of this chapter:

	 1.	Bring preferential choices and decisions of com-
puter users into the foreground as a topic in human–
computer interaction (HCI).

	 2.	Provide access to the relevant psychological and 
HCI literature by summarizing key concepts and 
results and listing references.

	 3.	Provide a framework for thinking about how to help 
computer users make better preferential choices and 
decisions.

5.1.2 �R elationships to Other Human–Computer 
Interaction-Related Research

Figure 5.1 visualizes the relationships between these goals 
and the goals of three other broad types of research that fall 
within or overlap with the HCI field.

5.1.2.1 � Interaction Design Guidelines and 
Principles; Help and Training

Much of what is known about how to design interactive 
systems and their associated help and training material 
can be seen as concerning ways of helping users to make 
the right choices: to click on the right icon or web link, 
select the correct command from a menu, or identify the 
part of the system that will provide the needed functional-
ity. Interaction designers have become skilled at helping 
users to make these choices well, for example, by design-
ing effective visual displays, making the user’s options 
clearly identifiable and understandable, providing informa-
tive feedback on the user’s actions, and making the actions 
reversible in case they do not yield a satisfactory result 
(see, e.g., Johnson 2010, for a collection of well-known sets 
of user-interface design guidelines). Similarly, those who 
develop online help and training programs have worked 
out a rich set of best practices for instructing and advising 
users about the choices that they need to make. Most of 
the content of help and training concerns the general ques-
tion of how to operate the system in question, but some of 
it explicitly addresses preferential choices, such as when 
to use each of two available methods for accomplishing a 
particular goal or what type of configuration is best under 
what circumstances (e.g., “This setting is recommended if 
you often work off-line”).
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FIGURE 5.1  Visualization of the relationships between the focus of this chapter and three human–computer interaction-related areas 
of research.
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Guidelines and design principles are rarely tailored explic-
itly to supporting preferential choices and decisions, and the 
related research hardly ever refers to the psychological litera-
ture on these topics that is covered in this chapter.

5.1.2.2  Recommender Systems
A focus on preferential choice and decisions is found, by con-
trast, in research on recommender systems (see, e.g., Jannach 
et al. 2011; Ricci et al. 2010) which aim to support and infl
uence users’ choices concerning products to buy, documents 
to read, and a variety of other types of items. As Figure 5.1 
shows, recommender systems almost always support deci-
sions that are not about the use of computing technology as 
such. The work in this area tends to be based to some extent 
on knowledge about psychological processes involved in pref
erential choice, but the main focus of attention is on accurately 
predicting what items will satisfy a user, rather than on under
standing and influencing the user’s decision-making processes.

5.1.2.3  Persuasive Technology
Yet another line of research (see, e.g., Fogg 2003; Fogg, 
Cueller, and Danielson 2008) differs from the previous para-
digm mainly in its emphasis on motivating and persuading 
people to do some particular thing (e.g., save energy), which 
either that person or someone else has decided is best for the 
person in question. This line of research has yielded a wealth 
of ideas about how computing technology can be deployed 
to influence people’s beliefs and behaviors. But only a few 
of the choices and behaviors targeted for persuasion (e.g., 
none of the 12 “domains for persuasive technology” listed 
in Table 7.1 of Fogg, Cueller, and Danielson 2008) concern 
computer use as such.

As Figure 5.1 indicates, this chapter will not go into much 
depth on the question of how to support and influence preferen-
tial choices concerning computer use. Instead, by foreground-
ing this class of choices and by providing an introduction to the 
large areas of relevant psychological literature, it aims to encour-
age and support increased attention to this topic.* Systematic 
efforts to support choices and decisions of this type should be 
able to benefit greatly from appropriately adapted knowledge 
transferred from the other three areas of research, notwith
standing the various differences visualized in Figure 5.1.

5.1.3 �P review of Aspects of Preferential 
Choice and Decision Making

Figure 5.1 reflects the fact that psychological research about 
how people make preferential choices and decisions has 
received limited attention in HCI so far.† One reason may be 
the fact that there is no single relevant theory in psychology 
that could be straightforwardly adapted to the needs of the HCI 

*	A first step toward a systematic approach to supporting preferential 
choice on the basis of the conceptual framework of this chapter is offered 
by Jameson et al. (2011).

†	 Two thorough book-length syntheses of cognitive psychology research for 
HCI (Gardiner and Christie 1987; Johnson 2010) include hardly any refer-
ences to the sort of psychology literature cited in this chapter.

field. Although dozens of books and hundreds of articles from 
relevant psychological research exist, they come from several 
research traditions that only partly overlap and refer to each 
other. The discussion in this chapter will draw from these areas: 
judgment and decision making (see, e.g., Hastie and Dawes 
2010; Koehler and Harvey 2004; Lichtenstein and Slovic 2006; 
Schneider and Shanteau 2003; Newell, Lagnado, and Shanks 
2007; Weber and Johnson 2009); naturalistic decision making 
(Klein 1998), the reasoned action approach (Fishbein and Ajzen 
2010), research on habitual behavior (Wood and Neal 2007), 
behavioral economics (Ariely 2008; Iyengar 2010; Thaler and 
Sunstein 2008), and research on self-control (Rachlin 2000) 
and on compliance tactics (Cialdini 2007).

As a way of providing a reasonably coherent overview 
despite the differences among these research traditions and 
their terminologies, Table 5.1 lists the aspects of choice and 
decision processes that will be covered in turn in this chapter, 
formulating each one in terms of one or more “questions” 
that a computer user might conceivably “ask” him- or her-
self while considering a choice or decision. Although in some 
cases such questions may be consciously asked and addressed 
by a computer user, the processing represented in the table 
by a question often occurs without any verbal formulation or 
conscious deliberation—whatever particular definition of the 
elusive concept of consciousness one may prefer to use (see, 
e.g., Wilson 2002).

With any given choice or decision for a particular person, 
in general only some subset of these considerations will be rel-
evant, and the table is not intended to convey a particular tem-
poral order of processing: Because of the variety of forms that 

TABLE 5.1
Preview of the Aspects of Preferential Choice and 
Decision Making Discussed in This Chapter

Topic Questions That a Decision Maker May 
Consider

Focusing on goals and 
values

What is a good decision-making process for 
this situation?

What are my relevant goals and values?

Situation assessment and 
option identification

What’s going on in this situation?
What are my options?

Anticipation of 
consequences

What would the consequences be if I chose 
this option?

How desirable would they be?

Intertemporal choice How should I value consequences that will 
not occur until sometime in the future?

How should I deal with a sequence of 
repetitions of basically the same choice?

Reuse of previous choices What did I choose the last time I had a 
choice like this?

Social influence What do other people choose in this 
situation?

What do they want or expect me to choose?

Learning from experience What can I learn from the results of the 
choice that I have made?
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preferential choices and decisions can take, it would not be real-
istic to try to formulate a causal model or a process model, for 
example, in the form of a flowchart, though models of this sort 
are often found useful for particular types of choice or decision-
making situation (see, e.g., Wickens and Hollands 2000, 
Chapter 7; Fishbein and Ajzen 2010; Klein 1998, Chapter 3).

5.2 � GENERAL PREFERENTIAL 
CHOICE PROBLEMS

Although opportunities to make preferential choices and 
decisions crop up constantly with just about every type of 
interactive system, there are three generic classes of choice 
that are worth distinguishing, because of their frequency of 
occurrence and because they have attracted a fair amount of 
attention in HCI research. Table 5.2 introduces them to facili-
tate reference to them at various points later in the chapter.

5.2.1 D ecision about Whether to Use a Given System

One type of decision that a person can make with regard to 
computer use is that of whether to use a given system at all. 
The most extensive line of research that has looked into this 
question is research on technology acceptance. A good entry 
point to this literature is the influential article by Venkatesh 
et al. (2003), which presented the Unified Theory of 
Acceptance and Use of Technology (UTAUT), a model that 
integrates eight previously developed models, including the 
especially widely studied technology acceptance model (see, 
e.g., Venkatesh and Davis 2000). These models in turn drew 
their inspiration from more general theories from social psy-
chology and sociology, such as the precursors of the recently 
formulated reasoned action approach of Fishbein and Ajzen 
(2010).

Table 5.3 gives an impression of the basic nature of the 
models in this area by depicting the four main variables in 
the UTAUT model that influence intention to use a given sys-
tem and actual use of the system, along with examples of 
questionnaire items typical of those used to measure these 
variables. The model also includes claims about several vari-
ables that moderate the influence of these main variables: 
gender, age, experience, and voluntariness of use.

Although some of these questions are reminiscent of ques-
tions from usability scales such as System Usability Scale 
(SUS) (Brooke 1996), the overall goal of the model and the 
associated measuring instruments are not to assess usabil-
ity but rather to predict whether potential users (typically, 
employees in a given company) will actually use a given sys-
tem (e.g., a new videoconferencing system) if it is made avail-
able to them. Note that most of the questions related to the 
variables social influence and facilitating conditions concern 
considerations other than usability.

Researchers and practitioners in the HCI field usually 
want to go beyond predicting whether people in a given tar-
get group will use a given (type of) system, to attempt to 
improve the system (and/or related resources) to increase the 
likelihood that the system will be used and the success of 
its use. Still, the large amount of information collected in 
the technology acceptance area about variables related to 
choices about system use and about ways of measuring these 
variables can help to stimulate and structure thinking about 
this class of choices. Researchers in this area regularly intro-
duce new variables and new perspectives that shed light on 
different aspects of acceptance decisions (see, e.g., Bagozzi 
2007; Loraas and Diaz 2009).

TABLE 5.2 
Three General Types of Preferential Choice That Have 
Been Studied in Human–Computer Interaction

Generic Choice Problem Selected Research Issues

Decision about whether to 
use a given system

What variables influence people’s 
decisions about whether to use a given 
system if it is made available to them 
(usually: within an organization)?

What are the causal relationships among 
these variables?

How can these variables be measured?

Choice of a method from a 
set of alternative methods

When more than one method is available 
for a particular subtask, how do users 
decide which one to use?

Why do even experienced users sometimes 
persist in using inefficient methods?

Configuration decision How do people decide whether and when 
to configure an application?

What difficulties do they encounter when 
making configuration choices?

TABLE 5.3
The Four Main Variables in the UTAUT Model and 
Typical Questionnaire Items Used to Measure Them
Performance expectancy

 � Using the system in my job would enable me to accomplish tasks more 
quickly.

  Using the system would improve my job performance.

  Using the system would make it easier to do my job.

Effort expectancy

  Learning to operate the system would be easy for me.

  My interaction with the system would be clear and understandable.

  I would find the system to be flexible to interact with.

Social influence

  People who influence my behavior think that I should use the system.

  People who are important to me think that I should use the system.

Facilitating conditions

  I have control over using the system.

  I have the resources necessary to use the system.

  I have the knowledge necessary to use the system.

  The system is not compatible with other systems I use.

Source:	 Based on parts of Figure 3 and Tables 9–12 of Venkatesh, V., M. G. 
Morris, G. B. Davis, and F. D. Davis. 2003. MIS Quart 27(346): 
425–78.
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5.2.2  Choice of a Method

In all but the simplest interactive systems, there is often 
more than one method available for achieving a given goal. 
Whenever the user can choose freely between two or more 
methods, the choice is preferential. Card, Moran, and Newell 
(1983) introduced in their Goals, Operators, Methods, and 
Selection Rules (GOMS) model (described most completely 
in Card, Moran, and Newell 1983; see also Kieras 2008) a 
notation for such cases: the two or more available methods 
are described as part of the model for a given task, and it is 
assumed that each user has learned a selection rule for mak-
ing the choice (e.g., “Use the mouse instead of the cursor 
keys if the target is more than a couple of inches away on the 
screen”); this assumption is plausible given that the GOMS 
model assumes that users have considerable experience with 
the system and the tasks in question.

In the intervening years, some research has looked at 
the ways in which users learn selection rules on the basis of 
experience with the methods in question (see, e.g., Gray and 
Boehm-Davis 2000) and at the considerations that users take 
into account when choosing among methods (see, e.g., Young 
and MacLean 1988; Jameson and Klöckner 2005), whereas 
other researchers have investigated situations in which users 
systematically fail to use suitable methods that are available 
to them (Carroll and Rosson 1987; Bhavnani and John 2000; 
Bhavnani, Peck, and Reif 2008; Charman and Howes 2003).

5.2.3  Configuration Decision

A usually more complicated type of choice that users can 
make concerns whether, when, and how to configure an 
application to suit their own tastes and needs. Over the 
years, researchers have repeatedly found this type of prob-
lem to be challenging for most users (see, e.g., Mackay 1991; 
McGrenere, Baecker, and Booth 2007), and it has attracted 
increased attention in recent years because of the practically 
important problem of configuring privacy settings in social 
network platforms (see, e.g., Iachello and Hong 2007).

5.3  FOCUSING ON GOALS AND VALUES

The first of the general considerations listed in Table 5.1 
concerns the basic values that a chooser will be guided by 
when making a choice. Although computer users often do 
not think explicitly about these values, interaction designers 
ought to be aware of them when considering how to support 
good choices; and calling these issues to the user’s attention 
may be an effective tactic.

5.3.1  What Constitutes a Good Choice or Decision?

The most fundamental question is that of what constitutes 
a good choice in the first place. Before considering what 
choosers think about this issue, we should notice a shift in 
the thinking of scientists who have studied decision mak-
ing. Traditional notions of what constitutes a good deci-
sion are that a decider should (1) apply a decision procedure 

that is normatively justifiable (e.g., consistent with the laws 
and principles of logic, probability, and expected utility) 
and (2) choose the action that will maximize desirable (and 
minimize undesirable) outcomes under idealized conditions 
(see, e.g., Gigerenzer and Todd 1999, Chapter 1; Gigerenzer 
2007, Chapter 5). More recently, researchers have become 
impressed by the extent to which animals and humans can 
function quite effectively by using decision procedures that 
are justifiable only in the sense that they work well in the 
environment in which they are applied and make good use 
of the decider’s limited time and cognitive resources. For 
example, a web searcher’s strategy of clicking on the first 
link on the search result page that looks reasonably relevant 
would be hard to justify in terms of a normatively optimal 
general strategy; but if the user’s previous experience with 
the search engine in question has shown that the first rea-
sonably relevant-looking link is almost always the best one, 
this strategy can be considered ecologically rational for that 
search engine. The same point can apply to the decision rule 
of always buying your smartphone applications from your 
favorite vendor or always accepting the default configuration 
when installing new software. In cases where the choices of 
a computer user make sense only given particular assump-
tions about the structure of the environment, the best way to 
help the user make good choices may be to ensure that the 
environment fulfills these assumptions.

Researchers have also investigated the question of what 
constitutes a good decision process from the point of view 
of the decision maker (see, e.g., Bettman, Luce, and Payne 
2006; Hastie 2001; Yates, Veinott, and Patalano 2003). 
Although specific answers to this question vary, the follow-
ing statements are widely accepted:

	 1.	Choosers want their decision to yield a good 
outcome.

			   This point is not as straightforward as it may seem, 
because what counts as a good outcome depends in 
turn on a variety of factors, as we will see.

	 2.	Choosers do not want to invest time and effort in the 
decision-making process itself that is out of propor-
tion to the benefits of doing so.

			   For example, when installing a new application, a 
user who is asked which specific components should 
be installed may choose the option “Everything” 
simply to save the time of deciding about the indi-
vidual components, since the possible benefits of 
choosing any other option (e.g., saving a few mega-
bytes of hard disk space) do not seem to justify the 
investment of even a few seconds of decision time.

	 3.	Choosers prefer to avoid unpleasant thoughts.
			   Some ways of thinking about a decision can 

involve distressing thoughts, as when a driver faces 
a choice between (1) ignoring an incoming text mes-
sage from his boss and (2) driving less safely for 
a while in order to respond to the message. A user 
may be motivated to think about the decision in a 
way that avoids such thoughts (e.g., by convincing 



82 The Human–Computer Interaction Handbook

himself that he can respond to the boss’s message 
without taking the slightest risk).

	 4.	Choosers often want to be able to justify the deci-
sion that they have made to other persons—or to 
themselves.

			   Justifiability is often simply a necessary condi-
tion for being able to implement a decision (cf. 
Lerner and Tetlock 2003). For example, even if a 
business person would really like to buy an iPhone 
for professional use, they may prefer a Blackberry 
instead because they think that this choice is more 
likely to be approved by their company’s purchas-
ing department. But even just the desire to convince 
another person or oneself that a decision was sound 
can cause people to look for justifiable decisions 
(see, e.g., Shafir, Simonson, and Tversky 2006).

			   Consequently, one way of supporting preferential 
choice is to make it easy for the user to come up 
with a satisfying justification of whatever option is 
best for him, for example, by supplying a justifica-
tion explicitly (as is done by many recommender 
systems) (see Tintarev and Masthoff 2010) or by 
structuring the situation in such a way that a justifi-
cation is easy to derive.

5.3.2  Current Goals and Values

One characteristic of preferential choice is its dependence 
on the particular goals that the chooser is currently focus-
ing on (see, e.g., Schneider and Barnes 2003). To a certain 
extent, this dependence is obviously necessary and appropri-
ate: Your choice of an application to prepare a text document 
with should depend on whether you want it to be beauti-
fully formatted or whether you just want to get it finished 
as quickly as possible. But the dependence on current goals 
can also lead to some curious phenomena: Both anecdotal 
evidence and some research (e.g., Iachello and Hong 2007, 
Section 3.3.2; Mackay 1991) concerning configuration deci-
sions tell us that users often accept the default configuration 
of a system until some negative event (e.g., a privacy viola-
tion or a need to repeat a given tedious operation multiple 
times) prompts them to change the configuration. A nor-
matively more rational way of deciding when and what to 
configure would involve something like estimating the total 
(discounted) benefit of the improved configuration over an 
extended period of system use. In contrast, reactive configu-
ration can be seen as a response to the goal of preventing 
the specific negative thing that just happened from ever hap-
pening again. Whether this configuration action is really a 
good idea in the long run will depend on how well the short-
term goal happens to coincide with the user’s larger pattern 
of goals and use situations. Mackay (1991) and Iachello and 
Hong (2007) offer perceptive discussions of strategies for 
dealing with this type of discrepancy.

Keeney (1992) discusses in great depth the importance 
of ensuring that decisions depend on the decision maker’s 
true values rather than on temporarily salient considerations 

such as those that are suggested by the set of options that are 
immediately available. Although interaction designers rarely, 
if ever, have an opportunity to support their users with in-
depth decision analysis, calling the user’s attention to impor-
tant goals and values on a much smaller scale does represent 
a promising way of supporting preferential choice. Two 
experiments by Mandel and Johnson (2006) demonstrate 
clearly how a goal or value (e.g., “safety” or “economy” for a 
prospective car buyer) can be activated by a change in inter-
face design (e.g., the colored background of the web pages of 
an e-commerce site), mostly without awareness on the part 
of the user.

5.4 � SITUATION ASSESSMENT AND 
OPTION IDENTIFICATION

To be able to make a choice or decision, the chooser must 
normally in some sense be aware of the fact that a choice is 
available—though in extreme cases the awareness can be mini-
mal, as when the choice is made out of habit or when it involves 
accepting the status quo or default option by doing nothing.

In experimental laboratory studies, the way in which the 
chooser perceives or “frames” the choice problem is largely 
under the control of the experimenter. Some well-known and 
striking results concern the effects on choice of the way in 
which the problem is framed. For example, people tend to 
be influenced strongly by whether options are described in 
terms of people being “saved” versus people “dying,” even 
when the situations described in these terms are objectively 
identical. An important part of one of the dominant theories 
of judgment and decision making, prospect theory (origi-
nally presented by Kahneman and Tversky 1979), concerns 
the process of “editing” the initial representation of a choice 
problem to arrive at the chooser’s own representation; but 
choosers often stick with the initial representation.

Like laboratory experimenters, interaction designers often 
have control over the way in which a choice is presented to 
the user. For example, users who purchase a software product 
are often offered an option like “Check this box to receive 
news about updates and special offers,” which a user may 
mentally edit into a representation like “Check this box to 
get even more spam.”

When decision making occurs outside the laboratory, the 
presentation of the choice problem is often less clear-cut; 
understanding the situation and identifying the available 
options can be a complex process (often called situation 
assessment) that calls for considerable expertise. This pro-
cess has been extensively studied within the research para-
digm of naturalistic decision making (see, e.g., Klein 1998; 
Klein 2008; Maule 2010). This type of decision making is 
typified by the situation of a fire brigade arriving at the scene 
of a burning building: The problem situation is changing rap-
idly over time, even as the decision makers contemplate how 
to deal with the fire; there is considerable stress because of 
the high stakes and because of environmental factors such as 
noise and heat; and on the positive side, the decision mak-
ers typically possess considerable experience in dealing with 
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such situations, which makes it unnecessary for them to ana-
lyze the problem from first principles. Some key results of 
this research will be summarized below in Section 5.7.1. For 
now, the main point is that recognizing the need for a choice 
and identifying or generating one or more options is some-
times the most important and challenging aspect of a decision 
problem.

An implication for interaction design is that we should 
look out for situations in which recognizing and interpret-
ing a decision situation may be unnecessarily or unduly chal-
lenging for at least some users. For example, a sophisticated 
user who installs a new web browser is likely to recognize 
the need to choose security and privacy settings that are well 
adapted to the context in which the browser will be used; a 
less sophisticated user is likely to accept the default settings, 
perhaps without even being aware that a choice exists.

In fact, the widespread tendency of people to overlook or 
ignore choice opportunities and accept the default represents 
a major way in which choice architects (to use the sugges-
tive term of Thaler and Sunstein 2008), including interaction 
designers, can influence choices. Widely discussed contro-
versies concerning computer use include the bundling of 
software with the Windows operating system (which offers 
new users a convenient default option for many applica-
tion choices that they would otherwise have to make) and 
the default privacy options for social network platforms like 
Facebook. Outside of the arena of computer use, one of the 
primary and most successful tactics of interventions based 
on behavioral economics (such as the libertarian paternal-
ism of Thaler and Sunstein 2008) is to provide a default 
option which is thought to be in the best interest of the people 
making the choice in question or of society as a whole (e.g., 
laws that state that every person can be viewed as an organ 
donor unless they have specified otherwise; see Johnson and 
Goldstein 2006).

5.5  ANTICIPATION OF CONSEQUENCES

The most dominant traditional view of decision making is 
a consequentialist one: that of a person who contemplates 
the (perhaps uncertain) consequences of choosing each of the 
available options and bases the decision on an evaluation of 
those consequences. As Table 5.1 indicates, there are other 
considerations that can affect a decision, and in fact, choos-
ers sometimes do not contemplate consequences at all.

Still, computer users do sometimes anticipate the possible 
consequences of their choices, and one question that arises is 
that of what sorts of consequence they anticipate. If computer 
users were concerned only about traditional usability criteria, 
they might make their decisions solely on the basis of con-
sideration of consequences like those covered by UTAUT’s 
performance expectancy and effort expectancy variables 
(Table 5.3). The growing interest in recent years in a broader 
view of user experience (see, e.g., Law et al. 2009; Kuniavsky 
2010) can be viewed as an awareness of a wider range of 
types of consequence that can influence users’ evaluations of 
systems and possible actions.

5.5.1 A nticipating Experience

But how accurately can computer users anticipate the conse-
quences of options? Even just anticipating the enjoyableness 
of an experience that has been described to you (e.g., using an 
allegedly delightful photo management app on a smartphone) 
is not as straightforward as it would intuitively seem. Trying 
the experience out briefly (e.g., with a demo version of the 
app) is not always a reliable test, partly because of people’s 
tendency to adapt their tastes and expectations on the basis 
of new experience (see, e.g., Wilson 2002, Chapter 7). And if 
a user’s initial expectation is (erroneously) that an experience 
will not be positive, he or she may refrain from trying it out 
in the first place.

A straightforward effort of designers to support the 
anticipation of the experience of performing an action is 
found in promises such as “Filling in our customer satis-
faction questionnaire will take just 2 minutes of your time” 
or “Configuring the application is quick and easy.” But this 
method presupposes that the user is likely to believe claims 
like these. An alternative approach is to consider nonver-
bal ways of previewing the consequences of an action. This 
general strategy has been explored extensively in the area of 
persuasive technology (see, e.g., Fogg 2003, Chapter 4), as 
with the “Baby Think it Over” infant simulator, which helps 
teen-aged girls anticipate realistically what it is like to take 
care of a baby. Some further work will probably be required 
before this strategy can be applied widely to (1) decisions 
concerning computer use and (2) decisions where it is not 
a priori clear which option is best for the chooser—that is, 
where the chooser must really choose, as opposed to being 
persuaded (cf. Figure 5.1).

5.5.2 �A nticipating the Consequences 
of Configuration Choices

One challenge for users in connection with the configu-
ration of applications (Mackay 1991; Iachello and Hong 
2007) is that the consequences of configuration actions 
tend to be hard to anticipate. First, there is the question 
of how time-consuming, tedious, and risky the configura-
tion actions themselves will be. Then there is the fact that 
the consequences of a configuration decision are often not 
immediately visible; they consist in changes to the comput-
ing environment that will have consequences in the future 
which will in turn depend on actions of the user and other 
configuration settings.

Gabrielli and Jameson (2009), applying an adapted heu-
ristic walkthrough to parts of four widely used applications, 
found that about three-quarters of the formulations used to 
describe configuration options (e.g., “Accept cookies from 
third parties”) did not appear to convey to a typical user a 
clear idea of the meaning of an option, the consequences of 
choosing it, or the overall desirability of choosing it. The 
proportion of problematic cases diminished to about one-
half if the help texts explaining the options were taken into 
account.


