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Preface

THE MOTIVATION:
TOWARD PREDICTABLE TECHNOLOGIES

This book is motivated by the emerging device- and system-level solutions to
implement various computing and processing platforms created with nano-
and molecular technologies. This ultimately leads not only to the deployment
of unique phenomena that which never have been utilized in conventional
solid-state microelectronics devices but also to advanced system organizations
and architectures. The three-dimensional (3D) device and system topologies,
multiterminal multiple-valued devices, and other features are subproducts of
those emerging solutions. For these new generations of computing devices and
systems, the conventional design and analysis concepts and techniques are the
valuable source of further developments.

There are many examples of the use of the fundamentals of computer
structure design and computing in nanocomputing, including particular
results, that have not been adopted in contemporary design. For example,
the principle of programable logic arrays (PLA) has been adopted for the
crossbar-based array design and classical fault-tolerant techniques modified
for manufacturing of computing nanodevices and nanomemory. Computing
paradigms based on cellular arrays are the focus of massive parallel
nanoarrays. Hence, the computing paradigms of contemporary discrete
devices play an essential role in the development of novel computing structures
based on the technological advances in molecular electronics. This book
addresses these problems.

These developments integrate theoretical computer science, computer
engineering, electrical engineering, microelectronics engineering, and other
areas. Researchers and students from computer and electrical engineering,
chemistry, biology, mechanics, and physics departments were involved in this
interdisciplinary study.

It should be noted that usage of the uniform terminology is another problem
since the terms used in the area of nanocomputing are acquired from different
disciplines. In particular, the term molecular electronics covers a broad range
of topics, in particular, molecular computing devices, device physics, and
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xxii Computer Arithmetics for Nanoelectronics

biophysics of biomolecular devices. With a major emphasis on theoretical and
applied computer science and engineering, in this book we focus on computing
structure design based on computing primitives; the basic components such
as switches, logic gates, 1-bit adders, and cells for computing arrays; and
memory structures.

A wide variety of physical, biological and chemical phenomena, considered
to be the candidates employed in processing, transforming, and storing
the information at nano scale. These principles and phenomena are
completely different compared to conventional solid-state devices. Various
physical, biological, and chemical effects; phenomena; and transitions can be
interpreted as computing events that are associated with the simplest logic
operations, such as switching, OR, AND, and others. These logic operations
correspond to the logic elements, which can be integrated and aggregated to
perform complex functions.

This book provides the computing concepts, techniques, and tools in the
form acceptable to specialists from various fields for the coherent and synergic
design of computing structures utilizing the conventional and emerging (nano
and molecular) processing devices. We also approach the problems of
biomolecular processing typifying the biosystems’ topologies, organizations,
and potential principles of computing, such as multiple-valued, stochastic,
parallel, reconfigurable, neuromorphical, etc. To this end, we elaborate the
following two major aspects:
(a) The ability to interpret chemical, biological, and physical phenomena at

the system level in terms of computing from the viewpoint of theoretical
computer science and engineering, and

(b) The ability to utilize various chemical, biological, and physical phenomena
to guarantee computing and processing at the device level.

This book integrates those developments by means of developing the
fundamentals and theory of the information processing, computer structure
and logic designs, stochastic computing, etc. Correspondingly, to reflect the
aforementioned tasks and prospects, we title this book Computer Arithmetics
for Nanoelectronics. In addition to conventional computing, fundamentals
of biomolecular processing are introduced, in particular, new paradigms for
delegation of computing properties into spatial nanostructures.

HOW THIS BOOK SATISFIES THE ESSENTIAL NEEDS
OF INTERDISCIPLINARY COLLABORATION

With the advent of new technologies, a major shift has occurred in
interdisciplinary studies. As a result, many engineers and scientists have
found it necessary to understand the basic operation of digital systems, and
how these systems can be designed if they carry out particular data-processing



Preface xxiii

tasks. This trend has produced a need for basic knowledge in computing
structure design to provide a unified overview of the interrelationship between
fundamentals of digital system design, computer organization, architectures,
and micro- and nanoelectronics.

To comprehend this book, no specialized knowledge of computer science,
electrical circuits, electronics, physics, or chemistry is assumed. This book
is written from interdisciplinary prospects for the development of a new
generation of computer devices and systems.

There are 20 chapters in the book. Each chapter targets a specific
tasks and covers particular problems. The key topic is computational data
structures. We emphasize on choosing an appropriate data structure under the
phenomenological criteria of technology. Computational properties of various
data structures are examined and characterized. Our goal is to achieve balance
in introducing the computational properties provided by data structures and
the phenomenological properties of current and expected technologies. For
example, logic networks and decision diagrams are different data structures,
and each of them is characterized by a set of specific requirements in
implementation. At the device level, processing and computational properties
of various physical and chemical phenomena vary, and can be systemized
with respect to the computational characteristics of data structures. The
balancing of these characteristics and requirements can provide an appropriate
implementation, and it can be illustrated as shown in Figure 0.1.

The main goal of this book is to elaborate a consensus between
computational properties provided by data structures and phenomenological
properties of the technology-driven nano and molecular devices. For example,
for a given biomolecular phenomenon, its representation in terms of processing
must be understood by specialists from related fields and efficiently applied in
computing structure design. This book has been written with these objectives
in mind.

This book contributes to design of computing structures with a focus on
sound contemporary technologies and devices. It is up to date, comprehensive,
and pragmatic in its approach. The book aims to provide balanced coverage of
concepts, techniques, and practices. We found that five topics were essentially
useful in our interdisciplinary studies:
Topic 1: Switch-based computing devices and molecular switches;

Topic 2: Multivalued data structures;

Topic 3: 3D computing structures and 3D molecular topologies;

Topic 4: Design for testability and imperfection of molecular structures; and

Topic 5: Natural computing (Figure 0.2).

The design cycle from task formulation to molecular-based implementation
includes several phases, which are covered in the book’s chapters. We start
from a brief overview of the known computing devices reported in Chapter
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2. The number systems, emphasizing binary arithmetic, are documented in
Chapters 3 and 4. The residue number system is introduced as well, as it
plays an essential role in many important applications such as encryption.
Chapter 5 is a brief introduction to graphical data structures, which are useful
computational models. The computational arithmetic must be embedded
into the effects, phenomena, and transitions observed and exhibited by nano
and molecular devices. The simplest computing devices are switches, and
a trivial question is how computations can be mapped using the computing
structures in which the operational nodes are implemented using switches
covered in Chapters 6–10, 12, and 13. We introduced the theoretical base
of various data structures in Chapter 6, their properties in Chapter 7,
and techniques for their manipulation, optimization, and implementation
in Chapters 8–10. This includes the polynomial forms of logic function,
which are of the particular interest due to design tractability, simplicity and
soundness as reported in Chapter 9. Polynomial forms are useful in many
computational tasks and can be considered as appropriate candidates at the
device-level implementation. Chapters 11–14 address the design techniques for
the simplest logic networks, memory, and programmable devices. Molecular
structures (aggregated devices) provide new opportunities for computing
using multivalued logics. Techniques for representation and manipulation of
multivalued signals and their implementation in discrete devices are reported
in Chapter 11. The molecular devices are inherently 3D. We have proposed
to delegate computational properties of the logic design data structures into
3D structures, as covered in Chapters 15 and 16. The information–theoretic
measures and design aspects are given in Chapter 17. Chapters 18 and
19 report the testability problem. Natural computing based on various
computing paradigms from nature is introduced in Chapter 20.

NEW CONCEPTS IN MULTIDISCIPLINARY STUDY

This book emphasizes the basic principles of computational arithmetic and
computational structure design. Most of these principles are traditional in
discrete devices design. However, the following key features distinguish this
book from other known approaches in design and can be characterized as a
major contribution:
� New design concepts and sound high-performance paradigms for

data/signal processing and computing in 3D

� Extension of classical computing paradigms toward a 3D computing
structures

� Reserving a central role for data structures as a key to applications; the
relationships between various data structures and their manipulation
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through design represent the most important aspect in the design of a
new generation of computing devices

� Fundamentals of the intermediate data structures; these data structures are
the bridge between physical and chemical phenomena and techniques for
computing structure design

� Techniques for natural computing, such as evolutionary strategy for
arbitrary logic network design, and neural computing for the elementary
switching functions

This book is dedicated to the memory of Claude Shannon. Claude Elwood
Shannon’s inventive genius, probably more than that of any other single
person, has altered humankind’s understanding of communication and digital
systems. He was born in Petoskey, Michigan, in 1916. At age of 20 he
graduated with degrees in mathematics and electrical engineering from the
University of Michigan. During the summer of 1937, Shannon obtained an
internship at Bell Laboratories, and returned to MIT to work on a Master’s
thesis “An Algebra for Theoretical Genetics.” He graduated in 1940 with his
Ph.D. in mathematics and S.M. degree in electrical engineering. Shannon’s
Master’s thesis won him the Nobel Prize, along with fame and renown. His
thesis has often been described as the greatest Master’s thesis of all time.
In his spare time, Shannon developed the chess machine and remote control
mechanical mouse, the first to do so.

Shannon was the first to notice that the work of professor George Boole,
done a century earlier, yielded the necessary mathematical framework for
analyzing switching networks. He demonstrated that any logical statement
could be implemented physically as a network of switches. Shannon’s
revolutionary paper on information theory still dominates the area of
communication theory. It is likely that techniques based on Shannon’s
information theory will become some of the main design tools for nanosystems,
computing systems for the age of nanotechnology.

Vlad P. Shmerko

Svetlana N. Yanushkevich

Sergey Edward Lyshevski

Calgary, Canada
Rochester, New York
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Introduction

This book is aimed at introducing the reader to emerging computing based
on various chemical, biochemical, and physical phenomena.

The main goal of this book is to elaborate a consensus
between computational properties provided by data structures
and phenomenological properties of the technology-driven nano
devices:

Data

structures︸ ︷︷ ︸
Computational properties

Consensus←→ Chemical and physical

phenomena

︸ ︷︷ ︸
Computational properties︸ ︷︷ ︸

Nanoscale computing device

Though one may envision a departure from matured microelectronics,
this may take a while due to limited compelling needs, infrastructure
expenditure, necessity constraints, and the overall ability of microelectronics
to fulfill the current and near-future needs. There is a compelling need to
comprehend and examine data processing by molecular hardware from the
interdisciplinary point of view in the basic sciences, engineering, technology,
and medicine. Among various immense tasks, the authors focus mainly on
theoretical computer science and engineering, examining how to accomplish
data processing and computing in the envisioned molecular platforms.

1.1 Computational paradigms for nanocomputing
structures

Nanocomputing, or computing by nano and/or molecular structures
(primitives), adheres to the fundamental principles of logic design of discrete
devices and various molecular phenomena. While these principles, being
related to data processing, may be similar to the existing ones, the
computing techniques should be refined, revisited or redefined to fit the

1



2 Computer Arithmetics for Nanoelectronics

technology requirements, device fundamentals, and system solutions. These
problems can be addressed by applying contemporary logic design techniques
to the design of computing structures. The computing paradigms and
implementation principles define the form of computing structures, which
embody the principles in the spatial and time solutions. This book provides a
systematic view of the fundamentals of nano scale computing and introduces
novel computing structures that satisfy the requirements of processing in
three-dimensional (3D) space. Some particular cases of embodiment of
contemporary design paradigms for discrete devices into nanocomputing
structures are listed in Table 1.1.

Switch is the simplest computing device both in microelectronics and
molecular (nano) technology. The simplest switch operates with one
bit of information. For example, a switch can operate in two states,
ON and OFF (connected–disconnected, open–closed, etc.). The other
type of switch can direct a bit to one of two possible outputs (1-input
2-output switch). The switch is the basic element of implementation
models in switching algebra.

Logic networks. These are the fundamental computing structures in logic
design. Computing paradigm and design techniques of logic networks
can be adopted from contemporary logic design of discrete systems, for
example, two-level and multilevel logic network design and optimization.
The elementary Boolean functions, such as AND, NAND, OR, NOR,
and EXOR gate, can be computed using molecular switches. An
arbitrary Boolean function can be computed by a logic network using
the universal set (library) of logic gates.

Threshold networks. Logic networks that are designed using threshold
gates are called threshold networks . An arbitrary Boolean function can
be computed on a network of threshold gates. For example, two-input
AND, OR, NOR, and NAND Boolean functions can be generated by
a single threshold gate. Control over the type of Boolean function is
exercised by the thresholds and weights.

Memory devices. Data storing can be accomplished by utilizing various
phenomena exhibited, such as stable states, bistable states, m-stable
states, and binding/unbinding. The implementation and utilization of
these phenomena should be based on device physics applicable at the
system level (logic networks, molecular aggregates, etc.).

Reprogrammable devices. These have provided significant performance
improvements for many applications. FPGA (field programmable gate
array)–based custom-computing systems can achieve high performance,
providing near application-specific performance in an application-
generic system. The simplest implementation of the field programmable
method is a programmable logic device (PLD). PLDs are used
primary for the two-level (sum-of-products) implementations of Boolean
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TABLE 1.1

Nanocomputing structures adopt the computing paradigms, techniques,
and data structures of contemporary computing

Contemporary Transferring Nano scale
computing computing

Switch =⇒ Molecular switch

Logic networks =⇒
Logic networks over the
library of molecular
primitives

Threshold networks =⇒
Logic networks over the
library of molecular
threshold gates

Memory devices =⇒ Molecular memory devices

Reprogrammable logic arrays =⇒ Crossbar-based computing
arrays

Massive parallel computing =⇒ Self-assembled molecular
arrays

Self-reproducing automata =⇒ Biomolecular self-assembly

Systolic arrays =⇒
Systolic arrays over the
library of molecular
primitives

Stochastic computing =⇒ Stochastic molecular
computing

Fault-tolerant computing =⇒ Molecular fault-tolerant
computing

Neural networks =⇒ Neuromorphic computing

Data structure =⇒ Data structures for molecular
computing
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functions. PLDs have simple routing structures with predictable delay.
PLDs and FPGAs are completely prefabricated devices. However,
FPGAs are optimized for multilevel logic networks. This allows them
to handle much more complex logic networks.

Example 1.1 The most noticable feature of multi-FPGA
systems is in the topology chosen to interconnect
the blocks or chips. The most common topologies
are mesh and crossbar topology. In a mesh,
the chips in the system are connected to form a
nearest neighbor pattern. This topology has the
advantages of local interconnections, as well as
expendability including to 3D, since meshes can be
grown by adding resources to the edges of the array.
Techniques of linear arrays, which are essentially
1D meshes, are common in contemporary design.
Crossbar topologies separate the elements in the
system into logic-bearing and routing-only chips.
These crossbar topologies are not expendable.
Another topology, which combines the expendablity
of meshes and the simple routing of crossbars, is
known as hierarchical crossbars.

FPGA-like architectures can take advantage of architectural features
from other computation domains and technology requirements, such
as systolic arrays and digital signal processing, to provide a better
resource structure than standard commercial general-purpose FPGA
architectures.

Reconfiguration. The basic idea of reconfiguration is that the capability
exists within a system to modify functionality after manufacturing.
Reconfiguration is a widely recognized defect-and-fault-management
technique in conventional design.

Example 1.2 Examples of the reconfiguration are as follows:
(a) ability to deactivate computing module within a
module upon error diagnosis, (b) ability to switch
to spare bits for single-cell failures in memory
devices, and (c) bipass a memory device.

Let us assume that a failure has been detected in a computing device.
The failed unit must be bipassed, and a redundant resource must be
activated and wired in. This is the key idea of fault avoidance through
reconfiguration and redundancy.
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Reconfiguration is often considered in conjunction with redundancy and
self-assembling, and has been explored as a defect and fault mitigation
approach for molecular-scale computing. the Reconfiguration can be
obtained using so-called polymorphic principle of the computation.
Polymorphic logic networks are those with multiple superimposed
functionality; the output functions change due to changes in the
operational point of the components.

Example 1.3 Consider the polymorphic logic gates. Given
the controlled supply voltages V1 and V2, the gate
computes an AND and OR function on these
voltages, respectively.

Cellular arrays. The development process of biological organisms exploits
essentially two mechanisms: (a) cellular differentiation (a cell copies its
genetic material and splits into two identical cells), and (b) cellular
division (the function a cell has to realize). In 1948, John Von
Neumann introduced the model of self-reproduction. This model is
known as a cellular automata. Self-reproduction is a prerequisite for
any independent evolutionary process. A cellular automata is a finite or
infinite network of identical deterministic finite state automata such that
each cell has the same (finite) number and order of neighbors. Hence, a
cellular automaton is a spatially distributed model of cells. The state of
a cell at time t+1 depends on its own state and the states of neighboring
cells at time t.

Cellular arrays are intrinsically parallel computing structures consisting
of a regular latticework of identical logic elements (cells) that compute
in lockstep while exchanging data with nearly cells. The properties
of local computability, parallelism, and short-cascade chains make the
performance of specific processing, such as matrix multiplication and
vector operations, much higher. This is because the total length of
interconnections from the inputs to the outputs decreases. Examples of
cellular arrays are crossbar-based and self-assembled computing arrays.

(a) Crossbar-based computing arrays are based on the computing
paradigm that a grid of the connected and addressable switches,
sandwiched between the wires, have the property of storing and
manipulation of data. Crossbar computing arrays are the computing
paradigms that utilize a grid of the connected and addressable switches.
These interfaced switches must ensure the specified functionality and
capabilities from both device and circuitry prospectives.

Example 1.4 OR, AND, and other elementary Boolean
functions can be computed by the grid structure.
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This paradigm is attractive in realizing logic networks that implement
memory and logic functions. The addressable molecular switches are set
or reset by on–off switching, electrochemomechanical transitions, etc.

(b) Self-assembled computing arrays utilize and typify self-assembly,
recognition, and other phenomena and mechanisms exhibited by
biomolecules in living systems. There are no analog of this concept
in microelectronics.

Biologically inspired computing is defined as a paradigm that typifies
comprehended biological analogous of computing. Examples of
biologically inspired computing are artificial neural networks and
evolutionary computing.

(a) Artificial neural networks are an attempt to utilize natural-
centric computing (with just moderate success to date) by implementing
parallel processing capabilities and networked structures. The methods
of contemporary logic design such as data structures design, their
optimization, computer array structures, and others typify, to some
extent, natural processing.

(b) Evolutionary computing centers on search and optimization, which
are observed in living systems. Evolutionary algorithms have been
used extensively in evolvable hardware [44]. Evolutionary algorithms
have been shown to perform well in exploring large and complex design
spaces, including logic network design.

Systolic arrays are special class of cellular arrays, that are based on the
parallel-pipelined paradigm of computing. They are suitable for efficient
computing if the parallel input/output is compatible with other devices
in the system. Linear systolic arrays are a particular class of systolic
arrays [47]. They do not require specific input/output interfaces when
implemented as modules in computing systems. An arbitrary Boolean
function can be computed on a linear systolic array.

Stochastic (probabilistic) computing is a fundamental concept in both
contemporary design and nanocomputing. Envisioned nanotechnology-
and molecular-based devices are expected to exhibit deterministic and
stochastic electrochemomechanical phenomena that should be utilized to
implement logic and memory functions. Stochastic computing promises
to achieve fault tolerance by employing statistical principles in which
deterministic logic signals are replaced with random variables.

Fault-tolerant computing can be based on various classical approaches.
These developments can be applied for nanocomputing since the failure
rate of nanodevices is expected to be high. For example, molecular
devices are expected to have a high probability of failure due to
synthesis (technological) complexity, uncertainties, nonideal processing
functionality, varying characteristics, etc. There are many techniques in
discrete devices design that can be useful in nanocomputing, including
masking logic, and noise-tolerant and failure-immune concepts. Error
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correction codes and alternative number systems can be also used in the
networked logic gates.

Neuromorphic networks are artificial neural networks that could be
viewed to be biologically inspired or natural-centric ensure computing
and memory storage. Neuromorphic networks utilize the principles of
distributed computing, and the familiar examples of these models are
the Hopfield network and the Boltzmann machine. At the gate level, this
approach addresses artificial neural networks and is known as recursive
stochastic models. They are based on the property of relaxation, that
is, the ability to relax into a stable state in the absence of external
excitations. Relaxation is referred to as the embedding of a correct
solution into a network of logic nanocells called artificial neurons. There
are no defined inputs and outputs in neuromorphic networks because
they are distributed within the computing structure. Neuromorphic
networks satisfy the criterion of fault-tolerant computing structures.
One common model of neural networks is the feedforward network in
which the processing unit is a linear threshold gate. A linear threshold
gate computes an elementary Boolean function. It is wellknown that
threshold gates are more computationally powerful than AND, OR, and
NOT logic gates. Such a feedforward network can compute an arbitrary
Boolean function.

Example 1.5 The Hopfield networks can be used for modeling
logic gates [9, 28]. Such a network is characterized
by an energy function that has global minima only
at the neuron states consistent with the truth table
of the modeling gate. All other neuron states have
higher energy. The energy function is uniquely
specified by the weights and the thresholds of the
neurons.

Data structures provide various forms of representation of Boolean
functions (algebraic, tabulated, and graphical forms). The theoretical
base of data structures is Boolean and multivalued algebras. The special
type of data structure, being used for the interpretation of molecular and
physical phenomena, is called intermediate data. It is defined as logic
primitives, which exhibit specified features of the molecular phenomenon
and computing paradigm applying an appropriate encoding. Using
specific assembling/interfacing/aggregating rules, logic primitives can be
assembled into logic gates. The set of these gates (elementary Boolean
functions) must be universal, that is, an arbitrary Boolean function
can be computed using these specified library of gates. The role of
intermediate data structures can be illustrated by the following scheme:
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Phenomenon
Encoding−→ Logic

primitives

︸ ︷︷ ︸
Intermediate data structure

Encoding−→ Logic

gates

︸ ︷︷ ︸
Logic design︸ ︷︷ ︸

Techniques of data structure manipulation

In this scheme, the encoding procedure plays a key role: all data must
be specified via the assignments of the input and output variables, in
particular, logical values 0s or 1s.

Example 1.6 Using the symbolic quaternary alphabet A =
{A, B, C, D}, the intermediate data structure
can be encoded (a) by the elements of this
alphabet, (b) by specific orders of these elements
in strings, and (c) by the operations with elements
and strings, such as insertion, concatenation,
deletion, and appending. These encoding schemes
specify the set (library) of logic primitives and
interactions between them. Such intermediate data
structures are used in DNA computing (data are
encoded by A, C, G, and T) and in quantum dot
computing (data are encoding by dots).

The analysis of Table 1.1 shows that the computing paradigms of
contemporary discrete devices play an essential role in the development
of novel computing structures based on technological advances of
nanotechnology, molecular processing, and molecular (nano) electronics. This
book addresses some major problems listed in Table 1.1.

1.2 Biological inspiration for computing

Processing principles of natural information are partially comprehended. The
studies of natural data processing demonstrate that it is entirely different from
the von Neumann computing paradigm.

1.2.1 Artificial neural networks

The human nervous system consists of small units called neurons. These
neurons, when connected in tandem, form a nerve fiber. A biological neural
net is a distributed collection of these nerve fibers. A neuron receives electrical
signals from its neighboring neurons, processes those signals, and generates
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signals for other neighboring neurons attached to it. The operation of a
biological neuron, which decides the nature of its output signal as a function
of its input signals, is not clearly known to date. However, most biologists are
of the opinion that a neuron, after receiving signals, estimates the weighted
average of the input signals and limits the resulting amplitude of the processed
signal by a nonlinear function.

Artificial neural networks, to some extent, can be considered to be a
biology-inspired computational concept, that implements natural-centric data
processing. The cell body in an artificial neural net is modeled by a linear
activation function.

Example 1.7 The number of neurons in the human brain is
estimated to be 100 billions; mice and rats have 100
millions neurons, while honeybees and ants have 1
million neurons.

Artificial neural networks can be designed and modeled to implement
massively parallel architectures. A neural network is a network of nodes and
links. The nodes are elementary computing units that could typify to some
extent neurons assuming a conventional action potential premise. Each node
has an activation level that corresponds to a neuron’s rate of firing, while each
link has a numeric weight that corresponds to the strength of a synapse. Such
networks can be trained to recognize patterns and compute functions.

Neural networks seem to be attractive for nanoelectronics due to intrinsic
fault tolerance. The degree of fault tolerance of neural network can be
evaluated using the degree of its redundancy.

Example 1.8 The human retina has 125 million rod cells and 6
million cone cells. An enormous data, among other
tasks, is processed by the visual system and the brain in
real-time. Real-time 3D image processing, ordinarily
accomplished even by primitive vertebrates and insects
that consume less than 1 μW energy to perform
information processing, cannot be performed even
by envisioned processors with trillions of transistors,
device switching speed 1 THz, circuit speed 10 GHz,
device switching energy 1 × 10−16 J , writing energy
1 × 10−16 J/bit, and read time 10 nsec.



10 Computer Arithmetics for Nanoelectronics

Example 1.9 The information from the visual system, sensors
and actuators is transmitted and processed within
the nanoseconds range requiring μW of power.
Performing enormous information processing tasks
with immense performance, which are far beyond
foreseen capabilities of envisioned parallel processors
(which perform signal/data processing), the human
brain consumes only 20 W. Only some of this power
is required to accomplish information and signal/data
processing.

1.2.2 Evolutionary algorithms and evolvable hardware

Biological development is an example of a stunning mechanism that allows
robust generation of complex organisms from a linear building plan, the DNA.
Evolutionary algorithms are population-based stochastic search algorithms.

The evolution paradigm includes genetic algorithms, evolution strategies,
evolutionary programming, and genetic programming. As an example of
evolution paradigm, in this book, genetic algorithms are used for logic network
design.

A genetic algorithm is an iterative procedure that consists of a finite-size
population of individuals; each individual is represented by a string of symbols
called the genome; a possible solution in a given problem space or search space
is encoded in the genome. The algorithm sets out with an initial population
of individuals that is generated at random. The individuals in the current
population are decoded and evaluated according to an appropriate quality
criterion called the fitness function. A new population is generated in the
next generation. In this population, the individuals are selected according to
their fitness and are transformed via genetically inspired operators, such as
crossover and mutation. After some iterations, the genetic algorithm may
find an acceptable solution.

Evolvable hardware is the application of evolutionary algorithms to the
creation of electronic circuits. In evolutionary logic design, gate-level primitive
components (gates, flip-flops, etc.) or graph-based abstraction are used to
generate logic networks.

Example 1.10 It was shown in many studies that various logic
networks using FPGA of the configuration 10×10 cells
can be created by a genetic algorithm with a population
of size 50 and each string of size 2000 bits.
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1.2.3 Self-assembly

Molecular recognition, complementarity, and aggregation are well-established
and sound principles. Molecular recognition implies the specific interaction
between two or more molecules by means noncovalent (hydrogen bonding,
metal coordination, hydrophobic forces, van der Waals forces, pi-pi
interactions, electrostatic forces, etc.), and covalent bonds. For example,
molecular recognition and molecular complementarity, exhibited by DNA,
amino acids, and other biomolecules, can be significantly expanded utilizing
organic and inorganic molecules. Stereochemistry studies the spatial
arrangement of atoms, molecules, and molecular aggregates.

Most solid substances are crystalline in nature. Sometimes the particles
of a sample of solid substance are themselves single crystals. Every crystal
consists of atoms arranged in a 3D pattern that repeats itself regularly. The
unit of this structure is the unit cell. For example, the unit cell of a cubic
crystal is a cube. Crystals of many substances contain discrete groups of
atoms, which are called molecules. The forces acting between atoms within
a molecule are much stronger than those acting between molecules. At a low
temperature, the molecules in a crystal lie rather quietly in their places. As
the temperature increases, the molecules become more and more agitated. A
molecule on the surface of the crystal is held to the crystal by the forces of
attraction that its neighboring molecules exert on it. Forces of this kind are
called van der Waals attractive forces.

Grouping means that larger objects are assembled out of smaller ones
serving as their parts. It includes various procedures, such as clustering,
class formation, and construction of strings. Typical example of grouping in
biology is given below.

Example 1.11 Cells form functional aggregated assemblies, which
exhibit superior performance and capabilities.
Living systems can be studied applying bottom-
up hierarchies and top-down taxonomies.

Specifically, many structural features of molecules and crystals that can
be used in their interpretation in terms of computation are governed by
symmetry and grouping. Symmetry operations, which leave one point in the
space fixed, are called point symmetry operations. Point symmetry operations
are rotations around an axis, reflection across a plane, and inversion through
a point. The stacking of atoms or molecules side by side to build a crystal
results in translation or lattice symmetry. The crystal lattice is the array of
points at the corners of all of the unit cells in the crystal. The 3D array of
symmetry elements itself is known as a space group.
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Example 1.12 Crystal growing is characterized by the grouping of
molecules during solidification. A single crystal
is the result of clusters gathered around a local
center of crystallization. Crystals form their group
hierarchies during crystal growth.

An aggregation or assembly is formed an entity out of its parts. Each of the
parts can also be obtained as a part of aggregation. Self-assembly is defined as
the process by which an organized structure can be formed spontaneously from
simple parts (molecules or various nanosize objects). It describes the assembly
of natural structures such as crystals, DNA helices, and microtubules. The
organization process is made into a desired structure via physical, chemical,
or biochemical interactive processes involving, for example, electrostatic and
surface forces. All these processes are very selective and reject defects so that
the resulting structure is characterized by a high degree of perfection. Self-
organization techniques are similar to the process of development of biological
organisms.

Repeated duplication of a group of atoms by a screw axis produces a pattern
called a helix. If the atoms are joined by chemical bonds in a continuous
chain from one group to the next, the result is a helical molecule that
extends the length of the crystal. It is possible to construct helical molecules
by a symmetry operation similar to a screw axis, except that the angle of
rotation from one group to the next is not an integral fraction of 360◦. Some
molecules of great biological importance have helical symmetry of this type,
in particular, the α-helix of proteins and the helical backbone of the DNA
molecule. Properties of helical symmetry can be encoded and interpreted in
terms of computing Boolean functions.

The second law of thermodynamic states that in an isolated system, entropy
can only decrease, not increase. Such system evolve to their state of maximum
entropy, or thermodynamic equilibrium. The thermodynamic concept of
entropy as the dissipation of heat is not very useful for computing systems.
Shannon entropy is applicable to any system for which a state space can be
defined. It expresses the degree of uncertainty about the state s of the system
in terms of the probability distribution P (s). In terms of Shannon entropy,
the second law of thermodynamic can be expressed as “every system tends to
its most probable state” [6]. At a molecular level, molecules are distributed
homogeneously, and the most probable state of an isolated system is that of
maximum entropy or thermodynamic equilibrium.

In molecular (nano) electronics, self-assembly is defined as a method of
fabrication of the molecular computing structures that relies on chemicals,
forming larger structures without centralized or external control. This is
the spontaneous organization of molecules under thermodynamic equilibrium
conditions into a structurally well-defined and rather stable arrangement. Self-
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assembly in this system is associated with bottom-up design.
The key engineering principle for molecular self-assembly is to design

molecular building blocks that are able to undergo spontaneous stepwise
interactions. In this design, the instructions are incorporated into the
structural framework of each molecular component. The running of these
instructions is based on the specific interaction patterns, environment, and
the intermediate stages of the assembly.

One of the main issues encountered in logic design based on self-assembling
paradigm is the ability to match the components (logic primitives) into
combinations that result in the correct output of logic network. The
complementary molecular primitives (CMprimitives) are defined as a set of
simplest molecular structures. Each molecular primitive can be interpreted in
terms of switches, the simplest computing operation. Molecular primitive
are used for designing the molecular logic gates. Various subsets of the
molecular primitive can be derived from the CMprimitives. These subsets form
various libraries for design molecular logic gates often called multiterminal
and multifunctional molecular devices utilizing various molecules (aromatic,
cyclic, and other), polypeptides, and side groups.

Example 1.13 Multiterminal solid molecular devices can be
engineered as cyclic molecules arranged from atoms
ensuring functionality. These devices includes
switches (two-terminal device), two-input logic gates
(three-terminal devices), three-input logic gates (four-
terminal devices), and various multiple-input multiple-
output computing networks.

Logic design using the molecular primitives is based on self-assembling and
results in random or partially-ordered computing networks. The controllable
self-assembling and robust binding/pairing can be implemented using, for
example, the templates. Fractal assemblies that can be interpreted in terms of
Boolean functions carry the information about these functions by the labeled
topological structures. These fractals are acceptable as templates.

Example 1.14 An example of a structure that can be constructed using
algorithmic self-assembly is a Sierpinski triangle.
This structure is also known as a Sierpinski gasket,
which is a kind of fractal structure. A Sierpinski gasket
is the Pascal triangle modulo two, i.e., the EXOR
operation is used instead of arithmetic addition while
forming the Pascal triangle. There are (4n + 2n)/2
elements in total in Pascal triangle.

Fractal-like templates are useful for systematic design for molecular systems
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with logic processing capabilities. Methods of computer aided design (CAD)
are classified into those for logic design based on logic primitives and those
for designing molecular reactions.

1.3 Molecular computing devices

Synthetic chemistry allows one to synthesize a wide range of complex
molecules from atoms linked by covalent bonds. Utilizing noncovalent and
covalent intermolecular interactions, as well as precisely controlling spatial
(structural) and temporal (dynamic) features, supramolecular chemistry
provides methods to synthesize even more complex atomic aggregates.

Example 1.15 The effective cell size of the envisioned microelectronic
devices is projected to be 500 × 500 nm by the year
2025. Each of these devices will consist of billions of
molecules. In contrast, molecular devices are expected
to be synthesized from a couple of atoms or molecules.

Molecular computing devices are comprised of

� Organic molecules
� Inorganic molecules
� Biomolecules

Molecular (nano) electronics focuses on fundamental/applied/experimental
research and technology developments in the devising and implementation of
novel, high-performance, enhanced-functionality, atomic/molecular devices,
modules, and platforms (systems), as well as high-yield bottom-up fabrication.
Molecular electronics centers on:

� Discovery of novel devices that are based on the new device physics
� Utilization of the exhibited unique phenomena, effects, and capabilities
� Devising of enabling topologies, organizations, and architectures
� Bottom-up, high-yield fabrication technologies

At the device level, the key differences between molecular and
microelectronic devices are as follows:

The key differences between molecular and microelectronic devices

� Device physics and phenomena exhibited and utilized
� Performance, capabilities, and functionality achieved
� Topologies and organizations attained
� Fabrication processes, synthesis methods, and technologies used
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The difference between microelectronic and molecular computing devices
can be specified as follows. In microelectronic computing devices, individual
molecules and atoms do not depict the overall device physics and do not
define the device characteristics. In molecular computing devices, individual
molecules and atoms explicitly define the overall device physics depicting the
device performance, functionality, capabilities, and topologies.

There are fundamental differences at the system level. In particular,
molecular electronics lead to novel organizations, advanced architectures,
and the need for technology-centric, super-large-scale integration, novel
interconnect, and interfacing. However, advanced techniques of logic design
are the basis of the molecular electronics (Table 1.1).

Example 1.16 In [42], a molecular computing structure called
nanocell have been introduced. A nanonocell is
a 2D network of self-assembled molecules that act
as reprogrammable switches. An array of nanocells
implement the concept of the FPGA; the nanocells can
be programmed and reprogrammed after fabrication to
perform a specific functions. Genetic algorithm can
be used for designing the logic network of molecular
switches in nanocells.

Interconnect and interfacing

The characteristics of nano scale devices include, in particular, unreliable
device performance, transfer function, interconnect limitations (the inability
to provide global interconnections), thermal power generation, and regularity
of layout. Nanoscale devices need to be interconnected locally and patterned
into 2D or 3D arrays of cells of various topologies.

Quantum cellular automata architecture (QCA) is a typical example of a
regular and locally interconnected array of cells interacting with its neighbors,
but there are no wires in the signal paths. In contrast to conventional silicon-
based designs, where information is transferred between devices by electrical
current, in QCA information is transferred by Coulomb interaction, which
passes the state of one cell to its neighbors.

Example 1.17 The wire in QCAs is a chain of quantum cells. The
QCA is characterized by the ability to cross wires in the
plane; different wires carrying different binary values
can cross each other at the same level without any
interferance or crosstalk.

In locally connected structures, the range of interaction and the connection
complexity of each cell are independent of the number of cells. Therefore,
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these structure are scalable and massively parallel. Acceptable characteristics
of reliability and robustness can be achieved by using special techniques. An
example is a 2D cellular nonlinear network (CNN), which is an array of neuron-
like cells [32, 39]. A cellular network can be mapped into a 3D topology [36].

Nanoscale design demand novel interconnect and interfacing solutions
that ensure aggregation and assembly of molecular processing primitives in
large-scale diverse modular modules. Molecular assemblies are comprised
of functionalized aggregated molecules. In leaving organisms, biomolecules
ultimately establish the biomolecular processing hardware. We focus on
the solid molecular devices. In solid-state microelectronic devices, individual
atoms and molecules have not been, and cannot be, utilized from the device
physics prospective. The scaling down of microelectronic devices results in
significant performance degradation due to quantum effects (interference,
inelastic scattering, vortices, resonance, etc.), discrete impurities, and other
features. In contrast, the molecular devices exhibit phenomena that can
be uniquely utilized, ensuring device functionality and guaranteeing superior
capabilities.

Organic synthesis is the collection of procedures for the preparation of
specific molecules and molecular aggregates. In planning the syntheses of
desired molecules, the precursors must be selected. One carries out the
retrosynthetic analysis as

Target molecule =⇒ Precursor,

where the open arrow =⇒ denotes “is made from.” Usually, more than one
synthetic step is required. For example,

Target molecule =⇒ Precursor 1=⇒ · · · =⇒ Precursor Z =⇒
Starting molecule

A linear synthesis, which is adequate for simple molecules, is a series of
sequential steps to be performed, resulting in synthetic intermediates. For
complex molecules, convergent or divergent synthesis is required. There
are different procedures for synthesis of intermediates. For new synthetic
intermediates, discovery, development, optimization, and implementation
steps are needed.

In multiterminal solid molecular device, distinct quantum phenomena could
be used to ensure the controlled characteristics. For example, quantum
interaction, quantum interference, quantum transition, vibration, Coulomb
effect, etc. The device physics, based on these and other phenomena
and effects (electron spin, photon-electron-associated transitions, etc.), must
be coherently complemented by the bottom-up synthesis of the molecular
aggregates, that exhibit those phenomena.
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Example 1.18 Distinct solid molecular devices have been proposed,
ranging from resistors to multiterminal devices [5,
10, 17, 26, 33, 40, 43]. These molecular devices are
comprised of organic, inorganic, and bio-molecules.
For example, Figure 1.1 shows, in particular, different
molecules that were functionalized in order to perform
acceptable characteristics for switching.
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FIGURE 1.1
Molecules as potential two-terminal molecular devices: (a): 1,4-phenyledithiol
molecule and functionalized 1,4-phenyledithiol molecule; (b): 1,4-pheny-
lenedimethanethiol molecule; (c): 9,10-bis((2′-para-mercaptophenyl)-ethinyl)-
anthracene molecule; (d): 1,4-bis((2′-para-mercaptophenyl)-ethinyl)-2-acetyl-
amino-5-nitro-benzene molecule (Example 1.18).

Various problems associated with the devising, engineering, and analysis
of functional molecular devices are reported in [26]. In order to depart
from the symmetric organic molecular devices, asymmetric multiterminal
carbon-centered molecular devices were proposed. These molecular devices
are comprised from B, N, O, P, S, I and other atoms. To ensure synthesis
feasibility and practicality, these molecular devices are engineered from
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cyclic molecules and their derivatives. The reported multiterminal molecules
ensure the desired asymmetry of the voltage-current characteristics, while the
saturation region or peaks-and-deeps should be examined.

By applying the voltage to the control terminal, one varies the potential,
regulates the charge and electromagnetic field, and varies the interactions,
as well as changes the tunneling affecting the electron transport. Hence, the
input-output characteristics can be controlled.

The aggregation and interconnect of input/control/output terminals can
be accomplished within the carbon framework. For example, (a) the electron
transport is predefined or significantly affected by Xi and side groups; (b)
atomic structures of side groups can exhibit transitions or interactions under
the external electromagnetic excitations and thermal gradient; (c) side groups
can be utilized as electron donating and electron withdrawing substituent
groups, as well as interacting or interconnect groups.

The functional molecular switches operate on one bit. This simplest
computing is associated with switching (from an OFF state to an ON state,
and vice versa), using stimuli such as voltage pulses. In multiterminal solid
molecular device, quantum effects could be used to ensure the controlled
voltage-current characteristics. Figure 1.2a shows the two-terminal molecular
devices of various complexity.

Three-terminal cyclic molecules are utilized as molecular devices. The
three-terminal molecular device is based on the quantum interaction and
controlled electron transport. The inputs signals VA and VB are supplied
to the input terminals, while the output signal is Vout. These molecular
AND and NAND gates are designed using cyclic molecules within the carbon
interconnecting framework. By applying the voltage to the control terminal,
one varies the potential, regulates the charge and electromagnetic field, varies
the interactions, as well as changes the tunneling affecting the electron
transport. Hence, the input-output characteristics can be controlled.

Example 1.19 Three-terminal molecular devices can perform Boolean
functions AND, NAND, OR, and NOR of two
variables (two-input) logic primitives (Figure 1.2).

Example 1.20 Molecular and biomolecular devices can operate with
the estimated transition energy 1 × 10−18 J , discrete
energy levels (ensuring multiple-valued logics and
memory) and femtosecond transition dynamics. These
guarantee exceptional device transition (switching)
speed, low losses, unique functionality, and other
features ensuring superior overall performance.

The term molecular electronics covers a broad range of topics, in particular,
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FIGURE 1.2
Molecular gates: AND, NAND, OR and NOR gates (Example 1.19).

molecular computing devices, device physics, and biophysics of biomolecular
devices. Molecular materials for electronics deal with films or crystals that
contain many trillions of molecules per functional unit. Molecular-scale
electronics deal with one to few thousand molecules per device.

Molecular electronics involves the search for single molecules or small groups
of molecules that can be used as the fundamental units for computing. The
goal is to use these molecules to have specific properties and behaviors.
Molecular devices for computing Boolean functions consist of (a) molecular
terminals, and (b) molecular wires, which are materialized by means of
interconnection phenomena.

Cross-talking

The computing units in molecular devices use different input signals; to
assemble them into computing devices and systems of higher complexity, the
standardization of the input/output signals are required. Most of the chemical
reactions are of low specificity. That is, different reactions in one system may
cause interference. This problem is called cross-talking. Cross-talking between
the different reactions hinders assembling of chemical computing devices and
systems.
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Mixed silicon-based and molecular electronics

A hybrid between present silicon-based technology and technology based
purely on molecular switches and molecular wires is a more viable path toward
nano scale computing systems. A mixed paradigm presents opportunities for
more tightly integrated mixed systems that utilize the advantage of the strong
points of each technology.

Traditional digital logic design techniques can be used, and assemblies of
switches and logic gates can be constructed. The resulting logic networks
will operate in exactly the same manner as traditional silicon electronic-based
circuits.

1.4 Fault tolerance

The stochastic nature of biomolecular systems can lead to random variation
in the concentration of molecular species. Mutation or imperfect replication
can alter the inserted gene sequences, possibly disabling them or causing
them to operate in unforeseen ways. This type of computing is called
stochastic computing. Stochastic computing achieves fault tolerance by
employing statistical models in which deterministic logic signals are replaced
with random variables. In this model, correct output signals are calculated
with some probability. When a noise is accommodated, the Boolean function
is replaced with a random function. The applications of various models
for increasing the reliability of computing require small circuits or simple
logic elements. Hence, efficient assembly and interconnects are critical for
the implementation of stochastic models of computing. Conceptually, in
stochastic computing, the problem of suppressing unwanted random effects
is reformulated into the problem of efficient utilization of uncertainty.

The increase in complexity of the logic networks increases the probability of
faults. Any architecture built from large numbers of these devices will contain
a large number of defects, which fluctuate on time scale. The problem is to
develop a computing structure, that is dynamically defect tolerant. That is,
the problem is not only to test the correctness of logic networks but also
to design networks resistant to faulty components. Biological systems are
examples of complex fault-tolerant systems; these biological mechanisms can
be used in the development of novel self-test, self-repair, and self-replication
approaches. Self-replication means the capability of a machine to produce a
copy of itself.

Fault detection is the analysis of errors to determine which components are
faulty. Once the error is detected, the appropriate action must be taken. A
property, required in all fault-tolerant computing techniques is that of fault
isolation. Fault isolation aims to prevent a faulty unit from causing incorrect
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behavior in a nonfaulty unit.
As devices increase in complexity, defect, and contamination, control

becomes even more important since defect tolerance is very low. Nanoscale
devices will have a high probability of failure, that is, they are characterized
by a high and dynamic failure process. These failures can be occur both
during fabrication and at a steady rate after fabrication.

There are several approaches to deal with nanodevice failure rates: (a)
design for testability; in this approach, the design cycle of logic network is
considered under conditions of the testability in all design phases; (b) design
based on redundant logic; the key assumption of this approach is that the
redundance can be incorporated at various level of logic network over a set
of possible faults; and (c) design based on probabilistic computing paradigm;
the key idea of this approach is the adaptation to errors.

Assuming reliable computing in the presence of faults is called fault
tolerance. For example, approaches to reliable computing in networks with
faulty nodes and/or interconnects can utilize the error correction codes and
residual number systems. These approaches state that it is possible to correct
a class of faults if a library of reliable logic nanocells for implementing the
correction is available. Error-reduction/correction in biocomputing systems
becomes extremely important as the complexity of numerous connected
biochemical reactions increases. This is needed for scalability and fault
tolerance of the computing structures Self-repairing electronics are the areas
of fault-tolerant computing. Traditional approaches to preserve electronics
incorporate radiation shielding, insulation and redundancy at the expense of
power and weight. The self-adaptive system can autonomously recover the
lost functionality of a reconfigurable array.

Example 1.21 NASA uses various approaches to prevent radiation, and
extreme-temperature, hardened electronics, required by
space missions to survive the harsh environments beyond
Earth’s atmosphere [21]. The self-adaptive systems
are operating in extreme temperatures (from 120◦C
down to −180◦C). The reasonable implementation of
a self-adaptive principle is based on FPGAs. Another
approach, called tuning reconfigurable electronics, is
related to an inexpensive, navigation grade, miniaturized
inertial measurement units, which surpass the current
state-of-the art technology in performance, compactness
(both size and mass), and power efficiency. This
approach used by all NASA missions. The self-tuning
techniques for reconfigurable micro-electro-mechanical
systems (MEMS) gyroscopes based on evolutionary
computation.
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Example 1.22 Fault tolerant computing array are often based on
the principle of reconfiguration. This principle is
implemented by integration of redundant cells. Fault
cells and their locations are detected, and the computer
structure reconfigures around these faulty cells.

The drawback of this approach is that the reliability of fault detection logic
must be guaranteed.

1.5 Computing in 3D

It has been justified in a number of papers that 3D topologies of computer
elements are optimal, physically realistic models for scalable computers. In the
contemporary logic network design, the use of the third dimension is motivated
by decreasing the interconnect topology. The third dimension is thought of
as layering. For example, in chips, networks are typically assembled from
layers, where logic cells occupy the bottom layers and their interconnections
are routed in upper metal layers.

Example 1.23 A widely accepted 2D placement model for
conventional microelectronics is a square grid with
all logic network elements of unit square size with
their input/output connections in the center. Network
elements are then placed, in checkerboard fasion onto
the grid. The logic network to be put in place is
represented by a hypergraph, where network elemebts
form the set of nodes. The goodness of the placement
is measured by its total wire length. A 3D placement
of FPGA, for instance, provides a significant reduction
of wire-lengths.

In this book, the third dimension is considered not because of layers, but
as a dimension that relates to electrochemomechanical phenomena [46]. It
includes the space orientations and 3D relationship between molecules, as
the key factor for achieving the desired functional logical properties. This
is the motivation to search for adequate spatial computing models. A 3D
directly interconnected molecular electronics concept utilizes a direct device-
to-device aggregation based on molecular recognition, complementarity, and
aggregation.
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1.6 Multivalued processing

Multivalued algebra is a generalization of Boolean algebra, based upon a set
of m elements M = {0, 1, 2, . . . , m}, corresponding to multilevel signals and
the corresponding operations. Multivalued logic has been proposed as the
means to [7, 18, 19]

� Improve performance
� Increase the packing density of VLSI circuits
� Improve fault tolerance
� Reduce power and power dissipation
� Improve testability

In multivalued logic networks, more than two levels of a signal are
used. There are many motivated examples for considering the processing
of multilevel signals as biologically inspired processing.

Interconnections. One of the most promising approaches to solving the
interconnection problems is the use of multivalued logic. The number of
interconnections can be reduced with multilevel signal representation. The
reduced complexity of interconnections makes the chip area and delay much
smaller.

Packing density. The chip area can be evaluated using the interconnections.
The number of interconnections for the networks that use m-level logic
signals can be estimated as 1/ log2 m, compared with two-level (m = 2)
logic signals, 1/ log2 2. In the case of 2D topology, the reduction becomes
1/(log2 m)2 [18]. The total area of interconnections can be calculated using
the number of interconnections, topology of interconnections, and the length
of interconnections.

Pads. The number of bonding pads in a chip can be reduced by using
multilevel signals.

Testability can be improved because access to internal components of a logic
network is available using extra pads.

Performance can be improved because of the decrease of the total length
of interconnections and interconnections delay (the switching time of gates
is much less than interconnection delay). Special encoding methods, such as
radix-r signed-digit number system and residue symmetrical number system,
as well as parallel hardware algorithms using multivalued logic, enable local
computing. These are additional resources for increasing the performance.



24 Computer Arithmetics for Nanoelectronics

Power dissipation can be decreased because the dynamic power dissipation
is determined mainly by the interconnections.

Fault tolerance. Cross-talk noise is increased because of extremely small
distances between wires. Special encoding methods, using multivalued logic
enable reduction of cross-talk noise.

Sequential logic networks. Multivalued logic is the base for development
of the racing-free asynchronous sequential elements and networks.

Special encoding methods for local computing. In signed-digit
arithmetic, the carry propagation in arithmetic operations such as addition
and substraction is localized by one digit position; that is, massive parallelism
of the computation can be achieved. In the residue number system, addition
and multiplication are inherently carry-free; this number system is suitable
for massively parallel arithmetic operations. A signed-digit arithmetic
and residue number system can be implemented by binary logic networks.
However, multivalued logic provides them more efficiency compared with
binary logic.

In practice, multivalued logic networks are modeled by a multilevel encoding
of information.
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2

Computational Nanostructures

2.1 Introduction

In this chapter, the basic principles for design of a computational structure are
introduced. These principles, such as analysis and synthesis, assembling, top-
down and bottom-up methodology, design styles, simulation, and modeling,
can be adopted in nanodevices design, except for some particular cases
when underlying physical and chemical phenomena address nontraditional
approaches. This chapter also briefly introduces the computational models
such as switch-based computing and homogeneous structures that are the
focus of further chapters in this book.

The crucial point of computing nanostructure design is an approach that
provides the delegation of computing abilities from initial data structure to
the nanostructure. This approach is based on the specification of the form
of graphical data structures, such as decision trees and diagrams. These
data structures are characterized by computational properties that can be
embodied in various spatial structures specified by nanotechnology. This
chapter provides a brief introduction of this problem. Another aspect is that
hybrid technologies can be used in computing structure design. This aspect
requires using the unified approaches in design methodologies.

A discrete system is a combination of logic networks and discrete devices
that is assembled to accomplish a desired result, such as the computing
and transferring of data. Digital logic networks are used in all devices that
process information in digital form. Information can be defined as recorded
or communicated facts, or data. Information takes a variety of physical forms
when being stored, communicated, or manipulated. Information on the nature
of a physical phenomenon is conveyed by signals that assume a finite number
of discrete values, that is, it is expressed as a finite sequence of symbols. A
signal is defined as a function of one or more variables, and a system is defined
as an entity that manipulates one or more signals to accomplish a function,
thereby yielding new signals.

In this chapter, each signal is assumed to have only one of two values,
denoted by the symbols 0 and 1. If the signals are constrained to only two
values, the system is binary.

29
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2.2 Theoretical background

Boolean algebra was introduced by George Boole in 1854 and applied by C.
Shannon in 1938 to relay-contact networks, the first switching circuits. This
theory is called switching theory and has been used ever since in the design of
digital logic networks or logic circuits. Since then the technology has gone from
relay-contacts through diode gates, transistor gates, and integrated circuits,
to future nanotechnologies, and still Boolean algebra is its fundamental and
unchanging basis. Modern logic design includes methods and techniques
from various fields. In particular, digital signal processing is adopted in
logic design for efficient manipulation of data; communication theory solves
communication problems between computing components in logic networks;
artificial intelligence methods and techniques are used for optimization at logic
and physical levels of logic network design.

As far as predictable technologies are concerned, nontraditional computing
paradigms that are based on various physical and chemical phenomena are
studied. The assumed stochastic nature of many processes at nano scale
implies that random signals must be used instead of deterministic signals.
Random signals take on random values at any given moment in time and
must be modeled probabilistically, while deterministic signals can be modeled
as completely specified functions of time. The theoretical base of probabilistic
logic signals is called probabilistic logic.

A unit for computing an elementary Boolean function (such as an AND,
OR, NAND, NOR, EXOR, threshold function, or a special case of it, the
majority function) at nano scale is defined as a logic nanocell. The elementary
logic functions and arbitrary logic networks can be implemented by using
only threshold (neuron) cells. A switch is the simplest logic operation that
operates on a single bit. An arbitrary Boolean function (and, therefore, an
arbitrary logic network) can be implemented using, for example, only NAND
or only NOR nanocells, or only switches. If nanocells are affected by noise
that influences their dynamic and steady-state behavior, they are referred to
as probabilistic nanocells.

The classic computing paradigm implemented in most of today’s computers
is known as von Neumann architecture. In the computing paradigms based
on the principle of distributed processing, information is encoded into the
different components of a computing network. In fault-tolerant computing,
the effects of faults are mitigated, and correct computations are guaranteed
with a certain level of reliability. Redundancy is one of the fault-tolerant
techniques that can be used if additional resources are available. Redundancy
in distributed models cannot be achieved by integration of extra cell copies
over the appropriate permutation and decision profile, but only by sharing of
carriers of information between many components of the network. Assuming
reliable computing in the presence of faults is called fault-tolerance; for
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example, approaches to reliable computing in networks with faulty nodes
and/or interconnects, including error correction codes and residual number
systems. These approaches state that it is possible to correct a class of faults if
a library of reliable logic nanocells for implementing the correction is available.

2.3 Analysis and synthesis

The specification of a system is defined as a description of its function. The
implementation of a system refers to the construction of a system. The
analysis of a system has its objective to determine its specification from the
implementation:

Logic network −→ Specification︸ ︷︷ ︸
Analysis

Synthesis, or design, consists of obtaining an implementation that satisfies
the specification of the system:

Specification −→ Logic network︸ ︷︷ ︸
Synthesis

The central task in logic synthesis is to optimize the representation of a
logic function with respect to various criteria.

Complex systems are specified at various levels of detail. At each level,
the units of complexity are specified as components or a subsystem of the
components, and a basic element, or primitive is defined as a component that
has no internal structure.

A system can be examined at various levels of abstraction. Each such
level is called a design level (Figure 2.1a). The following design levels are
distinguished:

� The top design level is called the architectural or system level.
� The intermediate design level is called the logic level; this level is the

subject of the present book.
� The bottom design level is called the physical level; this level is concerned

with the details needed to manufacture or assemble the system.

At the physical level, a system is implemented by a complex interconnection
of simplest elements (primitives). Because of high complexity, it is impractical
to perform design and optimization at this level, motivating a move to the
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intermediate level of design. At the intermediate level, a modular structure
provides a reasonable simplification of design. Libraries of standard modules
significantly simplify the design of different systems. Assembling modules of
increasing complexity into higher hierarchical blocks is achieved at the system
level.
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FIGURE 2.1
Design hierarchy (a), top-down (b), and bottom-up (c) design strategies.

2.3.1 Design hierarchy

A hierarchical approach to digital system design aims at reducing the cost of
the design of a system, and improving the quality of the obtained solutions.
The hierarchical approach to design makes a large system more manageable
by reducing complexity and introducing a rational partitioning of the design
processes. They can be designed, tested, and manufactured separately. This
is the basis for standardization. The specified components can be mass
produced at relatively low cost. In the design process, these components
can be composed in standard libraries and reused with minor modifications.
This facilitates the reduction of overall design time and cost. The robustness
of the hierarchical approach provides many possibilities for avoiding design
errors, design corrections, and repairs after manufacture.

Any design process includes a design loop that provides the possibility to
carry out a redesign if errors are detected in simulation. This loop is repeated
until the simulation indicates a successful design.
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Example 2.1 The use of standard cells is a classical example of how
a restriction in the design space (a limited library of
constrained cells) makes it possible to use intellectual
and computational capabilities to find high-quality
acceptable solutions through synthesis.

2.3.2 Top-down design methodology

Design methodology is a system of ways of obtaining the implementation of
a specified design.

A design that evolves from a generalized or abstract point of view and
proceeds in steps to specific components is referred to as a top-down design
methodology (Figure 2.1b):

System

architecture︸ ︷︷ ︸
Specified

Partitioning−→
Subsystem

design

︸ ︷︷ ︸
Logic level

Design−→
Implemented

technology

︸ ︷︷ ︸
Physical level︸ ︷︷ ︸

T o p-d o w n d e s i g n s t r a t e g y

In this approach, the hierarchy tree is traversed from top to bottom. The
system architecture is specified at the highest level first. The disadvantage
of this approach is that no systematic procedure exists for optimization of
the final implementation; that is, optimization at one particular level does
not guarantee an optimal final solution. The success of the approach depends
mainly on the experience and professional skills of the designer.

Example 2.2 Given the architecture of a system, a designer may
begin to detail subsystems in terms of small black
boxes, each of which consists of an electronic circuit
developed by “circuit designers.” The designer has
to know, in particular, (a) the logical function of
each block, have a means be able of expressing those
functions, and (b) the logic function the interconnected
blocks provide.

The top-down approach is currently used in the silicon industry, wherein
small features such as transistors are etched into silicon using resisters and
light. This hierarchy starts at the highest level of abstraction, the architecture
level. Then it descends to the level of its component circuits, and finally to
the level of the component switch and interconnect devices.
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An example of an advanced top-down methodology is so-called platform-
based design. A platform is defined as a family of the designs and not a
single design. In this top-down process, the constraints that accompany the
specification are mapped into constraints on the components of the platform.

Most artificial intelligence techniques based upon the top-down design
paradigm are known as knowledge-based or expert systems.

2.3.3 Bottom-up design methodology

An alternative process to the top-down approach is a bottom-up design
methodology (Figure 2.1c):

Libraries

of primitives

︸ ︷︷ ︸
Specified

Synthesis−→
Subsystem

design

︸ ︷︷ ︸
Logic level

Synthesis−→
System

architecture︸ ︷︷ ︸
Highest level︸ ︷︷ ︸

B o t t o m-u p d e s i g n s t r a t e g y

This is the reverse of the top-down design process. One starts with specific
components in mind and proceeds by interconnecting these components into
a generalized system. In a bottom-up design approach, the components at
or near the lowest design level of the hierarchy tree are designed first. The
architecture of the entire system is not specified until the top of the tree
is reached. Unfortunately, in general, there is no systematic technique that
results in correct system specification.

Bottom-up systems and models are those in which the global behavior
emerges from the aggregative behavior of ensemble of relatively simple
elements acting solely on the basis of local information.

Example 2.3 Natural computing inspired or based on biology is more
rooted in bottom-up approaches. An example of
bottom-up design is artificial neural networks. Their
structure is not defined a priori; they are a result of
the network interactions with the environment. For
example, if the initial neural network has a single
neuron, and more neurons are can be added until
the network is capable of appropriately solving the
problem.

The bottom-up approach implies the construction of functionality into
small features, such as molecules, with the opportunity to have the molecules
further self-assemble into higher-ordered structural units such as transistors.
Bottom-up methodologies are quite natural in that all systems in nature are
constructed bottom-up.
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Example 2.4 Molecules with specific features assemble to form
higher-order structures such as lipid bilayers.

Molecular electronics proponents believe purposeful bottom-up design will
be more efficient than the top-down method.

Example 2.5 The device physics, based on quantum interaction,
quantum interference, quantum transition, vibration,
Coulomb effect, and other phenomena and effects
(electron spin, photon-electron-assisted transitions,
etc.), must be coherently complemented by the bottom-
up synthesis of the molecular aggregates that exhibit
those phenomena.

However, in practice, there are many specific-area application devices
and systems where top-down and bottom-up design methodologies can be
efficiently used separately or in various combinations. This provides the
possibility for designing simultaneously in several levels.

2.3.4 Design styles

In a general sense, the following design styles are distinguished:

Full custom design: This style provides freedom to the designer and is
characterized by great flexibility; however, this style is not acceptable
for the design of large systems.

Semi-custom design: Provides more possibilities for automation using, in
particular, standardization; such as a library of standard cells.

Mixed design styles: Often provide an acceptable reduction to the flexibility
of full-custom style, while opening up possibilities for the automation
and optimization of semi-custom style.

Gate-array design meets the requirements of fabrication and simplifies the
optimization problem; this style results in regular structures within the
chip, that is, connected cells that are placed on a chip in a regular way.

These design styles are adopted in various technologies.

2.3.5 Modeling and simulation

A unit for computing elementary logic (Boolean) functions (such as an AND,
OR, NAND, NOR, EXOR, threshold function, or the majority function) at
nano scale is defined as a logic nanocell. The elementary logic functions and
arbitrary logic networks can be implemented by using only threshold (neuron)
cells. A switch is the simplest logic operation that operates on a single bit.
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An arbitrary elementary logic function (and, therefore, an arbitrary logic
network) can be implemented using, for example, only NAND or only NOR
nanocells, or only switches. If nanocells are affected by noise that influence
the dynamic and steady-state behavior, they are referred to as probabilistic
nanocells.

The classic computing paradigm implemented in most of today’s computers
is known as von Neumann architecture. In the computing paradigms based
on the principle of distributed processing, information is encoded into the
different components of a computing network. In fault-tolerant computing
paradigms, the effects of faults are mitigated, and correct computations are
guaranteed with a certain level of reliability. Redundancy is one of the fault-
tolerant techniques that can be used if additional resources are available.
Redundancy in distributed models cannot be achieved by integration of extra
cell copies over the appropriate permutation and decision profile, but only by
sharing of carriers of information between many components of the network.
Assuming reliable computing in the presence of faults is called fault-tolerance,
which includes approaches to reliable computing in networks with faulty nodes
and/or interconnects, error correction codes, and residual number systems,
etc. These approaches state that it is possible to correct a class of faults if a
library of reliable logic nanocells for implementing the correction is available.

Recursive stochastic models are based on the property of relaxation that
is, an ability to relax into a stable state in the absence of external input.
Relaxation is referred to as the embedding of a correct solution into a network
of logic nanocells (neurons). In models based on stochastic pulse stream
encoding, information is encoded in the average pulse rate or primary statistics
of this stream.

The use of software simulation is an important part of any modern design
process. The primary uses of a simulator are to check a design for functional
correctness and to evaluate its performance. Simulators are key tools in
determining whether design goals have been met and whether redesign is
necessary.

2.4 Implementation technologies

The scaling of microelectronics down to nanoelectronics is the inevitable result
of technological evolution (Figure 2.2). The most general classification of the
trends in technology is based on grouping computers into generations. Using
this criterion, five generations of computers are distinguished (Table 2.1).
Each computer generation is 8 to 10 years in length.

The following can be compared against this scale:
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FIGURE 2.2
Progress from micro- to nanosize in computing devices.

TABLE 2.1

Computer generations are determined by the change in the dominant
technology

Generation Dates Technology

1 1950–1964 Vacuum tubes (zero-scale integration)

2 1965–1969 Transistors (small-scale integration)

3 1970–1979
Integrated circuits (medium-scale
integration)

4 1980–2004
Large, very large, ultra large-scale
integration

5 2005– Nanotechnology (giga-scale integration)

The scaling of microelectronics down to nanoelectronics

� The size of an atom is approximately 10−10 m. Atoms are composed of
subatomic particles; e.g., protons, neutrons and electrons. Protons and
neutrons form the nucleus, with a diameter of approximately 10−15 m.

� 2D molecular assembly (1 nm).

� 3D functional nanoICs topology with doped carbon molecules (2 × 2 × 2 nm).

� 3D nanobioICs (10 nm).

� E.coli bacteria (2 mm) and ants (5 mm) have complex and high-performance
integrated nanobiocircuitry.

� 1.5 × 1.5 cm 478-pin Intel� Pentium� processor with millions of transistors,

and Intel 4004 Microprocessor (made in 1971 with 2,250 transistors).

Binary states are encountered in many different physical forms in various
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technologies. The standard approach is to use the digit symbols 0 and 1
to represent the two possible values of binary quantity. These symbols are
referred to as bits.

Binary arithmetic has the following advantages:

(a) It can be implemented using on-off switches, the simplest binary devices.

(b) It provides for the simplest decision-making such as YES (1) and NO (0).

(c) Binary signals are more reliable than those formed by more than two
quantization levels.

Significant evolutionary progress has been achieved in microelectronics.
This progress (miniaturization, optimal design and technology enhancement)
has been achieved by scaling down microdevices, approaching 45 nm sizing
features for structures, while increasing the integration level (Figure 2.3).
Complementary metal-oxide semiconductor (CMOS) technology is being
enhanced, as nanolithography, advanced etching, enhanced deposition, novel
materials, and modified processes are all currently used to fabricate ICs.

Example 2.6 The channel length of metal-oxide-semiconductor field
effect transistors (MOSFETs) has decreased from

� 50 μm in 1960, to

� 1 μm in 1990, and to

� 130 nm in 2004, 65 nm in 2006, and 45 nm in
2007.

Example 2.7 The progress in miniaturization and integration can be
observed, for example, on Intel processors:

1971–1982: From Intel 4004 (1971, 2,250 transistors),
to Intel 286 (1982, 120,000 transistors),

1993–2007: From Pentium (1993, 3,100,000
transistors), to Pentium 4 (2000, 42,000,000
transistors), to ItaniumTM 2 processor (2002),
Pentium� M processor (2003) with hundreds of
millions of transistors, and Pentium Dual-Core
in 2007.

The increases in packing density of the circuitry are achieved by shrinking
the linewidths of the metal interconnects, by decreasing the size of other
features, and by producing thinner layers in the multilevel device structures.
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Evolution of technologies: levels of integration of chips.

Example 2.8 Commercial metal interconnect linewidths have
decreased to 0.1 mm.

Typical signal integrity effects include interconnect delay, cross-talk (in
closely coupled lines the phenomenon of cross-talk can be observed), power
supply integrity, and noise-on-delay effects. In the early days of very large-
scale integration (VLSI) design, these effects were negligible because of
relatively slow chip speed and low integration density. However, with the
introduction of technological generations working at about 0.25 μm scale
and below, there have been many significant changes in wiring and electrical
performance.

As the number of computational and functional units on a single
chip increases, the need for communication between those units also
increases. Interconnection has started to become a dominant factor in chip
performance. As chip speed continually increases, the increasing inductance
of interconnections affects the signal parameters. The length of interconnect
lines when measured in units of wire pitch increases dramatically.

Noise is a deviation of a signal from its intended or ideal value. Most noise
in VLSI circuits is created by the system itself. Electromagnetic interference
is an external noise source between subsystems. In deep submicron circuits,
the noise created by parasitic components with digital switching exhibits the
strongest effect on system performance. Noise has two deleterious effects on
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circuit performance: (a) when noise acts against a normal static signal, it
can destroy the local information carried by the static node in the circuit and
ultimately result in incorrect machine-state stored in a latch, and (b) when
noise acts simultaneously with a switching node, this is manifest as a change
in the timing of a transient.

2.5 Predictable technologies

The key to the predictable technologies of the future is changing the computing
paradigm, that is, the model of computation and the physical effects for the
realization of this model:

Computing model︸ ︷︷ ︸
Design

Implementation−→ Physical effects︸ ︷︷ ︸
Technology

Silicon loses its original band structure when it is restricted to very small
sizes. The lithography techniques used to create the circuitry on the wafers
also neared its technological limits.

There are fundamental technological differences among

� Nanoelectronic devices versus microelectronic ones (which can even be
nanometers in size)

� Nanoelectronics versus microelectronics, for example, nanointegrated
circuits versus integrated circuits

These enormous differences are due to differences in basic physics and
other phenomena. The dimensions of nanodevices that have been made
and characterized are a hundred times less than even newly designed
microelectronic devices (including nanoFETs with 10 nm gate length).
Nanoelectronics sizing leads to volume reduction by a factor of 1,000,000
in packaging, not to mention revolutionary enhanced functionality due to
multiterminal and spatial features. For example, molecular electronics focuses
on the development of electronic devices using small molecules with feature
sizes on the order of a few nanometers.

Superconductive solid-state and molecular electronics focuses on the
development of electronic devices using small particles and molecules with
feature sizes on the order of a few nanometers. The ultimate goal of
miniaturization is to use the minimum amount of atoms per electronic
function.
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Example 2.9 A contemporary computer utilizes ∼ 1010 silicon-
based devices, whereas the scaling factor gained from
molecular-scale technology ∼ 1023 devices in a single
beaker using routine chemical syntheses.

An additional driving factor is the potential to utilize thermodynamically
driven directed self-assembly of components such as chemically synthesized
interconnects, active devices, and circuits.

In order to take advantage of the ultra-small size of molecules, one
ideally needs an interconnect technology that (a) scales from the molecular
dimensions, (b) can be structured to permit the formation of the
molecular equivalent of large-scale diverse modular logic blocks as found
in VLSI interconnect architectures, and (c) can be selectively connected to
mesoscopically (100 nm scale) defined input/output (I/O).

Nanoscale devices must obey the fundamental constraints that the laws
of physics impose on the manipulation of information. Some physical
constraints, such as the fact that the speed at which information can travel
optically through free space is upperbounded by a constant (the speed of
light, 299 792 458 m/s), are still present in nanodimensions. The electrical
transmission of signals along wires is slower than light, so the current
propagation delays along dissipative wires are significant. The time of
transmission is proportional to the square of the distance, unless the signals
are periodically regenerated by additional buffering logic.

A wide variety of factors, such as voltage scaling and thermal noise,
dramatically reduce the reliability of integrated systems. In nanotechnologies,
process variations and quantum fluctuations occur in the operations of very-
deep submicron transistors. Any computer with nano scale components will
contain a significant number of defects, as well as massive numbers of wires
and switches for communication purposes. It therefore makes sense to consider
architectural issues and defect tolerance early in the development of a new
paradigm.

Two main aspects are critical to the design of nanodevices. First is the
probabilistic behavior of nanodevices (electrons, molecules), which means that
a valid Boolean function can be calculated with some probability. Second
is the high defect rates of nanodevices, meaning that because many of the
fabricated devices have defects, their logic correctness is distorted.

There are two types of fault tolerances exhibited by a nanosystem: fault
tolerance with respect to (a) data that are noisy, distorted, or incomplete,
which results from the manner in which data are organized and represented
in the nanosystem, and (b) physical degradation of the nanosystem itself. If
certain nanodevices or parts of a network are destroyed, the network will
continue to function properly. When the damage becomes extensive, the
network will only affect the system’s performance, as opposed to causing a
complete failure. Self-assembling nanosystems are capable of this type of fault
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tolerance because they store information in a distributed (redundant) manner,
in contrast to traditional storage of data in a specific memory location in which
data can be lost in the case of a hardware fault.

The methods of stochastic computing provide another approach to
overcoming the problem of the design of reliable computers from unreliable
elements, i.e., nanodevices.

Example 2.10 A signal may be represented by the probability that a
logic level has a value of 1 or 0 at a clock pulse. In this
way, random noise is deliberately introduced into the
data. A quantity is represented by a clocked sequence of
logic levels generated by a random process. Operations
are performed via completely random data.

2.6 Nanoelectronic networks

The specifications of nanoelectronic devices and networks are based on data
structures adopted from classical logic design. This adaptation is done based
on the premises of nano scale implementation structures.

2.6.1 CMOS-molecular electronics

The chemically directed self-assembly of molecular single-electron devices on
prefabricated nanowires is considered as a promising way toward integrated
circuits using, for example, single-electron tunneling.

2.6.2 Neuromorphic computing paradigm

A Hopfield network, also known as neuromorphic computing,∗ is based on
distributed architecture principles, and can be implemented by various models
[25]. Using a Hopfield network, an arbitrary logic function can be computed
via a process similar to the gradual cooling process of metal. A value
of a logic function given an assignment of Boolean variables is computed
through the relaxation of neuron cells. Hopfield networks are capable of
reliable computing, despite imperfect neuron cells and degradation of their
performance. This is because of degraded neuron cells store information
(in weights, thresholds, and topology) in a distributed (or redundant)

∗The term “neuromorphic systems” was used for the first time by C. Mead [32] to define
an interdisciplinary approach to the design of biologically inspired information processing
systems.
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manner. A single “portion” of information is not encoded in a single neuron
cell, but is rather spread over many. This contrasts with the traditional
computing paradigm (von Neumann architecture), in which data is stored
in a specific memory location. The Hopfield computing paradigm is based
on the concept of minimization of energy in a stochastic system. This
concept is implemented using McCulloch–Pitts neuron cells for elementary
logic functions, the interconnections between nanocells given a logic function,
the weights assigned to the links between nanocells, and an objective function
given the number of neuron cells, their thresholds, interconnections, and
weights. The carriers of information in the Hopfield network are a particular
topology of connections between neuron cells, the weights of the links, and
the neuron thresholds.

2.6.3 Interconnect

An interconnect is considered with respect to various criteria, for example,
number of switches, signal delays, total length, power dissipation, and cost.
The traditional understanding of the interconnect as a wire in a voltage-
controlled network does not work for certain nanotechnologies, especially for
those where the carrier of charge (for example, single electron) is considered as
a messenger that travels through the network of nanowires via multiplexing,
or a signal propagated by the intractability of cells. In such a network, control
signals (input variables) are separated from the messenger signal (function),
and the problem of interconnection becomes the problem of compatibility of
inputs and outputs. Below we consider switches on multiplexers as the most
suitable candidates for interconnect nodes.

The components of biomolecular networks are not connected by physical
wires that direct a signal to a precise location; molecules that are the inputs
and outputs of these processes share a physical space and can commingle
throughout the cell. It requires the special tools to isolate signals and prevent
cross-talk, in which signals intended for one recipient are received by another.
Unlike electronics, which typically rely on a clock to precisely synchronize
signals, these biomolecular signals are asynchronous.

Nanoscale devices must obey the fundamental constraints that the laws
of physics impose on the manipulation of information. Some physical
constraints, such as the fact that the speed at which information can travel
optically through free space is upperbounded by a constant (the speed of
light, 299 792 458 m/s), are still present in nanodimensions. The electrical
transmission of signals along wires is slower than light, so the current
propagation delays along dissipative wires are significant. The time of
transmission is proportional to the square of the distance, unless the signals
are periodically regenerated by additional buffering logic.

The vulnerability of nanocircuits to defects and faults arising from
instability and noise-proneness at nanometer scales [43] leads to unreliable
and undesirable results of computation. Robustness to errors is an important



44 Computer Arithmetics for Nanoelectronics

design consideration for nanocomputers in the light of the noise and
instabilities that affect the reliability of nanometer-scale devices.

2.6.4 Carbon-nanotube-based logic devices

Carbon nanotubes are sheets of graphite rolled into tubes. Depending on
the direction in which the graphite sheet is rolled, the single-walled carbon
nanotubes can be metallic or semiconductor. Semiconducting nanotubes
are used for fabrication switches and transistors known as carbon-nanotube
field-effect transistors (CNFETs). The CNFETs are considered as possible
successors to silicon MOSFETs because CNFETs inherit current-voltage
characteristics that are qualitatively to silicon MOSFETs. That is, MOS-
based logic networks can be transferred to a CNFET-based design.

Storage elements are implemented as the molecular scale junction switches
formed at the crosspoints of the wires. Addressing memory array (random
access memory) can be designed based on the crosspoint array by using a
decoder.

State-of-the art defect-tolerant techniques can be applied to the crossbar
memory. The crossbar memory does not operate correctly if defects occurred
during the fabrication. These defect can be located and identified. Using
redundant rows and columns, the faults caused by the identified defects can
be eliminated.

Example 2.11 The following faults caused by the defects can be used
in defect tolerance techniques: (a) broken nanowire,
(b) stuck-at-low and stuck-at-high resistance state, (c)
short at a crosspoint, and (d) open at a crosspoint.

2.6.5 Crossbar-based computing structures

The crossbar structures can be designed using the bottom-up approach.
Various physical phenomena can be utilized in crossbar structure design.

Example 2.12 The following physical implementation can be utilized
in crossbar structure design:

� Self-assembled nanowires
� Nano-imprinted wires
� Nanotubes

Computing properties are delegated in crossbar structure using (a)
crosspoint function and (b) topological properties such as distribution of this
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function in a rectangular array. The simplest function of the crosspoint is
switch.

Example 2.13 Functions of a crosspoint in a crossbar structure can
be switches. The advantage of this array is that an
arbitrary Boolean function can be directly assembled.
The drawback is that the signal is degradated with
respect to the number of active switches.

The crossbar computing structures utilize the common paradigm for
molecular electronics. The crossbar structure has a simple interconnection
topology and is therefore attractive for fabrication. Different types of crossbar
address different types of elements such as resistor, diode, or transistor. These
elements can be combined to perform larger functions.

Example 2.14 The basic crossbar structure consists of the
combination of planes of parallel wires laid out
in orthogonal directions.

Each junction or crosspoint within the crossbar can be independently
configured. After fabrication, the bistable junctions at the wire crossing can
be customized, that is programmed to perform the designed Boolean function.

2.6.6 Noise

The term noise means undesirable variations of voltages and currents in
a circuit. Noise is an unpredictable and random phenomenon. The noise
become significant in a logic network when the noise signal causes incorrect
logic functions. Noise in integrated circuits is the interference signal inducted
by signals on neighboring wires or from the substrate. This noise is different
from the intrinsic noise generated by active device components. Most CMOS
digital circuits have a relatively high immunity to noise. However, as power
supply levels have decreased, this property has diminished. Both the power
supply distribution and signal distortion along coupled interconnect lines are
interconnect-related problems. Interconnections in CMOS integrated circuits
are multiconductor lines existing on different physical planes. The parasitic
impedances of these conductor lines can be extracted from the geometric
layout. The coupling capacitance is physically a fringing capacitance between
neighboring interconnect lines, and strongly depends upon the physical
structure of the adjacent interconnections.
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Example 2.15 For parallel metal lines on the same layers, the fringing
capacitance will increase as the spacing between the
interconnections and the thickness-to-width aspect
ratio of the interconnection increases.

Due to the screening effect of low-level interconnect, the metal-to-metal
coupling capacitance among different layers also contributes to the total
coupling capacitance. Coupling effects become more significant as the feature
size is decreased. The induced noise voltage may cause extra power to be
dissipated on the quiet line due to momentary glitches at the output of the
logic gates.

Example 2.16 At gigahertz operating frequencies and high integration
densities, power dissipation densities are expected to
approach 20W/cm2, a power density limit for an
aircooled package devices. Such a power density is
equivalent to 16.67 ampers of current for 1.2V power
supply in a 0.1μm CMOS technology.

2.7 Switch-based computing structures

Decision trees and diagrams are the graphical data structures, which
correspond to the networks of switches. Therefore, they are called switch-
based computing structures. This data structures are useful for two classes
of problems: (a) for computing Boolean functions and (b) for embedding
computational properties into spatial structures.

2.7.1 Switches

A switch is any device by means of which two or more conductors (electrical,
electrochemical) can be conveniently connected or disconnected. The status
of the contact, which can be opened or closed, can be represented by a variable
xi. A switch is the simplest computing device that operates on a single bit.
Computations with n bits can be realized as compositions of such one-bit
switching changes. Switches are the basic elements for construction of logic
gates.

Switches have two states: operated or active, and released or or inactive.
There are many different types of switches, but they fall into two general
classes: nonlocking switches, which return to a normal state when released,
and locking switches, which retain their state after the controlling level is
released.
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Example 2.17 A NOT gate can be implemented as a single-bit
switch.

A switch whose level is operated by a molecular phenomenon is called a
molecular switch. The state of the molecular switch “contacts” when the
switch is not energized (activated), is called the normal state of the switch.
Thus, a molecular switch can have both normally open and normally closed
states.

Switches might be a clue to the resolving of the poor input–output gain
in the device-centered (based on the library of logic gates) design considered
above. Many nanocircuits, such as arrays of nanowires, charge state logic, and
other devices, are nonuniliteral, i.e., they have no clearly distinguished input
and output voltage. In terms of logic design, these circuits act as decision
diagram-based pass-gate logic, or switch (simplest multiplexer)-based devices.

A Boolean function realized by a switch-based network has the value of 1 if
there is closed path between two specified terminals of the logic network. The
switch themselves are assumed to be operated by the binary variables of the
Boolean function. A variable xi and xi may be associated with a switch that is
closed if and only if xi = 1 and xi = 0, respectively. Switches associated with
uncomplemented and complemented variables are assumed to be normally
open (xi = 0) and closed (xi = 1), respectively.

Example 2.18 When two switches are connected in series, the path
through them is closed only when both of them are
closed. This condition can be described by the equation
x1 × x2 = 1, where x1 and x2 are the binary variables
associated with these two switches. In the parallel
connection of switches, there is a closed path between
the terminals if either switch is closed. Figure 2.4
shows the series and parallel connections of switches.

Probabilistic switching paradigm is the base of models for the energy
saving computing in contemporary logic design of discrete devices. Based
on this model, probabilistic logic gates can be constructed. In these models,
noise is considered as a resource to achieving the accurate energy and power
characteristics of discrete devices.

A switch operates in a single bit. It is assumed that the minimum energy
needed to compute a bit with error of 1−p by idealized probabilistic switch is
kt ln 2p Joules, where k is the Boltzmann’s constant, and t is the temperature
of the thermodynamic system.
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FIGURE 2.4
Two switches are connected in series; the closed path through them is closed
only when both of them are closed (a). Two switches are connected in a
parallel connection of switches; the path between the terminals is closed if
either switch is closed (b) (Example 2.18).

2.7.2 Switch-based networks represented by decision
diagrams

A decision diagram is a rooted directed acyclic graph consisting of

� The root node
� A set of terminal (constant) nodes
� A set of nonterminal nodes

connected with directed edges (links) (Figure 2.5). These components make
up a topology of decision trees and diagrams. The topology is characterized
by a set of topological parameters such as size, number of nonterminal nodes,
number of levels, and number of links.
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node nodes nodes nodes
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FIGURE 2.5
Components of a decision diagram.

Decision diagrams are graph-based data structures that represent algebraic
ones. The algebraic data structure can be mapped into a decision tree or
diagram, and vice versa.
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Example 2.19 Figure 2.6 shows the implementation of decision
diagrams for the AND Boolean function using
multiplexers.
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Decision diagram is a switch-based
computing structure. Nonterminal
nodes of the decision diagrams are
replaced by multiplexers

FIGURE 2.6
Mapping of decision diagram into the multiplexer-based logic network
(Example 2.19).

Manipulation of algebraic representations is based on the rules and axioms
of Boolean algebra. These are aimed at simplification, factoring, composition,
and decomposition. Manipulation of graphical data structures is based on the
rules for reduction of nodes and links in decision trees and diagrams. There is
a mapping between these representations. Algebraic expressions are relevant
to the corresponding graphical data structures (hypercubes and hypercube-
like structures, decision trees and diagrams, etc.)

Example 2.20 Figure 2.7 shows the relationship between algebraic and
graphical data structures for a 3-input NOR function.
The algebraic form (a) is mapped into decision tree
(b), which is reduced to the decision diagram (c).

If the relationship between the basic rules of algebraic and graphical data
structures established, an arbitrary logic function can be mapped into a
corresponding decision diagram and vice versa. Because of the variety of
algebraic structures and techniques for their synthesis, a wide variety of
diagram types have been developed in the last four decades.

The implementation costs of decision trees and diagrams can be estimated
directly from their topology. The other important properties, which can
be evaluated on the diagram or tree, are a probability distribution that
can be specified on the variables’ spaces (which can be assumed uniform
if not otherwise known) and information-theoretic measures that also use
probability distributions. In Figure 2.8, the information-theoretic model of
decision diagrams is given.
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FIGURE 2.7
The 3-input NOR function (a), decision tree (b), and decision diagram (c)
(Example 2.20).
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The information-theoretic model includes:

� The source or transmitter of information,
which corresponds to the input of the
root node

� The channel where the information is
transmitted. In a decision diagram, this
corresponds to processing (changing) of
information by nonterminal nodes

� The receiver of information, which
corresponds to the terminal nodes
of a decision diagram

FIGURE 2.8
Information-theoretic model of a decision diagram.

The topology of decision trees and diagrams can be changed by the
manipulation of the algebraic representation or by direct manipulation of the
graphical structure.

Example 2.21 Manipulation of algebraic expression and graphical
structure implies various topologies of decision
diagrams (Figure 2.9). The topologies shown in Figure
2.9a,b,c are classified as planar topologies of decision
diagrams (useful in the design of networks without
crossings).

Reduction of decision trees is aimed at simplification with respect to
various criteria, in particular, reduction of the number of nonterminal
nodes, satisfaction of topological constraints to meet the requirements of
implementation, and reduction of the length of paths from root to terminal
nodes.
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FIGURE 2.9
Various topologies of decision diagrams: (a) the topology is achieved by
linearization of an algebraic expression of a Boolean function; (b) the topology
is derived by linearization of an algebraic expression and manipulation
(composition) of graphical elements; (c,d) the topologies are achieved by using
various representations of Boolean functions and their symmetric properties
(Example 2.21).

A path in the decision tree consists of the edges connecting a nonterminal
node with a terminal node. A complete path connects the root node with a
terminal node. Decision trees and diagrams are graphical representations of
functional expressions. For instance, each complete path in a binary decision
tree or diagram corresponds to a term in sum-of-products expression of a
function f .

2.8 Spatial computational nanostructures

It has been justified in a number of papers that 3D topologies of computer
elements are optimal, physically realistic models for scalable computers. In
the contemporary logic network design, the use of the third dimension is
motivated by decreasing of the interconnect topology. The third dimension is
thought of as layering. For example, in chips, networks are typically assembled
from about ten layers. In our study, the third dimension is considered not
because of layers but as a dimension that relates to electrochemomechanical
phenomena. It includes the space orientations, that is, the 3D relationship
between molecules, as the key factor for achieving the desired functional logical
properties.
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2.8.1 Graph embedding problem

There are several documented approaches in computing in 3D. The first
approach is based on the idea that 2D computational structures can be
layered. An example is the computer structures that are used in the
contemporary logic network fabrication: logic network (for instance, a 2D
silicon-based substrate) is layered and interconnected (between layers) to
achieve the desired functionality. The interconnected layers form the third
dimension. In this approach, the third dimension does not carry functional
information about the implemented logic functions. For example, this
computational 3D model is not adequate to the natural 3D neural structure.

The second approach is based on the mapping of a logic function into a
3D system (a system with three coordinates) [3]. This approach requires
complicated transformations of logic functions with respect to each dimension.
The main drawback is that the known techniques of logic network design can
not be used in the representation of logic functions in the 3D space. That is,
each logic function requires a 3D expansion. This approach is nonacceptable
in practice because it requires revision of the previously obtained techniques
and tools. The third approach is related to the 3D cellular arrays and their
particular case, 3D systolic arrays [29]. These structures are very complicated
in design and control, and they are have not been completely implemented in
practice. However, linear systolic arrays, which are reasonable for practice,
can be used in the 3D computing structure design.

The following characteristics are critical in 3D computing: (a) embedding
capabilities, (b) ability to extend the size of structure with minimal changes to
the existing configuration, (c) ability to increase reliability and fault tolerance
with minimal changes to the existing configuration, and (d) flexibility
regarding technology-dependence and technology-independence.

There are two formulations of the embedding problem (Figure 2.10):

(a) Given a guest data structure, find an appropriate topology for its
representation; this is a direct problem.

(b) Given a topological structure, find a corresponding data structure which is
suitably represented by this topology; this is an inverse problem (using
the properties of the host representation, specify possible data structures
that satisfy certain criteria).

The direct and inverse problems of embedding address different problems of
nanocomputing. In a direct problems, the topology is not specified, and the
designer can map a representation of a logic function into spatial dimensions
without strong topological limitations. In this way, a high efficiency in
embedding can be achieved. The inverse formulation of the problem assumes
that the topology is constrained by technology. That is, the question is how
to use a given topology in the efficient representation of logic functions.
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FIGURE 2.10
A formulation of direct and inverse embedding problems.

2.8.2 Embedding decision tree into spatial dimensions

There are a number of particular considerations for representing Boolean
functions in nanospace:

(a) The Boolean functions have to be represented by a spatial data structure
in which information about the function satisfies the requirements of
the implementation technology.

(b) Information flow has to comply with the implementation topology.
(c) Data structure and information flow must be effectively embedded into

the 3D topological structure.

In embedding problem, the initial (guest) structure must be specified with
respect to computational abilities. A data structure becomes a computing
network if the properties of data structures for the representation of Boolean
functions are delegated. We utilize the fact that decision tree is topologically
isomorphic to the H-tree, which can be embedded into a 3D hypercube. Hence,
computational abilities are delegated to the H-tree. The 3D H-tree topology is
constructed recursively from 2D elementary H-clusters. An H-tree embedded
into a hypercube is called an N-hypercube topology.

The N-hypercube topology is the most suitable data structures for the
representation of Boolean functions for the following reasons:

(a) They are 3D, and thus, meet the requirements of distributed spatial
topology.

(b) They correspond to functional (Shannon expansion) and dataflow
organization (information relation of variables and function values)
requirements, as data structures such as decision trees can be embedded
into hypercubes.

(c) They meet the requirements of certain nanotechnologies with local
quantum effects and charge-state logic.
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Example 2.22 Given a Boolean function f = x1x2 ∨ x1x2 ∨ x1x2x3.
Its representation by a hypercube given in Figure 2.11a.
Another representation is the hypercube-like structure
obtained by embedding a decision tree of a function f
into 3D H-tree (Figure 2.11(b)).

 

000 100 

010 110 

011 111 

001 101 

⎯x1x2 

x2x3 

x1⎯x2 

 

000

010 

001 

011 

100 

110 

101 

111

f 

⎯x1x2⎯x3 

x1⎯x2⎯x3 

x1⎯x2x3 

x1x2x3 

⎯x1x2x3 1 

1 

1

1 

1 0

0 

0 

(a) (b)

FIGURE 2.11
Representation of Boolean function f = x1x2 ∨ x1x2 ∨ x1x2x3 by the classic
hypercube (a) and hypercube-like structure (b) (Example 2.22).

2.9 Further study

Advanced topics of computational nanostructures

Topic 1: The fundamental theoretical sources are adopted from computer
science, graph theory, artificial intelligence, and information theory. These
techniques are the base of a 3D computing paradigm, in particular:

Graph theory provides techniques for delegation (embedding) of computing
properties from 2D to 3D structures for the representation,
manipulation, and optimization of logic functions using decision trees
and diagrams. Graphical data structures become efficient tools in
combination with techniques of logic function theory and information-
theoretic approaches.

Logic function theory provides various techniques for manipulation of logic
functions, including probabilistic Boolean and multivalued logic
functions. These techniques address such problems as reliable computing
using unreliable elements, fault-tolerant computing, and optimization
techniques.

Information theory provides various techniques for manipulation and
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optimization of data structures using criteria of entropy; a topic of
particular interest is the relationship of thermodynamic entropy (useful
measure in molecular structures) and communication entropy (Shannon
entropy).

Artificial intelligence provides the basis of neural network modeling.

Topic 2: The measure of computing structure. The five classic components
of a computer structure are input, output, memory, datapath, and control.
These are a technology-independent components. Description of this
computer structure is based on a principle of abstraction, that is, each lower
layer in the hierarchy of layers hiding details from the level above. The
interface between the levels of abstraction is called the instruction set. The
measure of computing structure is CPU execution time (in seconds):

CPU execution time =
Instructions

Program︸ ︷︷ ︸
Instruction count

× Clock cycles

Instruction︸ ︷︷ ︸
CPI

× Seconds

Clock cycle︸ ︷︷ ︸
Clock cycle time

where CPI is a clock cycles per instruction.

In computer structure, data are represented by bit patterns. These patterns
can represent numbers (signed and unsigned integers, floating-point numbers),
instructions, and other encoded parameters. Special instructions specify the
meaning of the bit pattern.

Topic 3: Collision-based computing. The basic principle of collision-based
computing is self-localizations [1, 56]. Truth values of logical variables are
represented by the absence or presence of the traveling information quanta.
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3

Binary Arithmetic

3.1 Introduction

The binary number system is the most important number system in digital
design. This is because it is suited to the binary nature of the phenomena
used in dominant microelectronic technology. Even in situations where the
binary number system is not used as such, binary codes are employed to
represent information at the signal level. However, other number systems
can be useful in computing nanosystems. For example, 4,8,16, and 32 number
systems can be used for memory devices. These systems address a multivalued
logic. Multivalued logic values are often encoded using binary representations.
However, humans prefer decimal numbers; that is, binary numbers must be
converted into decimal numbers.

In this chapter, binary arithmetic is introduced. The binary number system
is fundamental to computers and to digital electronics in general. This
arithmetic operate with two values, 0s and 1s, and is the base of all computer
devices. Binary arithmetic is used in computing nanodevices design because
various chemical and physical phenomena can be encoded by 0s and 1s. Binary
arithmetic can be also considered as a fundamental basis for hybrid computing
devices design, in which the computing components are implemented using
various technologies.

We introduce the techniques for the manipulation of binary numbers and
show their relationship to other number systems such as decimal, hexadecimal,
octal, and others. Binary data can be logically combined and computed by
using theorems of Boolean algebra. Various number systems are examined
that are used in digital data structures. These number systems, such as octal
and hexadecimal, are used to simplify the manipulation of binary numbers.
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3.2 Positional numbers

A number system is defined by its basic symbols, called digits or numbers,
and the ways in which the digits can be combined to represent the full range
of numbers we need. In a positional number system there is a finite set of
digits. Each digit represents a nonnegative integer quantity. The number of
distinct digits in the number system defines the base or radix of the number
system. The numerical symbols are used to encode information. The encoding
process can result in encoded information having desirable properties for the
implementation.

3.2.1 The decimal system

The decimal number system is an example of a positional number system.
The ten digits 0, 1, 2, . . . , 9 can be combined in various ways to represent any
number. The fundamental method of constructing a number is to form a
sequence or string of digits or coefficients

dn−1 · · · d1d0︸ ︷︷ ︸
Integer part

Decimal
point
↓• d−1d−2 · · · d−m︸ ︷︷ ︸

Fractional part︸ ︷︷ ︸
String of digits or coefficients

where integer and fractional parts are represented by n and m digits to
the left and to the right of the decimal point, respectively. The subscript
i = −m, m − 1, . . . , 0, 1, . . . , n gives the position of the digit. Depending on
the position of digits in the string, each digit has an associated value of an
integer raised to the power of 10 as follows:

N = dn−1dn−2 · · · d1d0

Decimal
point
↓• d−1d−2 · · · d−m︸ ︷︷ ︸

String of coefficients

= dn−1 × 10n−1 + dn−2 × 10n−2 + · · · + d1 × 101 + d0 × 100︸ ︷︷ ︸
Computing the integer part

= d−1 × 10−1 + d−2 × 10−2 + · · · + d−m × 10−m︸ ︷︷ ︸
Computing the fractional part

=
n−1∑

i=−m

di10i

This method of representing numbers is called the decimal system. In the
positional representation of digits: (a) each digit has a fixed value, or weight,
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determined by its position; (b) all the weights used in the decimal number
system are powers of 10; (c) each decimal digit di ranges between 0 and 9;
(d) the weighting of the digits is defined relative to the decimal point ; this
symbol means that digits to the left are weighted by positive powers of 10,
giving integer values, while digits to the right are weighted by negative powers
of 10, giving fractional values; and (e) fractions are denoted by sequences of
digits whose weights are negative powers of 10.

Example 3.1 The four digits in the number 2008 represent, from
left to right, thousands (digit 2), hundreds (number 0),
tens (number 0), and ones (number 8). Hence, this
four-digit number can be represented in the following
form:

2008 =
3∑

i=0

10i × di

= 2 × 103 + 0 × 102 + 0 × 101 + 8 × 100

The decimal number 747 in positional form is 747 =
7 × 102 + 4 × 101 + 7 × 100.

Example 3.2 The decimal number 12.3456 consists of an integer
part (12) and a fractional part (3456) separated by the
decimal point. Thus, this number can be represented
in the following form:

12.3456 =
1∑

i=−4

10i × di = 1 × 101 + 2 × 100︸ ︷︷ ︸
Integer part

+ 3 × 10−1 + 4 × 10−2 + 5 × 10−3 + 5 × 10−4︸ ︷︷ ︸
Fractional part

The number 0.3410 is represented as

0.3410 =
−1∑

i=−2

10i × di = 3 × 10−1 + 4 × 10−2 = 34/100

3.2.2 Number radix

In general, an n-digit number in radix r consists of n digits, each taking one
of r values: 0, 1, 2, . . . , r − 1︸ ︷︷ ︸

Radix r system

. A general number N in a positional number

system is represented by the following formula:


