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Preface

“Follow the money” was W. Mark Felt’s (a.k.a. Deep Throat) advice to Bob
Woodward and Carl Bernstein for unraveling the Watergate scandal. After
years of research and development, there have been significant advances
in signal processing, networking and delivery technologies, network infra-
structure and deployment, as well as successful business models. Multi-
media is now ready to hit the market. Users are not satisfied with simple
forms of communications anymore. A wide range of multimedia appli-
cations are emerging, such as Voice-over-IP, online chatting, video on
demand, Internet Protocol Television (IPTV) or cellvision/mobile TV, and
interactive gaming, among others. Service providers are making great efforts
to move toward “triple play” or “quad play.” This trend is highlighted by the
recent multi-billion-dollar eBay/Skype deal and the Google/YouTube deal.

An equally important advice for engineers, researchers, and for all of us
is to “find the bottleneck.” Thus, where is the performance bottleneck in the
big picture as multimedia is becoming widely available in the Internet? The
answer, we believe, is wireless access networks, such as third-generation
(3G) and beyond wireless networks, Wi-Fi, WiMAX, and Bluetooth wireless
local area networks (WLAN), ad hoc/mesh networks, and wireless sensor
networks. Despite considerable advances, current wireless networks are not
able to offer comparable data rates as do their wired counterparts. Although
it frees users from a socket and cable, mobility brings about a new level of
challenge, including time-varying wireless channels and dynamic topology
and connectivity. The situation is even more serious in the case of multihop
wireless networks, where end-to-end throughput quickly decreases as hop
count increases, largely due to carrier sensing and spatial reuse issues. As
the increasing demand for multimedia communications continues to drive
the expansion of consumer and enterprise markets as well as the evolution
of wireless technologies, multimedia service provisioning is believed to be
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one of the prerequisites to guarantee the success of the next-generation
wireless networks.

This book aims to meet this compelling need by providing a collection
of the latest advances in this important problem area. Given the consider-
able research effort being made and the vast literature that exists, it is not
possible to provide a complete coverage of all the related issues. However,
we aim to provide a big picture of state-of-the-art research, a representa-
tive sampling of important research outcomes, and in-depth treatments of
selected topics in the area of broadband wireless multimedia communica-
tions. Overall, this book is a useful technical guide covering introductory
concepts, fundamental techniques, latest advances, and open issues in
broadband wireless multimedia. A large number of illustrative figures, cross-
references, as well as comprehensive references for readers interested in
more details are provided.

This book consists of 15 chapters, which are organized into four parts
as follows:

� Multimedia systems
� Multimedia over ad hoc and sensor networks
� Multimedia over wireless local area networks
� QoS and enabling technologies

Part I introduces various broadband wireless multimedia systems and sur-
veys related work. Part II focuses on the routing and cross-layer design
issue of multimedia communication over multihop wireless ad hoc/sensor
networks, where video is used as a reference application. Part III explores
various issues related to multimedia communications over WLANs, which
constitute a dominant part of today’s broadband wireless access net-
works. Part IV presents latest advances in QoS provisioning mechanisms
and other enabling technologies, including end-to-end QoS provisioning,
middleware, mobility management, scheduling, and power control.

The salient features of the book are as follows:

� Identifies the basic concepts, key technologies, and cutting-edge
research outcomes, as well as open problems and future research
directions in the important problem area of broadband mobile
multimedia

� Provides comprehensive references on state-of-the-art technologies
for broadband wireless multimedia

� Contains a sufficient number of illustrative figures for easy reading
and understanding of the materials

� Allows complete cross-referencing through a broad coverage on
layers of the protocol architecture

� In-depth treatment of selected problems/technologies for enabling
wireless multimedia service
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The book represents a useful reference for techniques and applications
of broadband wireless multimedia. Target readers include students, edu-
cators, telecommunication service providers, research strategies, scientists,
researchers, and engineers working in the areas of wireless communica-
tions, wireless networking, and multimedia communications. It can also be
used as a textbook for an advanced selected topic course on broadband
wireless multimedia for graduate students.

This book would not have been possible without the efforts and the
time invested by all the contributors. They were extremely professional
and cooperative, and did a great job in the production of this book.
Our reviewers provided valuable comments/feedbacks, which, we believe,
greatly helped improve the quality of this book. Special thanks go to Rich
O’Hanley, Jessica Vakili, and Karen Schober of Taylor & Francis Group for
their continuous support, patience, and professionalism from the beginning
to the final stage. Last but not least, we thank our families and friends for
their constant encouragement, patience, and understanding throughout this
project, which was a pleasant and rewarding experience.

Yan Zhang
Shiwen Mao

Laurence T. Yang
and Thomas M. Chen
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Low-cost CMOS cameras, microphones, and sensors have recently become
ubiquitously available. This has fostered the development of the so-called
wireless multimedia sensor networks (WMSNs), that is, distributed sys-
tems composed of wirelessly interconnected devices that can ubiquitously
retrieve multimedia content such as video and audio streams, still images,
and scalar sensor data from the environment. This chapter discusses
the state-of-the-art in algorithms, protocols, and hardware for WMSNs;
open research issues are discussed in detail. Architectures for WMSNs are
explored, along with their advantages and drawbacks. Existing solutions
and open research issues at the application, transport, network, link, and
physical layers of the communication stack are investigated, along with
possible cross-layer synergies and optimizations.

1.1 Introduction
Wireless sensor networks (WSNs) [1] have significantly attracted the atten-
tion of the research community in the past few years. Significant results
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in this area have resulted in the increased interest in potential civil and
military applications. In fact, sensor networks can consistently enhance our
ability to gather physical information from the environment. However, as
of today, most deployed WSNs measure scalar physical phenomena such
as temperature, pressure, humidity, or location of objects. Sensor network
communication protocols are usually designed for applications that have
low bandwidth demands, and are delay-tolerant.

The recent availability of inexpensive hardware such as CMOS cam-
eras and microphones, able to ubiquitously capture multimedia content
from the environment, is paving the way for the development of the
so-called wireless multimedia sensor networks (WMSN) [2,3], that is, net-
works of wirelessly interconnected devices that allow retrieving video and
audio streams, still images, and scalar sensor data. With rapid improve-
ments and miniaturization in hardware, a single device can be equipped
with audio and visual information-collection modules. As an example, the
Cyclops image capturing and inference module [4] is designed for extremely
light-weight imaging and can be interfaced with a host mote such as Cross-
bow’s MICA2 [5] or MICAz [6]. In addition, WMSNs will be able to store,
process in real-time, correlate, and fuse multimedia data originating from
heterogeneous sources.

The challenges associated with the delivery and in-network processing
of multimedia content require the sensor network paradigm to be rethought
to provide applications with a predefined level of quality of service (QoS).
Because the goal of minimizing the energy consumption has driven most
of the research in sensor networks so far, mechanisms to efficiently deliver
application-level QoS, and to map these requirements to network-layer
metrics such as latency and jitter, have not been primary concerns for sensor
network researchers.

Conversely, algorithms, protocols, and techniques to deliver multimedia
content over large-scale networks have been the focus of intensive research
in the past 20 years, especially in Asynchronous Transfer Mode (ATM) wired
and wireless networks. Later, many of the results derived for ATM networks
have been readapted, and architectures such as Diffserv and Intserv for
Internet QoS delivery have been developed. However, there are several
peculiarities that make the QoS delivery of multimedia content in sensor
networks an even more challenging, and largely unexplored, task.

This chapter provides a detailed description of the main research chal-
lenges in algorithms and protocols for the development of WMSNs. In
particular, Section 1.2 describes the applications of WMSNs, whereas Sec-
tion 1.3 describes the main characteristics of WMSNs, including the major
factors influencing their design, reference architecture, and internal organi-
zation. Section 1.4 suggests possible architectures for WMSNs and describes
their characterizing features. Section 1.5 discusses the functionalities han-
dled at the application layer of a WMSN, including possible advantages
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and challenges of multimedia in-network processing. Section 1.6 discusses
the existing solutions and open research issues at the transport, network,
link, and physical layers of the communication stack, respectively. Finally,
Section 1.8 concludes the chapter.

1.2 Applications of Wireless Multimedia
Sensor Networks

WMSNs will enhance existing sensor network applications such as tracking,
home automation, and environmental monitoring. Moreover, new applica-
tions will be enabled by the possibility of retrieving multimedia content
such as the following:

� Multimedia surveillance sensor networks. Wireless video sensor
networks will be composed of interconnected, battery-powered
miniature video cameras, each packaged with a low-power wire-
less transceiver that is capable of processing, sending, and receiving
data. Video and audio sensors will be used to enhance and comple-
ment existing surveillance systems against crime and terrorist attacks.
Large-scale networks of video sensors can extend the ability of
law enforcement agencies to monitor areas, public events, private
properties, and borders.

� Storage of potentially relevant activities. Multimedia sensors could
infer and record potentially relevant activities (thefts, car accidents,
traffic violations), and make video/audio streams or reports available
for future query.

� Traffic avoidance, enforcement, and control systems. It will be possi-
ble to monitor car traffic in big cities or highways and deploy services
that offer traffic routing advice to avoid congestion. In addition, smart
parking advice systems based on WMSNs [7] will allow monitoring
available parking spaces and provide drivers with automated parking
advice, thus improving mobility in urban areas. Moreover, multime-
dia sensors may monitor the flow of vehicular traffic on highways
and retrieve aggregate information such as average speed and num-
ber of cars. Sensors could also detect violations and transmit video
streams to law enforcement agencies to identify the violator, or buffer
images and streams in case of accidents for subsequent accident scene
analysis.

� Advanced healthcare delivery. Telemedicine sensor networks [8] can
be integrated with third-generation (3G) multimedia networks to
provide ubiquitous healthcare services. Patients will carry medical
sensors to monitor parameters such as body temperature, blood pres-
sure, pulse oximetry, electrocardiogram (ECG), and breathing activity.
Furthermore, remote medical centers will perform advanced remote
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monitoring of their patients via video and audio sensors, location sen-
sors, and motion or activity sensors, which can also be embedded in
wrist devices [8].

� Automated assistance for the elderly and family monitors. Multimedia
sensor networks can be used to monitor and study the behavior of
elderly people as a means to identify the causes of illnesses that affect
them such as dementia [9]. Networks of wearable or video and audio
sensors can infer emergency situations and immediately connect
elderly patients with remote assistance services or with relatives.

� Environmental monitoring. Several projects on habitat monitoring
that use acoustic and video feeds are being envisaged, in which
information has to be conveyed in a time-critical fashion. For exam-
ple, arrays of video sensors are already being used by oceanogra-
phers to determine the evolution of sandbars via image-processing
techniques [10].

� Structural health monitoring. Multimedia streams can be used to
monitor the structural health of bridges [11] or other structures.

� Person locator services. Multimedia content such as video streams and
still images, along with advanced signal-processing techniques, can
be used to locate missing persons, or identify criminals or terrorists.

� Industrial process control. Multimedia content such as imaging, tem-
perature, or pressure, among others, may be used for time-critical
industrial process control. “Machine vision” is the application of
computer vision techniques to industry and manufacturing, where
information can be extracted and analyzed by WMSNs to support a
manufacturing process such as those used in semiconductor chips,
automobiles, food, or pharmaceutical products. For example, in the
quality control of manufacturing processes, details or final prod-
ucts are automatically inspected to find defects. In addition, machine
vision systems can detect the position and orientation of parts of the
product to be picked up by a robotic arm. The integration of machine
vision systems with WMSNs can simplify and add flexibility to systems
for visual inspections and automated actions that require high-speed,
high-magnification, and continuous operation.

1.3 Design and Characteristics of Wireless
Multimedia Sensor Networks

There are several factors that mainly influence the design of a WMSN, which
are outlined in this section.

� Application-specific QoS requirements. The wide variety of appli-
cations envisaged on WMSNs will have different requirements. In
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addition to data delivery modes typical of scalar sensor networks,
multimedia data includes “snapshot” and “streaming multimedia” con-
tent. Snapshot-type multimedia data contains event-triggered obser-
vations obtained in a short time period. Streaming multimedia content
is generated over longer time periods and requires sustained infor-
mation delivery. Hence, a strong foundation is needed in terms of
hardware and supporting high-level algorithms to deliver QoS and
consider application-specific requirements. These requirements may
pertain to multiple domains and can be expressed, among others,
in terms of a combination of bounds on energy consumption, delay,
reliability, distortion, or network lifetime.

� High bandwidth demand. Multimedia content, especially video
streams, require transmission bandwidth that is orders of magnitude
higher than that supported by currently available sensors. For exam-
ple, the nominal transmission rate of state-of-the-art IEEE 802.15.4
compliant components such as Crossbow’s [6] MICAz or TelosB [12]
motes is 250 kbit/s. Data rates at least one order of magnitude higher
may be required for high-end multimedia sensors, with comparable
power consumption. Hence, high data rate and low power consump-
tion transmission techniques need to be leveraged. In this respect,
the ultra wideband (UWB) transmission technique seems particularly
promising for WMSNs, and its applicability is discussed in Section 1.7.

� Cross-layer coupling of functionalities. In multihop wireless networks,
there is a strict interdependence among functions handled at all layers
of the communication stack. Functionalities handled at different layers
are inherently and strictly coupled due to the shared nature of the
wireless communication channel. Hence, the various functionalities
aimed at QoS provisioning should not be treated separately when
efficient solutions are sought.

� Multimedia source coding techniques. Uncompressed raw video
streams require excessive bandwidth for a multihop wireless environ-
ment. For example, a single monochrome frame in the NTSC-based
Quarter Common Intermediate Format (QCIF; 176 × 120) requires
approximately 21 kB, and at 30 frames per second (fps), a video
stream requires over 5 Mbit/s. Hence, it is apparent that efficient
processing techniques for lossy compression are necessary for mul-
timedia sensor networks. Traditional video coding techniques used
for wireline and wireless communications are based on the idea of
reducing the bit rate generated by the source encoder by exploiting
source statistics. To this aim, encoders rely on “intraframe” compres-
sion techniques to reduce redundancy within one frame, whereas
they leverage “interframe” compression (also known as “predictive
encoding” or “motion estimation”) to exploit redundancy among
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subsequent frames to reduce the amount of data to be transmitted
and stored, thus achieving good rate-distortion performance. Because
predictive encoding requires complex encoders, powerful process-
ing algorithms, and entails high energy consumption, it may not be
suited for low-cost multimedia sensors. However, it has recently been
shown [13] that the traditional balance of complex encoder and sim-
ple decoder can be reversed within the framework of the so-called
distributed source coding, which exploits the source statistics at the
decoder, and by shifting the complexity at this end allows the use
of simple encoders. Clearly, such algorithms are very promising for
WMSNs and especially for networks of video sensors, where it may
not be feasible to use existing video encoders at the source node due
to processing and energy constraints.

� Multimedia in-network processing. Processing of multimedia content
has mostly been approached as a problem isolated from the network-
design problem, with a few exceptions such as joint source-channel
coding [14] and channel-adaptive streaming [15]. Hence, research that
addressed the content delivery aspects has typically not considered
the characteristics of the source content and has primarily studied
cross-layer interactions among lower layers of the protocol stack.
However, the processing and delivery of multimedia content are not
independent and their interaction has a major impact on the levels
of QoS that can be delivered. WMSNs will allow performing mul-
timedia in-network processing algorithms on the raw data. Hence,
the QoS required at the application level will be delivered by means
of a combination of both cross-layer optimization of the communi-
cation process and in-network processing of raw data streams that
describe the phenomenon of interest from multiple views, with dif-
ferent media, and on multiple resolutions. Hence, it is necessary to
develop application-independent and self-organizing architectures to
flexibly perform in-network processing of multimedia contents.

� Power consumption. This is a fundamental concern in WMSNs, even
more than in traditional WSNs. In fact, sensors are battery-constrained
devices, whereas multimedia applications produce high volumes of
data, which require high transmission rates and extensive processing.
The energy consumption of traditional sensor nodes is known to be
dominated by the communication functionalities, whereas this may
not necessarily be true in WMSNs. Therefore, protocols, algorithms,
and architectures to maximize the network lifetime while providing
the QoS required by the application are a critical issue.

� Flexible architecture to support heterogeneous applications. WMSN
architectures will support several heterogeneous and independent
applications with different requirements. It is necessary to develop
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flexible, hierarchical architectures that can accommodate the require-
ments of all these applications in the same infrastructure.

� Multimedia coverage. Some multimedia sensors, in particular video
sensors, have larger sensing radii and are sensitive to direction of
acquisition (directivity). Furthermore, video sensors can capture
images only when there is unobstructed line of sight between the
event and the sensor. Hence, coverage models developed for tra-
ditional WSNs are not sufficient for predeployment planning of a
multimedia sensor network.

� Integration with Internet Protocol (IP) architecture. It is of fundamen-
tal importance for the commercial development of sensor networks
to provide services that allow querying the network to retrieve useful
information from anywhere and at any time. For this reason, future
WMSNs will be remotely accessible from the Internet, and will there-
fore need to be integrated with the IP architecture. The characteristics
of WSNs rule out the possibility of all IP sensor networks and recom-
mend the use of application-level gateways or overlay IP networks as
the best approach for integration between WSNs and the Internet [16].

� Integration with other wireless technologies. Large-scale sensor net-
works may be created by interconnecting local “islands” of sensors
through other wireless technologies. This needs to be achieved
without sacrificing on the efficiency of the operation within each
individual technology.

1.4 Network Architecture
The problem of designing a “scalable network architecture” is of primary
importance. Most proposals for WSNs are based on a flat, homogeneous
architecture in which every sensor has the same physical capabilities and
can only interact with neighboring sensors. Traditionally, the research on
algorithms and protocols for sensor networks has focused on “scalability,”
that is, how to design solutions whose applicability would not be limited
by the growing size of the network. Flat topologies may not always be
suited to handle the amount of traffic generated by multimedia applications
including audio and video. Similarly, the processing power required for
data processing and communications, and the power required to operate
it, may not be available on each node.

1.4.1 Reference Architecture

In Figure 1.1, we introduce a reference architecture for WMSNs, where three
sensor networks with different characteristics are shown, possibly deployed



ch001.tex 25/4/2008 17: 43 Page 11

Design Challenges for Wireless Multimedia Sensor Networks � 11

Gateway

Multimedia
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Video sensor

Audio sensor
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Wireless
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(a) (b)

Sink

Scalar sensor

(c)

Internet

Figure 1.1 Reference architecture of a WMSN. (a) Single-tier flat, homogeneous
sensors, distributed processing, centralized storage; (b) single-tier clustered,
heterogeneous sensors, centralized processing, centralized storage; (c) multitier,
heterogeneous sensors, distributed processing, distributed storage.

in different physical locations. The first cloud on the left shows a single-tier
network of homogeneous video sensors. A subset of the deployed sensors
have higher processing capabilities, and are thus referred to as “processing
hubs.” The union of the processing hubs constitutes a distributed process-
ing architecture. The multimedia content gathered is relayed to a “wireless
gateway” through a multihop path. The gateway is interconnected to a
“storage hub,” which is in charge of storing multimedia content locally for
subsequent retrieval. Clearly, more complex architectures for distributed
storage can be implemented when allowed by the environment and the
application needs, which may result in energy savings because by storing
it locally the multimedia content does not need to be wirelessly relayed
to remote locations. The wireless gateway is also connected to a central
“sink,” which implements the software front end for network querying and
tasking. The second cloud represents a single-tiered clustered architecture
of heterogeneous sensors (only one cluster is depicted). Video, audio, and
scalar sensors relay data to a central clusterhead (CH), which is also in
charge of performing intensive multimedia processing on the data (pro-
cessing hub). The CH relays the gathered content to the wireless gateway
and storage hub. The last cloud on the right represents a multitiered net-
work, with heterogeneous sensors. Each tier is in charge of a subset of
the functionalities. Resource-constrained, low-power scalar sensors are in
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charge of performing simpler tasks, such as detecting scalar physical mea-
surements, whereas resource-rich, high-power devices are responsible for
more complex tasks. Data processing and storage can be performed in a
distributed fashion at each different tier.

1.4.2 Single- versus Multitier Sensor Deployment

One possible approach for designing a multimedia sensor application is
to deploy homogeneous sensors, and program each sensor to perform all
possible application tasks. Such an approach yields a flat, single-tier net-
work of homogeneous sensor nodes. An alternative, multitier approach is
to use heterogeneous elements (Figure 1.2) [17]. In this approach, resource-
constrained, low-power elements are in charge of performing simpler tasks,
such as detecting scalar physical measurements, whereas resource-rich,
high-power devices take on more complex tasks. For instance, a surveil-
lance application can rely on low-fidelity cameras or scalar acoustic sensors
to perform motion or intrusion detection, whereas high-fidelity cameras
can be woken up on demand for object recognition and tracking. In
Ref. 18, a multitier architecture is advocated for video sensor networks
for surveillance applications. The architecture is based on multiple tiers
of cameras with different functionalities, with the lower tier composed of

Tier 1

Tier 2

Tier 3

Scalar sensors �
mote

Video stream

Handoff

Wakeup

WakeupLow-resolution
camera � mote

Webcam � stargate

Figure 1.2 The multitier architecture of SensEye. (From Kulkarni, P.,
Ganesan, D., Shenoy, P., and Lu, Q. SensEye: A Multi-Tier Camera Sensor
Network. Proc. of ACM Multimedia. Singapore, November 2005.)
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low-resolution imaging sensors, and the higher tier composed of high-end
pan-tilt-zoom cameras. It is argued, and shown by means of experiments,
that such an architecture offers considerable advantages with respect to a
single-tier architecture in terms of scalability, lower cost, better coverage,
higher functionality, and better reliability.

1.4.3 Coverage

In traditional WSNs, sensor nodes collect information from the environment
within a predefined “sensing range,” that is, a roughly circular area defined
by the type of sensor being used.

Multimedia sensors generally have larger sensing radii and are also sen-
sitive to the direction of data acquisition. In particular, cameras can capture
images of objects or parts of regions that are not necessarily close to the
camera itself. However, the image can obviously be captured only when
there is an unobstructed line of sight between the event and the sensor.
Furthermore, each multimedia sensor/camera perceives the environment
or the observed object from a different and unique viewpoint, given the
different orientations and positions of the cameras relative to the observed
event or region. In Ref. 19, a preliminary investigation of the coverage prob-
lem for video sensor networks is conducted. The concept of sensing range
is replaced with the camera’s “field of view,” that is, the maximum volume
visible from the camera. It is also shown how an algorithm designed for
traditional sensor networks does not perform well with video sensors in
terms of coverage preservation of the monitored area.

1.4.4 Internal Organization of a Multimedia Sensor

A sensor node is composed of several basic components, as shown in
Figure 1.3: a sensing unit, a processing unit (central processing unit [CPU]),
a communication subsystem, a coordination subsystem, a storage unit
(memory), and an optional mobility/actuation unit. Sensing units are usu-
ally composed of two subunits: sensors (cameras, audio, or scalar sensors)
and analog to digital converters (ADCs). The analog signals produced by
the sensors based on the observed phenomenon are converted to digital
signals by the ADC, and then fed into the processing unit. The processing
unit, which is generally associated with a storage unit (memory), man-
ages the procedures that make the sensor node collaborate with the other
nodes to carry out the assigned sensing tasks. A communication subsystem
connects the node to the network, and is composed of a transceiver unit
and of communication software. The latter includes a communication pro-
tocol stack and system software such as middleware, operating systems,
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Figure 1.3 Internal organization of a multimedia sensor.

and virtual machines. A coordination subsystem is in charge of coordinat-
ing the operation of different network nodes by performing operations
such as network synchronization and location management. An optional
mobility/actuation unit can also be controlled by the coordination subsys-
tem. Finally, the whole system is powered by a power unit that may be
supported by an energy scavenging unit such as solar cells.

1.5 Application Layer
The functionalities handled at the application layer of a WMSN are charac-
terized by high heterogeneity, and encompass traditional communication
problems as well as more general system challenges. The services offered
by the application layer include (i) providing traffic management and
admission control functionalities, that is, prevent applications from estab-
lishing data flows when the network resources needed are not available;
(ii) performing source coding according to application requirements and
hardware constraints by leveraging advanced multimedia encoding tech-
niques; (iii) providing flexible and efficient system software, that is, operat-
ing systems and middleware to export services for higher-layer applications
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to build upon; and (iv) providing primitives for applications to leverage
collaborative, advanced in-network multimedia processing techniques. This
section provides an overview of these challenges.

1.5.1 Traffic Classes

Admission control has to be based on QoS requirements of the overlying
application. We envision that WMSNs will need to provide support and
differentiated service for several different classes of applications. In par-
ticular, they will need to provide differentiated service between real-time
and delay-tolerant applications, and loss-tolerant and loss-intolerant appli-
cations. Moreover, some applications may require a continuous stream of
multimedia data for a prolonged period of time (multimedia streaming),
whereas some other applications may require event-triggered observations
obtained in a short time period (snapshot multimedia content). The main
traffic classes that need to be supported are

� Real-time, loss-tolerant, multimedia streams. This class includes video
and audio streams, or multilevel streams composed of video/audio
and other scalar data (e.g., temperature readings), as well as metadata
associated with the stream, that need to reach a human or automated
operator in real-time, that is, within strict delay bounds, and that are
however relatively loss-tolerant (e.g., video streams can be within
a certain level of distortion). Traffic in this class usually has a high
bandwidth demand.

� Delay-tolerant, loss-tolerant, multimedia streams. This class includes
multimedia streams that, being intended for storage or subsequent
offline processing, does not need to be delivered within strict delay
bounds. However, due to the typically high bandwidth demand of
multimedia streams and limited buffers of multimedia sensors, data
in this traffic class needs to be transmitted almost in real-time to avoid
excessive losses.

� Real-time, loss-tolerant, data. This class may include monitoring data
from densely deployed scalar sensors such as light sensors whose
monitored phenomenon is characterized by spatial correlation or loss-
tolerant snapshot multimedia data (e.g., images of a phenomenon
taken from several multiple viewpoints at the same time). Hence,
sensor data has to be received timely, but the application is moder-
ately loss-tolerant. The bandwidth demand is usually between low
and moderate.

� Real-time, loss-intolerant, data. This may include data from time-
critical monitoring processes such as distributed control applications.
The bandwidth demand varies between low and moderate.
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� Delay-tolerant, loss-intolerant, data. This may include data from crit-
ical monitoring processes, with low or moderate bandwidth demand,
that require some form of offline postprocessing.

� Delay-tolerant, loss-tolerant, data. This may include environmen-
tal data from scalar sensor networks, or non-time-critical snapshot
multimedia content, with low or moderate bandwidth demand.

Table 1.1 presents a possible mapping of the applications, presented in
Section 1.5, into the traffic classes described earlier.

1.5.2 Multimedia Encoding Techniques

There exists a vast literature on multimedia encoding techniques. The cap-
tured multimedia content should ideally be represented in such a way as to
allow reliable transmission over lossy channels (error-resilient coding) using
algorithms that minimize processing power and the amount of information
to be transmitted. The main design objectives of a coder for multimedia
sensor networks are thus

� High compression efficiency. Uncompressed raw video streams
require high data rates and thus consume excessive bandwidth and
energy. It is necessary to achieve a high ratio of compression to
effectively limit bandwidth and energy consumption.

� Low complexity. Multimedia encoders are embedded in sensor
devices. Hence, they need to be of low complexity to reduce cost
and form factors, and of low power to prolong the lifetime of sensor
nodes.

� Error resiliency. The source coder should provide robust and error-
resilient coding of source data.

To achieve a high compression efficiency, the traditional broadcasting
paradigm for wireline and wireless communications, where video is
compressed once at the encoder and decoded several times, has been
dominated by predictive encoding techniques. These, used in the widely
spread International Standards Organization (ISO) Motion Picture Experts
Group (MPEG) schemes, or the International Telecommunication Union –
Telecommunication Standardization Sector (ITU-T) recommendations
H.263 [20] and H.264 [21] (also known as AVC or MPEG-4 part 10),
are based on the idea of reducing the bit rate generated by the source
encoder by exploiting source statistics. Hence, intraframe compression
techniques are used to reduce redundancy within one frame, whereas inter-
frame compression exploits the correlation among subsequent frames to
reduce the amount of data to be transmitted and stored, thus achieving
good rate-distortion performance. Because the computational complexity is
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dominated by the motion estimation functionality, these techniques require
complex encoders, powerful processing algorithms, and entail high energy
consumption, whereas decoders are simpler and loaded with lower pro-
cessing burden. For typical implementations of state-of-the-art video com-
pression standards, such as MPEG or H.263 and H.264, the encoder is five to
ten times more complex than the decoder [13]. Hence, to realize low-cost,
low-energy-consumption multimedia sensors it is necessary to develop sim-
pler encoders and still retain the advantages of high compression efficiency.

However, it is known from information-theoretic bounds established by
Slepian and Wolf for lossless coding [22] and by Wyner and Ziv [23] for
lossy coding with decoder side information that efficient compression can
be achieved by leveraging knowledge of the source statistics at the decoder
only. This way, the traditional balance of complex encoder and simple
decoder can be reversed [13]. Techniques that build upon these results are
usually referred to as “distributed source coding.” Distributed source cod-
ing refers to the compression of multiple correlated sensor outputs that do
not communicate with one another [24]. Joint decoding is performed by a
central entity that receives data independently compressed by different sen-
sors. However, practical solutions have not been developed until recently.
Clearly, such techniques are very promising for WMSNs and especially for
networks of video sensors. The encoder can be simple and of low power,
whereas the decoder at the sink will be complex and loaded with most of
the processing and energy burden. For excellent surveys on the state-of-the-
art of distributed source coding in sensor networks and in distributed video
coding, see Refs 24 and 13, respectively. Other encoding and compression
schemes that may be considered for source coding of multimedia streams,
including JPEG with differential encoding, distributed coding of images
taken by cameras having overlapping fields of view, or multilayer coding
with wavelet compression, are discussed in Ref. 3. Here, we focus on recent
advances on low-complexity encoders based on Wyner–Ziv coding [23],
which are promising solutions for distributed networks of video sensors that
are likely to have a major impact in future design of protocols for WMSNs.

The objective of a Wyner–Ziv video coder is to achieve lossy com-
pression of video streams and achieve performance comparable to that
of interframe encoding (e.g., MPEG), with complexity at the encoder
comparable to that of intraframe coders (e.g., motion-JPEG).

1.5.2.1 Pixel-Domain Wyner–Ziv Encoder

In Refs 25 and 26, a practical Wyner–Ziv encoder is proposed as a com-
bination of a pixel-domain intraframe encoder and interframe decoder
system for video compression. A block diagram of the system is reported in
Figure 1.4. A regularly spaced subset of frames are coded using a conven-
tional intraframe coding technique, such as JPEG, as shown at the bottom
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Figure 1.4 Block diagram of a pixel-domain Wyner–Ziv encoder. (From Aaron, A.,
Rane, S., Zhang, R., and Girod, B. Wyner–Ziv Coding for Video: Applications
to Compression and Error Resilience. Proc. of IEEE Data Compression
Conf. (DCC), pp. 93–102. Snowbird, UT, March 2003. With permission.)

of the Figure 1.4. These are referred to as “key frames.” All frames between
the key frames are referred to as “Wyner–Ziv frames” and are intraframe
encoded but interframe decoded. The intraframe encoder for Wyner–Ziv
frames (shown on top) is composed of a quantizer followed by a Slepian–
Wolf coder. Each Wyner–Ziv frame is quantized and blocks of symbols
are sent to the Slepian–Wolf coder, which is implemented through rate-
compatible punctured turbo codes (RCPT). The parity bits generated by
the RCPT coder are stored in a buffer. A subset of these bits is then trans-
mitted on request from the decoder. This allows adapting the rate based
on the temporally varying statistics between the Wyner–Ziv frame and the
side information. The parity bits generated by the RCPT coder are in fact
used to “correct” the frame interpolated at the decoder. For each Wyner–Ziv
frame, the decoder generates the side information frame by interpolation or
extrapolation of previously decoded key frames and Wyner–Ziv frames. The
side information is leveraged by assuming a Laplacian distribution of the
difference between the individual pixels of the original frame and the side
information. The parameter defining the Laplacian distribution is estimated
online. The turbo decoder combines the side information and the parity
bits to reconstruct the original sequence of symbols. If reliable decoding of
the original symbols is impossible, the turbo decoder requests additional
parity bits from the encoder buffer.

Compared to predictive coding such as MPEG or H.26X, pixel-domain
Wyner–Ziv encoding is much simpler. The Slepian–Wolf encoder only
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requires two feedback shift registers and an interleaver. Its performance, in
terms of peak signal-to-noise ratio (PSNR), is 2–5 dB better than the conven-
tional motion-JPEG intraframe coding. The main drawback of this scheme
is that it relies on online feedback from the receiver. Hence it may not
be suitable for applications where video is encoded and stored for sub-
sequent use. Moreover, the feedback may introduce excessive latency for
video decoding in a multihop network.

1.5.2.2 Transform-Domain Wyner–Ziv Encoder

In conventional source coding, a source vector is typically decomposed
into spectral coefficients by using orthonormal transforms such as the
discrete cosine transform (DCT). These coefficients are then individu-
ally coded with scalar quantizers and entropy coders. In Ref. 27, a
transform-domain Wyner–Ziv encoder is proposed. A blockwise DCT of
each Wyner–Ziv frame is performed. The transform coefficients are inde-
pendently quantized, grouped into coefficient bands, and then compressed
by a Slepian–Wolf turbo coder. As in the pixel-domain encoder described in
Section 1.5.2.1, the decoder generates a side information frame based on
previously reconstructed frames. Based on the side information, a bank
of turbo decoders reconstructs the quantized coefficient bands indepen-
dently. The rate-distortion performance is between conventional intraframe
transform coding and conventional motion-compensated transform coding.

A different approach consists of allowing some simple temporal depen-
dence estimation at the encoder to perform rate control without the need for
feedback from the receiver. In the PRISM scheme [28], the encoder selects
the coding mode based on the frame difference energy between the cur-
rent frame and a previous frame. If the energy of the difference is very
small, the block is not encoded. If the block difference is large, the block
is intracoded. Between these two situations, one of the different encoding
modes with different rates is selected. The rate estimation does not involve
motion compensation and hence is necessarily inaccurate if motion com-
pensation is used at the decoder. Further, the flexibility of the decoder is
restricted.

1.5.3 System Software and Middleware

The development of efficient and flexible system software to make func-
tional abstractions and information gathered by scalar and multimedia
sensors available to higher-layer applications is one of the most important
challenges faced by researchers to manage complexity and heterogeneity
of sensor systems. As in Ref. 29, the term “system software” is used here to
refer to operating systems, virtual machines, and middleware, which export
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services to higher-layer applications. Different multimedia sensor network
applications are extremely diverse in their requirements and in the way they
interact with the components of a sensor system. Hence, the main desired
characteristics of a system software for WMSNs can be identified as follows:

� Provides a high-level interface to specify the behavior of the sensor
system. This includes semantically rich querying languages that allow
specifying what kind of data is requested from the sensor network,
the quality of the required data, and how it should be presented to
the user.

� Allows the user to specify application-specific algorithms to perform
in-network processing on the multimedia content [30]. For exam-
ple, the user should be able to specify particular image-processing
algorithms or multimedia coding format.

� Long-lived, that is, needs to smoothly support evolutions of the
underlying hardware and software.

� Shared among multiple heterogeneous applications.
� Shared among heterogeneous sensors and platforms. Scalar and mul-

timedia sensor networks should coexist in the same architecture,
without compromising on performance.

� Scalable.

There is an inherent trade-off between degrees of flexibility and network
performance. Platform independence is usually achieved through layers of
abstraction, which usually introduces redundancy and prevents the devel-
oper from accessing low-level details and functionalities. However, WMSNs
are characterized by the contrasting objectives of optimizing the use of
the scarce network resources and not compromising on performance. The
principal design objective of existing operating systems for sensor networks
such as TinyOS is high performance. However, their flexibility, interoper-
ability, and reprogrammability are very limited. There is a need for research
on systems that allow for this integration.

We believe that it is of paramount importance to develop efficient,
high-level abstractions that will enable easy and fast development of sen-
sor network applications. An abstraction similar to the famous Berkeley
Transmission Control Protocol (TCP) sockets, that fostered the develop-
ment of Internet applications, is needed for sensor systems. However,
different from the Berkeley sockets, it is necessary to retain control on
the efficiency of the low-level operations performed on battery-limited and
resource-constrained sensor nodes.

As a first step toward this direction, Chu et al. [31] recently proposed
the Sensor data Library (Sdlib), a sensor network data and communica-
tions library built upon the nesC language [32] for applications that require



ch001.tex 25/4/2008 17: 43 Page 22

22 � Broadband Mobile Multimedia: Techniques and Applications

best-effort collection of large-size data such as video monitoring appli-
cations. The objective of the effort is to identify common functionalities
shared by several sensor network applications and to develop a library of
thoroughly tested, reusable, and efficient nesC components that abstract
high-level operations common to most applications, although leaving dif-
ferences among them to adjustable parameters. The library is called Sdlib
as an analogy to the traditional C++ Standard Template Library. Sdlib pro-
vides an abstraction for common operations in sensor networks although
the developer is still able to access low-level operations, which are imple-
mented as a collection of nesC components, when desired. Moreover, to
retain the efficiency of operations that are so critical for sensor networks
battery lifetime and resource constraints, Sdlib exposes policy decisions
such as resource allocation and rate of operation to the developer, although
hiding the mechanisms of policy enforcement.

1.5.4 Collaborative In-Network Processing

As discussed earlier, collaborative in-network multimedia processing tech-
niques are of great interest in the context of a WMSN. It is necessary to
develop architectures and algorithms to flexibly perform these functionali-
ties in-network with minimum energy consumption and limited execution
time. The objective is usually to avoid transmitting large amounts of raw
streams to the sink by processing the data in the network to reduce the
communication volume.

Given a source of data (e.g., a video stream), different applications may
require diverse information (e.g., raw video stream versus simple scalar
or binary information inferred by processing the video stream). This is
referred to as application-specific querying and processing. Hence, it is
necessary to develop expressive and efficient querying languages, and to
develop distributed filtering and in-network processing architectures, to
allow real-time retrieval of useful information.

Similarly, it is necessary to develop architectures that efficiently allow
performing data fusion or other complex processing operations in-network.
Algorithms for both inter- and intramedia data aggregation and fusion need
to be developed, as simple distributed processing schemes developed for
existing scalar sensors are not suitable for computation-intensive processing
required by multimedia contents. Multimedia sensor networks may require
computation-intensive processing algorithms (e.g., to detect the presence
of suspicious activity from a video stream). This may require considerable
processing to extract meaningful information and to perform compression.
A fundamental question to be answered is whether this processing can be
done on sensor nodes (i.e., a flat architecture of multifunctional sensors that
can perform any task), or if the need for specialized devices, for example,
“computation hubs,” arises.
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1.5.5 Open Research Issues

� Although theoretical results on Slepian–Wolf and Wyner–Ziv codings
exist since 30 years, there is still a lack of practical solutions. The
net benefits and the practicality of these techniques still need to be
demonstrated.

� It is necessary to completely explore the trade-offs between the
achieved fidelity in the description of the phenomenon observed and
the resulting energy consumption. As an example, the video distor-
tion perceived by the final user depends on source coding (frame rate,
quantization) and channel coding strength. For example, in a surveil-
lance application, the objective of maximizing the event detection
probability is in contrast to the objective of minimizing the power
consumption.

� As discussed earlier, there is a need for higher-layer abstractions that
will allow the fast development of sensor applications. However, due
to the resource-constrained nature of sensor systems, it is necessary
to control the efficiency of the low-level operations performed on
battery-limited and resource-constrained sensor nodes.

� There is a need for simple, yet expressive high-level primitives for
applications to leverage collaborative, advanced in-network multi-
media processing techniques.

1.6 Protocols
In applications involving high-rate data, the transport, network, and link
layers assume special importance by providing congestion control, delay-
bounded routing, fair and efficient scheduling, among other functionalities.
Although a large body of work exists in this area, there is a growing trend
for newer design approaches in the context of WMSNs. As an example,
the User Datagram Protocol (UDP), which has been traditionally used for
transporting multimedia content may not be suited for WMSNs, given its
blind packet drop policy. There is a need to decouple network-layer relia-
bility and congestion control, often weighting one over the other, to meet
performance requirements of real-time traffic. Similarly, at the link layer,
protocols allow higher bandwidth utilization through multiple-transceiver
sensors, multiple input multiple output (MIMO) antennas may be devised.

Recent research efforts have stressed on cross-layer design principles,
wherein information gathered at a given layer can be used for making bet-
ter decisions in the protocols that operate at entirely different layers. As
an example, high packet delays and low bandwidth can force the routing
layer to change its route decisions. Different routing decisions alter the set
of links to be scheduled, thereby influencing the performance of the Media
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Access Control (MAC) layer. Furthermore, congestion control and power
control are also inherently coupled [33], as the capacity available on each
link depends on the transmission power. Moreover, specifically to multi-
media transmissions, the application layer does not require full insulation
from lower layers, but instead needs to perform source coding based on
information from the lower layers to maximize the multimedia performance.

This section discusses the considerations in optimizing the performance
of the protocols operating at each of the layers, as well as exploring their
interdependencies.

1.6.1 Transport-Layer Protocols

To explore the functionalities and support provided by the transport layer,
the following discussion is classified into (1) TCP/UDP and TCP-friendly
schemes for WMSNs and (2) application-specific and nonstandardized
protocols. Figure 1.5 summarizes the discussion in this section.

1.6.1.1 TCP/UDP and TCP-Friendly Schemes for WMSNs

For real-time applications such as streaming media, UDP is preferred over
TCP as “timeliness” is of greater concern than “reliability.” However, in
WMSNs, it is expected that packets are significantly compressed at the
source, and redundancy is reduced as far as possible owing to the high
transmission overhead in the energy-constrained nodes. Simply dropping
packets during congestion conditions, as undertaken in UDP, may intro-
duce discernable disruptions if they contain important original content not
captured by interframe interpolation, such as the region of interest (ROI)
feature used in JPEG2000 [34] or the I-frame used in the MPEG family.

Transport layer

TCP/UDP and TCP-friendly
schemes

  TCP may be preferred
 over UDP unlike traditional
 wireless networks
 Compatible with the
 TCP rate control mechanism

 E.g., SIP, MPEG-TFRCP

Application-specific and nonstandard protocols

Reliability Congestion control Other considerations

 Per-packet delivery
 guarantee for selected
 packet types
 Redundancy by caching
 at intermediate nodes

 E.g., RMST, PSFQ
 E.g., ESRT

 Spatio–temporal
 reporting
 Adjusting of reporting
 frequency based on
 current congestion
 levels

 Better load balancing
 and robustness to channel
 state variability
 Need to regulate
 multiple sources
 monitoring the same
 event
 E.g., CODA, MRTP

Figure 1.5 Classification of existing transport-layer protocols.
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Unlike UDP, the TCP header can be modified to carry data-specific informa-
tion including minimum resource requirements of different service classes
in case of differentiated services.

We thus believe that TCP with appropriate modifications is preferable
over UDP for WMSNs, if standardized protocols are to be used. With respect
to sensor networks, several problems and their likely solutions such as large
TCP header size, data versus address-centric routing, energy efficiency,
among others, are identified and solutions are proposed in Ref. 35. We
next indicate the recent work in this direction that evaluates the case for
using TCP in WMSNs.

� Effect of jitter induced by TCP. A key factor that limits multimedia
transport based on TCP and TCP-like rate control schemes is the jitter
introduced by the congestion control mechanism. This can, how-
ever, be mitigated to a large extent by playout buffers at the sink,
which is typically assumed to be rich in resources. As an example, the
MPEG-TFRCP (TCP-Friendly Rate Control Protocol for MPEG-2 Video
Transfer) [36] is an equation-based rate control scheme designed for
transporting MPEG video in a TCP-friendly manner.

� Overhead of the reliability mechanism in TCP. The reliability mech-
anism provided by TCP introduces an end-to-end message passing
overhead. Distributed TCP caching (DTC) [37] overcomes these prob-
lems by caching TCP segments inside the sensor network and by local
retransmission of TCP segments. The nodes closest to the sink are the
last-hop forwarders on most of the high-rate data paths and thus run
out of energy first. DTC shifts the burden of the energy consumption
from nodes close to the sink to the network, apart from reducing
networkwide retransmissions.

� Regulating streaming through multiple TCP connections. The avail-
ability of multiple paths between the source and sink can be exploited
by opening multiple TCP connections for multimedia traffic [38]. Here,
the desired streaming rate and the allowed throughput reduction
in presence of bursty data, such as video, is communicated to the
receiver by the sender. This information is used by the receiver, which
then measures the actual throughput and controls the rate within the
allowed bounds by using multiple TCP connections and dynamically
changing its TCP window size for each connection.

Although the recent TCP-based protocols for sensor networks, such as
the Sensor Internet Protocol (SIP) [39] and the open source uIP [35] look
promising, the inability to distinguish between bad channel conditions and
network congestion is a major problem in TCP. This has motivated a new
family of specialized transport-layer protocols where the design practices
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followed are entirely opposite to that of TCP [40], or stress on a particular
functionality of the transport layer such as reliability or congestion control.

1.6.1.2 Application-Specific and Nonstandard Protocols

Depending on the application, both reliability and congestion control may
be equally important functionalities or one may be preferred over the
other. As an example, a video capture of a moving target enjoys a per-
missible level of loss tolerance and should be prevented from consuming
a large proportion of network resources. The presence or absence of an
intruder, however, may require a single data field but needs to be com-
municated without any loss of fidelity or information. We next list the
important characteristics of such TCP-incompatible protocols in the context
of WMSNs.

� Reliability. As discussed earlier in this section, certain packets in a
flow may contain important information that is not replicated else-
where, or cannot be regenerated through interpolation. Thus, if a
prior recorded video is being sent to the sink, all the I-frames could
be separated and the transport protocol should guarantee that each
of these reach the sink. Reliable Multisegment Transport (RMST) [41]
or the Pump Slowly Fetch Quickly (PSFQ) protocol [42] can be used
for this purpose as they buffer packets at intermediate nodes, allow-
ing for faster retransmission in case of packet loss. However, there is
an overhead of using the limited buffer space at a given sensor node
for caching packets destined for other nodes, as well as performing
timely storage and flushing operations on the buffer.

� Congestion control. Multimedia data rates are typically in the order
of 64 kbit/s for constant bit rate voice traffic, whereas video traf-
fic may be bursty and approximately 500 kbit/s [43]. Although these
data generation rates are high for a single node, multiple sensors in
overlapped regions may inject similar traffic on sensing the same phe-
nomenon, leading to network congestion. The Event-to-Sink Reliable
Transport (ESRT) protocol [44] leverages the fact that spatial and tem-
poral correlation exists among the individual sensor readings [45].
The ESRT protocol regulates the frequency of event reporting in a
remote neighborhood to avoid congestions in the network. How-
ever, this approach may not be viable for all sensor applications as
nodes transmit data only when they detect an event, which may be a
short duration burst, as in the case of a video monitoring application.
The feedback from the base station may hence not reach in time to
prevent a sudden congestion due to this burst.

� Other considerations. As in TCP implementations, the use of multiple
paths improves the end-to-end data transfer rate. The COngestion
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Detection and Avoidance (CODA) protocol [46] allows a sink to
regulate multiple sources associated with a single event in case of
persistent network congestion. However, as the congestion inference
in CODA is based on queue length at intermediate nodes, any action
taken by the source occurs only after a considerable time delay.
Other solutions include the Multiflow Real-time Transport Protocol
(MRTP) [47] that is suited for real-time streaming of multimedia con-
tent by splitting packets over different flows, but does not consider
energy efficiency or retransmissions for scalar data, both important
considerations for a heterogeneous WMSN.

The success in energy-efficient and reliable delivery of multimedia infor-
mation extracted from the phenomenon directly depends on selecting
the appropriate coding rate, number of sensor nodes, and data rate for
a given event [45]. For this purpose, new reliability metrics coupled with
the application-layer coding techniques should be investigated.

1.6.2 Network Layer

Data collected by the sensor nodes may consist of different traffic classes,
each having its own QoS requirement. We focus our discussion on the pri-
mary network-layer functionality of routing, although stressing on the appli-
cability of the existing protocols for delay-sensitive and high bandwidth
needs.

The concerns of routing, in general, differ significantly from the spe-
cialized service requirements of multimedia streaming applications. As an
example, multiple routes may be necessary to satisfy the desired data rate at
the destination node. Also, different paths exhibiting varying channel con-
ditions may be preferred depending on the type of traffic and its resilience
to packet loss. Primarily, routing schemes can be classified based on (i) net-
work conditions that leverage channel and link statistics, (ii) traffic classes
that decide paths based on packet priorities, and (iii) specialized protocols
for real-time streaming that use spatio–temporal forwarding. Figure 1.6 pro-
vides a classification of the existing routing protocols and summarizes the
discussion in this section.

1.6.2.1 QoS Routing Based on Network Conditions

Network conditions include interference seen at intermediate hops, the
number of backlogged flows along a path, residual energy of the nodes,
among others. A routing decision based on these metrics can avoid
paths that may not support high bandwidth applications or introduce
retransmission owing to bad channel conditions.
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  Dropping rate
  Latency tolerance
  Desired bandwidth

Real-time streaming based

  Spatio–temporal character
  Probabilistic delay guarantees

Figure 1.6 Classification of existing routing protocols.

The use of image sensors for gathering topology information [48] and
generating QoS metrics [49] have been recently explored. Both construct
a weighted cost function that takes into account different factors such as
position, backlogged packets in the queue, and residual energy and com-
munication parameters such as error rate to derive energy-efficient paths
bounded by maximum allowed delays.

1.6.2.2 QoS Routing Based on Traffic Classes

As an example that highlights the need for network-level QoS, consider the
task of bandwidth assignment for multimedia mobile medical calls, which
include patients’ sensing data, voice, pictures, and video data [8]. Unlike
the typical source-to-sink multihop communication used by classical sen-
sor networks, the proposed architecture uses a 3G cellular system in which
individual nodes forward the sensed data to a cellular phone or a spe-
cialized information-collecting entity taking into account handoff effects.
Different priorities are assigned to video data originating from sensors on
ambulances, audio traffic from elderly people, and images returned by sen-
sors placed on the body. It is important that some flows be preferred over
the others given their time-critical nature and the level of importance to the
patient’s treatment.

1.6.2.3 Routing Protocols with Support for Streaming

The SPEED protocol [50] provides three types of real-time communication
services, namely, real-time unicast, real-time area-multicast, and real-time
area-anycast. It uses geographical location for routing and a key differ-
ence with other schemes of this genre is its spatio–temporal character, that
is, it takes into account the timely delivery of the packets. As it works
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satisfactorily under scarce resource conditions and can provide service
differentiation, SPEED takes the first step in addressing the concerns of
real-time routing in WMSNs.

A significant extension over SPEED, the MMSPEED protocol [51] can
efficiently differentiate between flows with different delay and reliability
requirements. MMSPEED is based on a cross-layer approach between the
network and the MAC layers in which a judicious choice is made over the
reliability and timeliness of packet arrival. It is argued that the differentiation
in reliability is an effective way of channeling resources from flows with
relaxed requirements to flows with tighter requirements. Although current
research directions make an effort to provide real-time streaming, they are
still best-effort services.

Giving firm delay guarantees and addressing QoS concerns in a dynami-
cally changing network is a difficult problem and yet is important for seam-
less viewing of the multimedia frames. Although probabilistic approaches
such as MMSPEED take the first step toward this end, clearly, further work
is needed in the networking layer.

1.6.3 MAC Layer

Research efforts to provide MAC-layer QoS can be mainly classified into
(i) channel access policies, (ii) scheduling and buffer management, and
(iii) error control. We next provide a brief description of each and highlight
their support to multimedia traffic. The scope of this chapter is limited to the
challenges posed by multimedia traffic in sensor networks and the efforts
at the MAC layer to address them. A detailed survey of MAC protocols
for classical sensor networks using scalar data can be found in Ref. 52.
Figure 1.7 provides a classification of relevant MAC-layer functionalities
and summarizes the discussion in this section.

1.6.3.1 Channel Access Policies

The main causes of energy loss in sensor networks are attributed to “packet
collisions” and subsequent retransmissions, “overhearing packets” destined
for other nodes, and “idle listening,” a state in which the transceiver circuits
remain active even in the absence of data transfer. Thus, regulating access to
the channel assumes primary importance and several solutions have been
proposed in the literature.

1.6.3.2 Contention-Based Protocols

Most contention-based protocols such as S-MAC [53], and protocols inspired
by it [54], have a single-radio architecture. They alternate between sleep
cycles (low power modes with transceiver switched off) and listen cycles
(for channel contention and data transmission). However, we believe
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Figure 1.7 Classification of protocols at the data link layer.

that their applicability to multimedia transmission is limited owing to the
following reasons:

� The primary concern in the protocols of this class is saving energy,
and this is accomplished at the cost of latency and by allowing
throughput degradation. A sophisticated duty cycle calculation based
on permissible end-to-end delay needs to be implemented and coor-
dinating overlapping “listen” period with neighbors based on this
calculation is a difficult research challenge.

� Video traffic exhibits an inherent bursty nature and can lead to sudden
buffer overflow at the receiver. This problem is further aggravated by
the transmission policy adopted in T-MAC [54]. By choosing to send
a burst of data during the listen cycle, T-MAC shows performance
improvement over S-MAC, but at the cost of monopolizing a bottle-
neck node. Such an operation could well lead to strong jitters and
result in discontinuous real-time playback.

1.6.3.3 Contention-Free Single-Channel Protocols

Time division multiple access (TDMA) is a representative protocol of this
class in which the CH or sink helps in slot assignment, querying particular
sensors, and maintaining time schedules. We believe that such protocols
can be easily adapted for multimedia transmission and highlight the likely
design considerations.

� TDMA schemes designed exclusively for sensor networks [55; and ref-
erences therein] have a small reservation period (RP) that is generally



ch001.tex 25/4/2008 17: 43 Page 31

Design Challenges for Wireless Multimedia Sensor Networks � 31

contention-based, followed by a contention-free period that spans
the rest of the frame. This RP could occur in each frame or at
predecided intervals to assign slots to active nodes taking into con-
sideration the QoS requirement of their data streams. The length of
the TDMA frames and the frequency of the RP interval are some of
the design parameters that can be exploited when designing a multi-
media system. However, clock drift and synchronization issues must
be accounted for they have a pronounced effect on small TDMA slot
sizes.

� For real-time streaming video, packets are time-constrained and
scheduling policies such as shortest time to extinction (STE) [56]
or earliest due date (EDD) [57] can be adopted. Both of these are
similar in principle as packets are sent in the increasing order of their
respective delay tolerance, but differ in respect that EDD may still
forward a packet that has crossed its allowed delay bound. Based on
the allowed packet loss of the multimedia stream, the dependencies
between packet dropping rate, arrival rate, and delay tolerance [56]
can be used to decide the TDMA frame structure and thus ensure the
smooth replay of data. This allows greater design choices as against
Ref. 57, where the frame lengths and slot duration are considered
constant.

� As sensor nodes are often limited by their maximum data transmis-
sion rate, depending on their multimedia traffic class, the duration of
transmission could be made variable. Thus, variable TDMA (V-TDMA)
schemes should be preferred when heterogeneous traffic is present in
the network. Tools for calculating the minimum worst-case per-hop
delay provided in Ref. 58 could be used in conjunction with the
allowed end-to-end delay when V-TDMA schemes are used.

� The high data rate required by multimedia applications can be
addressed by spatial multiplexing in MIMO systems that use a single
channel but employ interference cancellation techniques. Recently,
“virtual” MIMO schemes have been proposed for sensor networks
[59], where nodes in proximity form a cluster. Each sensor functions
as a single antenna element, sharing information and thus simulating
the operation of a multiple antenna array. A distributed compression
scheme for correlated sensor data, which specially addresses multi-
media requirements, is integrated with the MIMO framework in Ref.
60. However, a key consideration in the MIMO-based systems is the
number of sensor transmissions and the required signal energy per
transmission. As the complexity is shifted from hardware to sensor
coordination, further research is needed at the MAC layer to ensure
that the required MIMO parameters such as channel state and desired
diversity/processing gain are known to both the sender and receiver
at an acceptable energy cost.
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1.6.3.4 Contention-Free Multi-Channel Protocols

As discussed earlier in this section, existing bandwidth can be efficiently
utilized by using multiple channels in a spatially overlapped manner. We
observe that Berkeley’s 3G MICA2 Mote has an 868/916 GHz multi-channel
transceiver [5]. In Rockwell’s WINS nodes, the radio operates on one of the
40 channels in the Industrial, Scientific and Medical (ISM) frequency band,
selectable by the controller [61]. We next outline the design parameters that
could influence MAC design in multi-channel WMSNs.

� Recent research has focused on a two-transceiver paradigm in
which the main radio (MR) is supplemented by the presence of a
wake-up radio (LR) having similar characteristics [62–64] or a simple
low-energy design [65] that emits a series of short pulses or a busy
tone. The LR is used for exchanging control messages and is assigned
a dedicated channel. In high bandwidth applications, such as stream-
ing video, the use of a separate channel for channel arbitration alone
does not allow best utilization of the network resources.

� We propose that WMSNs use in-band signaling, where the same chan-
nel is used for both data and channel arbitration [66]. Although such
protocols undoubtedly improve bandwidth efficiency, they introduce
the problem of distinct channel assignment and need to account for
the delay to switch to a different channel [67], as its cumulative nature
at each hop affects real-time media. This work leaves an open ques-
tion on whether switching delay can be successfully hidden with
only one interface per node. If this is possible, it may greatly sim-
plify sensor design, while performing, as well as a multi-channel,
multi-interface solution.

� Multi-channel protocols are not completely collision-free as seen
in the case of control packet collision [62,63,66], and the available
channels cannot be assumed to be perfectly nonoverlapping. This
may necessitate dynamic channel assignment, taking into account the
effect of adjacent channel interference, to maintain the network QoS.

The use of multi-channel communication paradigm can also be used to
highlight the need for cross-layer design strategies, described in detail in
Section 1.6.4. Consider the scenario in Figure 1.8 in which a multiradio
architecture is assumed. Existing data rates of approximately 40 and
250 kbit/s supported by the MICA2 and MICAz motes are not geared to sup-
port multimedia traffic and hence the use of multiple channels for the same
flow greatly increases the data rate. The network layer must preferentially
route packets to nodes that can support reception on more than one chan-
nel. The link layer undertakes sender–receiver negotiations and decides
on the particular channels to be used for the impending data transfer.



ch001.tex 25/4/2008 17: 43 Page 33

Design Challenges for Wireless Multimedia Sensor Networks � 33

Transport layer
The congestion control
strategy depends on the
number of channels/flow

Choosing next hop nodes,
which can support multiple
channels

Identifying suitable channels
for high data rate Tx

Multiple channels allow
reduced Tx rate and power for
same bandwidth utilization

Single channel

Node A

Multiple channels

Node B

Network layer

MAC layer

Physical layer

Figure 1.8 Interdependencies in the protocol stack leading to a cross-layer
architecture in WMSNs.

The number of channels to be used may decide the congestion control
algorithm adopted at the transport layer. Thus, although these complex
interdependencies help in realizing high data rates on the resource-
constrained sensor nodes, they also introduce significant challenges in
protocol design and must be investigated further.

1.6.3.5 Scheduling

MAC-layer scheduling in the context of WMSNs differs from the traditional
networking model in the sense that apart from choosing the queue-
ing discipline that accounts for latency bounds, rate/power control, and
consideration of high channel error conditions needs to be incorporated.

To generate optimal schedules that minimize both power consump-
tion and the probability of missing deadlines for real-time messages, PARM
[68] integrates the EDD metric described in Section 1.6.3 into an energy
consumption function. Although significant performance improvements are
demonstrated, this work needs to be extended for large-scale networks that
are typically envisaged for WMSNs.

Queueing at the MAC layer has been extensively researched and several
schemes with varying levels of complexity exist. Of interest to multimedia
applications is the development of schemes that allow a delay bound and
thus assure smooth streaming of multimedia content. E2WFQ [69], a variant
of the established weighted fair queueing (WFQ) discipline, allows adjust-
ments to be made to the energy–latency–fidelity trade-off space. Extending
WFQ, the wireless packet scheduling (WPS) presented in Ref. 70, addresses
the concerns of delay and rate-sensitive packet flows, thus making it suit-
able for multimedia traffic. WPS, however, assumes that the channel error is
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completely predictable at any time and its practical implementation shows
marked deviations from the idealized case in terms of worst-case complex-
ity. This work is suitable for single-hop sensor–sink communication and
multihop forwarding issues are not explored.

Network calculus [71,72] is a theory for deterministic queueing sys-
tems that allows the assignment of service guarantees by traffic regulation
and deterministic scheduling. Through tools provided by network calculus,
bounds on various performance measures, such as delay and queue length,
at each element of the network can be derived and thus QoS of a flow can
be specified. Arrival, Departure, and Service curves reflect the constraints
that flows are subjected to within a network. The calculus relies on Min-plus
algebra, in which addition and multiplication are replaced by minimum and
addition, respectively, to operate on these curves. Current network calcu-
lus results have been mostly derived for wired networks, and assume static
topologies and fixed link capacity, indicating that further work needs to be
undertaken in dynamic scenarios typically envisaged for WMSNs.

1.6.3.6 Link-Layer Error Control

The inherent unreliability of the wireless channel, coupled with a low-frame
loss rate requirement of the order of 10−2 for good-quality video, poses a
challenge in WMSNs. Two main classes of mechanisms are traditionally
employed to combat the unreliability of the wireless channel at the phys-
ical (PHY) and data link layer, namely forward error correction (FEC) and
automatic repeat request (ARQ), along with hybrid schemes. ARQ mecha-
nisms use bandwidth efficiently at the cost of additional latency. Hence,
although carefully designed selective repeat schemes may be of some
interest, naive use of ARQ techniques is clearly infeasible for applications
requiring real-time delivery of multimedia content.

An important characteristic of multimedia content is “unequal impor-
tance,” that is, not all packets have the same importance, as seen in the
case of the I-frames in the MPEG family. Applying different degrees of FEC
to different parts of the video stream, depending on their relative impor-
tance (unequal protection) allows a varying overhead on the transmitted
packets. For example, this idea can be applied to layered coded streams to
provide graceful degradation in the observed image quality in the presence
of error losses, thus avoiding the so-called “cliff” effects [2].

In general, delivering error-resilient multimedia content and minimiz-
ing energy consumption are contradicting objectives. For this reason, and
due to the time-varying characteristics of the wireless channel, several joint
source and channel coding schemes have been developed (e.g., Ref. 14),
which try to reduce the energy consumption of the whole process. Some
recent papers [73,74] even try to jointly reduce the energy consumption of
the whole process of multimedia content delivery, that is, jointly optimize
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source coding, channel coding, and transmission power control. How-
ever, most of these efforts have originated from the multimedia or coding
communities, and thus do not jointly consider other important networking
aspects of content delivery over a multihop wireless networks of memory-,
processing-, and battery-constrained devices.

In Ref. 75, a cross-layer analysis of error control schemes for WSNs is
presented. The effects of multihop routing and of the broadcast nature of
wireless communications are investigated to model the energy consump-
tion, latency, and packet error rate performance of error control schemes.
As a result, error control schemes are studied through a cross-layer analysis
that considers the effects of routing, medium access, and physical layer. This
analysis enables a comprehensive comparison of FEC and ARQ schemes in
WSNs. FEC schemes are shown to improve the error resiliency compared
to ARQ. In a multihop network, this improvement can be exploited by
reducing the transmit power (transmit power control) or by constructing
longer hops (hop length extension) through channel-aware routing proto-
cols. The analysis reveals that, for certain FEC codes, hop length extension
decreases both the energy consumption and the end-to-end latency sub-
ject to a target packet error rate compared to ARQ. Thus, FEC codes are an
important candidate for delay-sensitive traffic in WSNs. However, transmit
power control results in significant savings in energy consumption at the
cost of increased latency. There is also a need to integrate source and chan-
nel coding schemes in existing cross-layer optimization frameworks. The
existing schemes mostly consider point-to-point wireless links, and neglect
interference from neighboring devices and multihop routes.

1.6.4 Cross-Layer Protocols

Although a consistent amount of recent papers have focused on cross-layer
design and improvement of protocols for WSNs, a systematic methodology
to accurately model and leverage cross-layer interactions is still largely miss-
ing. Most of the existing studies decompose the resource allocation problem
at different layers, and consider allocation of the resources at each layer
separately. In most cases, resource allocation problems are treated either
heuristically, or without considering cross-layer interdependencies, or by
considering pairwise interactions between isolated pairs of layers.

In Ref. 76, the cross-layer transmission of multimedia content over wire-
less networks is formalized as an optimization problem. Several different
approaches for cross-layer design of multimedia communications are dis-
cussed, including “bottom–up approach,” where the lower layers try to
insulate the higher layers from losses and channel capacity variations, and
“top–down,” where the higher layer protocols optimize their parameters at
the next lower layer. However, only single-hop networks are considered.
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Figure 1.9 Cross-layer communication architecture of a multimedia sensor.

In Ref. 77, several techniques that provide significant performance gains
through cross-layer optimizations are surveyed. In particular, the improve-
ments of adaptive link-layer techniques such as adaptive modulation and
packet-size optimization, joint allocation of capacity and flows (i.e., MAC
and routing), joint scheduling, and rate allocation are discussed. Although
still maintaining a strict layered architecture, it is shown how these cross-
layer optimizations help to improve the spectral efficiency at the physical
layer, and the PSNR of the video stream perceived by the user. Clearly,
energy-constrained multimedia sensors may need to leverage cross-layer
interactions one step further. At the same time, optimization metrics in the
energy domain need to be considered as well.

Figure 1.9 summarizes our discussion on protocol design showing how
application-layer QoS requirements and design constraints of WMSN can be
addressed by carefully designing a cross-layer communication architecture.

1.7 Physical Layer
This section discusses the applicability of the UWB transmission technique,
which we advocate as a potential technology for multimedia sensors.
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1.7.1 Ultra Wideband Communications

The UWB∗ technology has the potential to enable low power consumption
and high data rate communications within tens of meters, characteristics
that make it an ideal choice for WMSNs.

UWB signals have been used for several decades in the radar commu-
nity. Recently, the U.S. Federal Communications Commission (FCC) Notice
of Inquiry in 1998 and the First Report and Order in 2002 [79] inspired a
renewed flourish of research and development efforts in both academy and
industry due to the characteristics of UWB that make it a viable candidate
for wireless communications in dense multipath environments.

Although UWB signals, as per the specifications of the FCC, use the spec-
trum from 3.1 to 10.6 GHz, with appropriate interference limitation, UWB
devices can operate using spectrum occupied by existing radio services
without causing interference, thereby permitting scarce spectrum resources
to be used more efficiently. Instead of dividing the spectrum into dis-
tinct bands that are then allocated to specific services, UWB devices are
allowed to operate overlaid and thus interfere with existing services, at a
low enough power level that existing services would not experience per-
formance degradation. The First Report and Order by the FCC includes
standards designed to ensure that existing and planned radio services,
particularly safety services, are adequately protected.

There exist two main variants of UWB. The first, known as time-hopping
impulse radio UWB (TH-IR-UWB) [78], and mainly developed by Win and
Scholtz [80], is based on sending very short duration pulses (in the order
of hundreds of picoseconds) to convey information. Time is divided into
frames, each of which is composed of several chips of very short duration.
Each sender transmits one pulse in a chip per frame only, and multi-user
access is provided by pseudorandom time-hopping sequences (THS) that
determine in which chip each user should transmit. A different approach,
known as multicarrier UWB (MC-UWB), uses multiple simultaneous carri-
ers, and is usually based on Orthogonal Frequency Division Multiplexing
(OFDM) [81].

MC-UWB is particularly well suited for avoiding interference because its
carrier frequencies can be precisely chosen to avoid narrowband interfer-
ence to or from narrowband systems. However, implementing an MC-UWB
front-end power amplifier can be challenging due to the continuous vari-
ations in power over a very wide bandwidth. Moreover, when OFDM is

∗ The U.S. Federal Communications Commission (FCC) defines UWB as a signal with
either a fractional bandwidth of 20 percent of the center frequency or 500 MHz (when
the center frequency is above 6 GHz). The FCC calculates the fractional bandwidth as
2( fH − fL)/( fH + fL), where fH represents the upper frequency of the −10 dB emission
limit and fL represents the lower frequency limit of the −10 dB emission limit [78].
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used, high-speed FFT processing is necessary, which requires significant
processing power and leads to complex transceivers.

TH-IR-UWB signals require fast switching times for the transmitter and
receiver and highly precise synchronization. Transient properties become
important in the design of the radio and antenna. The high instantaneous
power during the brief interval of the pulse helps to overcome interference
to UWB systems, but increases the possibility of interference from UWB to
narrowband systems. The RF front end of a TH-IR-UWB system may resem-
ble a digital circuit, thus circumventing many of the problems associated
with mixed-signal integrated circuits. Simple TH-IR-UWB systems can be
very inexpensive to construct.

Although no sound analytical or experimental comparison between the
two technologies is available to our knowledge, we believe that TH-IR-UWB
is particularly appealing for WMSNs for the following reasons:

� It enables high data rate, very low-power wireless communications,
on simple-design, low-cost radios (carrierless, baseband communica-
tions) [80].

� Its fine delay resolution properties are appropriate for wireless com-
munications in dense multipath environment, by exploiting more
resolvable paths [82].

� It provides large processing gain in the presence of interference.
� It provides flexibility, as data rate can be traded for power spectral

density and multipath performance.
� Finding suitable codes for THS is trivial (as opposed to CDMA codes),

and no assignment protocol is necessary.
� It naturally allows for integrated MAC/PHY solutions [83]. Moreover,

interference mitigation techniques [83] allow realizing MAC proto-
cols that do not require mutual temporal exclusion between different
transmitters. In other words, simultaneous communications of neigh-
boring devices are feasible without complex receivers as required by
CDMA.

� Its large instantaneous bandwidth enables fine time resolution for
accurate position estimation [84] and for network time distribution
(synchronization).

� UWB signals have extremely low-power spectral density, with
low probability of intercept/detection (LPI/D), which is particularly
appealing for military covert operations.

1.7.1.1 Ranging Capabilities of UWB

Particularly appealing for WMSNs are UWB high data rate with low power
consumption, and its positioning capabilities. Positioning capabilities are
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needed in sensor networks to associate physical meaning to the informa-
tion gathered by sensors. Moreover, knowledge of the position of each
network device allows for scalable routing solutions [85]. Angle-of-arrival
techniques and signal strength-based techniques do not provide consid-
erable advantages with respect to other transmission techniques, whereas
time-based approaches in UWB allow ranging accuracy in the order of
centimeters [84]. This can be intuitively explained by expression 1.1, which
gives a lower bound on the best achievable accuracy of a distance estimate
d̂ [84]:

√
Var(d̂) ≥ c

2
√

2π
√

SNRβ′ (1.1)

where c is the speed of light, SNR the signal-to-noise ratio, and β the
effective signal bandwidth. As can be seen, the accuracy of the time-based
localization technique can be improved by increasing either the effective
bandwidth or the SNR. For this reason, the large bandwidth of UWB systems
allows extremely accurate location estimations, for example, within 1 in. at
SNR = 0 dB and with a pulse of 1.5 GHz bandwidth. Excellent comprehen-
sive surveys of the UWB transmission technique, and of the localization
techniques for UWB systems, are provided in Refs 86 and 84, respectively.

1.7.1.2 Standards Based on UWB

The IEEE 802.15.3a task group has been discussing for three years an alter-
nate physical layer for its high data rate wireless personal area networks
(WPAN) standard. However, in early 2005, the group has been disbanded
after not being able to reach a consensus on a single UWB-based standard
between two competing proposals from two leading industry groups—the
UWB Forum and the WiMedia Alliance. The UWB Forum proposal was
based on a direct sequence (DS)-UWB technology, whereas the WiMedia
alliance was proposing a multiband orthogonal frequency division mul-
tiplexing (MB-OFDM). The IEEE 802.15.4a task group is developing an
alternate physical layer for low data rate, very low power consumption
sensors, based on impulse radio UWB.

1.7.1.3 Open Research Issues

� Although the UWB transmission technology is advancing rapidly,
many challenges need to be solved to enable multihop networks
of UWB devices. In particular, although some recent efforts have
been undertaken in this direction [83,87], how to efficiently share
the medium in UWB multihop networks is still an open issue.

� As a step ahead, research is needed aimed at designing a cross-layer
communication architecture based on UWB with the objective of
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reliably and flexibly delivering QoS to heterogeneous applications in
WMSNs, by carefully leveraging and controlling interactions among
layers according to the application’s requirements.

� It is necessary to determine how to provide provable latency and
throughput bounds to multimedia flows in an UWB environment.

� It is needed to develop analytical models to quantitatively compare
different variants of UWB to determine trade-offs in their applicabil-
ity to high data rate and low power consumption devices such as
multimedia sensors.

� A promising research direction may also be to integrate UWB with
advanced cognitive radio [88] techniques to increase the spectrum
utilization. For example, UWB pulses could be adaptively shaped to
occupy portions of the spectrum that are subject to lower interference.

1.8 Conclusions
We discussed the state-of-the-art of research on WMSNs and outlined the
main research challenges. Algorithms and protocols for the development of
WMSNs were surveyed, and open research issues were discussed in detail.
We discussed existing solutions and open research issues at the application,
transport, network, link, and physical layers of the communication stack,
along with possible cross-layer synergies and optimizations. We pointed
out how recent work undertaken in Wyner–Ziv coding at the application
layer, specialized spatio–temporal transport-layer solutions, delay-bounded
routing, multi-channel MAC protocols, and UWB technology, among others,
seem to be the most promising research directions in developing practical
WMSNs. We believe that this research area will attract the attention of many
researchers and that it will push one step further our ability to observe the
physical environment and interact with it.

Acknowledgment
The authors would like to thank Prof. Ian F. Akyildiz for his valuable
comments and continuous guidance and encouragement.

References
1. Akyildiz, I. F., W. Su, Y. Sankarasubramaniam, and E. Cayirci. Wireless sensor

networks: A survey. Computer Networks (Elsevier), 38(4), 393–422, 2002.
2. Gurses, E. and O. B. Akan. Multimedia communication in wireless sensor

networks. Annals of Telecommunications, 60(7–8), 799–827, 2005.


