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Preface

About thirty-five years ago there was an awakening of interest of researchers
in commutative algebra to the algorithmic and computational aspects of
their field, marked by the publication of Buckberger’s thesis in 1966. His
work became the starting point of a new research field, called Computa-
tional Commutative Algebra. Currently, computer programs implementing
versions of his and related algorithms are readily available both as commer-
cial products and academic prototypes. These are of growing importance
in almost every field of applied mathematics because they deal with very
basic problems related to systems of polynomial equations. Statisticians,
too, should find many useful tools in computational commutative algebra,
together with interesting and enriching new perspectives. Just as the in-
troduction of vectors and matrices has greatly improved the mathematics
of statistics, these new tools provide a further step forward by offering a
constructive methodology for a basic mathematical tool in statistics and
probability, that is to say a ring. The mathematical structure of real random
variables is precisely a ring, and other rings and ideals appear naturally in
distribution theory and modeling. However, the ring of random variables
is a ring with lattice operations which are not fully incorporated into the
theory we present, at least not yet.
The authors’ attention was drawn to the relevance of Gröbner basis the-

ory by a paper on contingency tables by Sturmfels and Diaconis circulated
as a manuscript in 1993. With initial help provided by Professor Teo Mora
(University of Genova), a first application to design of experiments was
published by G. Pistone and H. Wynn in 1996 (Biometrika) and this field
of application was more fully developed by E. Riccomagno in her Ph.D.
thesis work during 1996-97 at the University of Warwick. Subsequent pa-
pers in the same direction were published by the authors and a number
of coauthors. We are pleased to acknowledge (in alphabetic order) Ron
Bates, Massimo Caboara, Roberto Fontana, Beatrice Giglio, Tim Holliday,
Maria-Piera Rogantin.
During the few years this monograph was in the making, we have ben-

efitted from many contributions by others, and further related work is in
progress. Some of the contents of this book was first exposed at the series of
four GROSTAT workshops, which took place in successive years, starting
in 1997 at the University of Warwick (UK), the IUT-STID in Nice-Côte



xiv PREFACE

d’Azur in Menton (France), EURANDOM in Eindhoven (NL), and again,
in 2000, in Menton. We must thank all the participants and these institu-
tions for their support, in particular Professor Annie Cavarero, director of
IUT-STID.
We found keen collaborators at the University of Genova. We should

at least mention, together with those above, Professor Lorenzo Robbiano
(who also supported GROSTAT IV) and the CoCoA team who have had
a major influence on the algebraic and computational aspects of the field.
We are very grateful to them all for the early and generous access to their
research, for the high level of illumination it provided on the mathematical
foundations and the very fast computer code developed under the wings of
CoCoA.
We are grateful for many discussions with colleagues and coworkers. A

minimal list includes Wilf Kendall, Thomas Richardson, Raffaella Settimi
and Jim Smith, in Warwick, and Alessandro Di Bucchianico and Arjeh Co-
hen, in Eindhoven. Special thanks to Dan Naiman of The Johns Hopkins
University for allowing us to draw on recent joint work on tube theory in
Chapter 4. Ian Dinwoodie, from Tulane University, helped to strengthen
our understanding of the work of Diaconis and Sturmfels on toric ideals,
which we reach in the final sections of the book, from our own particular di-
rection. Because a considerable volume of the monograph is based on work
in progress, we have, on a few occasions, had to refer to unpublished, al-
though available, technical reports. We thank all the colleagues who helped
us by reading different versions of this work, some of them already men-
tioned, and also Neil Parkin for careful reading of the whole book. We also
thank our publishers for their help and considerable patience.
A cocktail of different grants and institutions has funded this research.

We should thank the UK Engineering and Physical Sciences Research
Council, the Italian Consiglio Nazionale delle Richerche, EURANDOM,
and, last but not least, IRMA and the University L. Pasteur of Strasbourg,
and Professor Dominique Collombier, who has hosted us during the final
revision of the book.
This book is dedicated to our families, with apologies to all for the ab-

sences that a triple collaboration must entail.

Giovanni Pistone
Eva Riccomagno

Henry Wynn

Strasbourg, France, October 2000



Notation

Common symbols

N positive integer numbers
Z integer numbers
Q rational numbers
R real numbers
C complex numbers
S∗ ∗ excludes the 0 from the set S
S+ non-negative entries of the set of numbers S:

for example Z+ = {a ∈ Z : a ≥ 0} = {0} ∪ N

d superscript dimension of the cartesian product
for example, Zd stands for Z × · · · × Z︸ ︷︷ ︸

d times
{a} 1. component-wise fractional part operator, a ∈ Rd

2. the set whose element is a
#A number of elements in the set A
[p] vector or list p as a column vector
[a1 · · · an] matrix with the vectors ai, i = 1, . . . , n as columns
[[. . .], . . . , [. . .]] matrix as a list of rows
At transpose of A where A is a matrix or a vector
I identity matrix
x1, . . . , xd factors, variables, indeterminates
d 1. number of independent factors

2. number of variables
3. number of indeterminates

s number of xi’s if the algebra is emphasised
N 1. sample size

2. number of design points
3. number of support points

k, K fields of coefficients
for example, Q, R, Q(θ), transcendental extension,
Q(

√
2), algebraic extension



xvi NOTATION

Notation for Gröbner bases

k[x1, . . . , xs] ring of polynomials in x1, . . . , xs
and with coefficients in k

xα = xα1
1 . . . xαs

s monomial in k[x1, . . . , xs]
p(x1, . . . , xs) polynomial in k[x1, . . . , xs]
τ , �, �τ term-ordering
xi1 � . . . � xis initial ordering on the indeterminates
τ(xi1 � . . . � xis) emphasis on the initial ordering
LTτ (p(x)) leading term of the polynomial p

with respect to the term-ordering τ
Ideal (g1, . . . , gh) ideal of k[x1, . . . , xs] generated by g1, . . . , gh
〈g1, . . . , gh〉
Variety(I) set of zeros of all polynomials in I
Ideal(V ) set of all polynomials vanishing at V
Variety(f1, . . . , fl) set of common roots of fi, i = 1, . . . , l
Rem(f),Rem(f,G) 1. normal form of f with respect to

the Gröbner basis G
2. remainder of the division of f with respect
to the set of polynomials G

Notation for experimental design

D, DN 1. experimental design
2. support for a discrete distribution

a, x design point
x(i), (x(i)1, . . . , x(i)d) ith design point for i = 1, . . . , N
X design region
Estτ (D) estimable terms with respect to τ and D
F polynomial regression vector
Z = [f(x)]x∈D,f∈F design matrix for a model with support F

and a design D;
the orderings on D and F carry over to Z

ZtZ information matrix
y = (y1, . . . , yN ) responses, values at the support points
θ, c, b, a parameters or coefficients
k[x1, . . . , xd]/ Ideal(D) quotient ring
k[x]/ Ideal(D)
L list of exponents of a vector space

basis of k[x1, . . . , xd]/Ideal(D)
L0 L \ {(0, . . . , 0)}
L′ L′ ⊆ L


