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Foreword 
 
 
 
Photochemists are always looking for information of all sorts. There is often an 
urgent demand for certain information that seemingly should be, but for some rea-
son is not, conveniently available. All of us have a special reference book or two 
that we treasure that serve as portals to information that we need right away. 
Maybe it�s a book with some good one liners for a speech we have to deliver or a 
thesaurus with the mot juste that we need to convince our colleagues of the beauty 
of our science in a lecture. Or maybe it�s a reference book of prayers that we go to 
in desperation when experiments are not working. For a photochemist an ideal 
reference book provides rapid access to that rate constant, that quantum yield, that 
triplet energy, that fluorescence spectrum, that actinometer, etc. that suddenly is 
important in making an argument or checking a hypothesis.  Where to find such 
data conveniently and authoritatively and quickly? 

The Handbook of Photochemistry has been a very special reference book for 
photochemists since the first edition appeared in 1973. The collection of data 
complied in this edition was judiciously selected and presented in a user friendly 
manner such that it was easy to find the pertinent information. At that time impor-
tant photochemical parameters such as excited state energies, rate constants, spec-
tral information were not conveniently gathered. �The Handbook� was a break 
through in that regard and presented data with a high level of scholarship. The 
second edition, which appeared in 1993 built on the excellent scholarship of the 
first edition. 

The third edition (2005) follows in the fine tradition of excellent, user-
friendly scholarship, with some additional features. The new edition starts Chapter 
1, an overview of the photophysics of organic molecules in solution by Josef 
Michl, followed by Chapter 2, an overview of the photophysics of transition metal 
complexes by Vincenzo Balzani. These are welcome essays, well worth reading 
by students and experts alike. Chapter 3 and the following chapter launch into the 
�meat� of the Handbook, large tables of data with references on the photophysical 
properties of organic and inorganic molecules. 

The photochemical community will certainly be pleased to see the new up-
dated arrival of The Handbook. Faculty should obtain a copy and put within easy 
reach of their students. When students ask where can I find�.just point them to 
The Handbook. The sooner they become accustomed to using it as an information 
resource, the better off their research and understanding of photochemistry will be. 

 
Enjoy. 
   Nicholas J. Turro 
   Columbia University (NY) 
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Preface to the third edition 
 
 
 
In our everyday research and teaching activity as photochemists, the Handbook of 
Photochemistry has always been an invaluable reference. Therefore, needless to 
say, we embarked in the preparation of this revised and expanded edition of the 
Handbook with the greatest enthusiasm. 

In the last thirteen years, since the release of the second edition of this 
Handbook, photochemical sciences have continued their vigorous expansion, as 
witnessed by the ever-increasing number of scientific papers dealing with photo-
chemistry. Many spectroscopic and photochemical techniques that used to be pre-
rogative of specialist research groups are now available in a wide range of labora-
tories. It has also become evident that chemistry as a whole has evolved rapidly. In 
many instances the traditional fields of chemistry � organic, inorganic, physical, 
analytical, biological � tend to overlap and merge together, giving rise to disci-
plines, such as those related to nanosciences. Light-induced processes play, in-
deed, an important role in these emerging fields of science. In such a context, we 
felt that times were ripe for a third edition of the Handbook of Photochemisty. 

As for the previous editions, the goal of the third one is to provide a quick 
and simple access to the majority of the chemical and physical data that are crucial 
to photochemical investigations � from the planning and set up of experiments to 
the interpretation of the results. For the preparation of this Handbook, we could 
profit from an excellent starting material, that is, the second edition by S. L. 
Murov, I. Carmichael and G. L. Hug, published in 1993. We decided to maintain 
the format of most of the existing tables of data, not only because they were quite 
well organized, but also because many scientists got used to them during the years. 
By taking advantage of modern literature databases and related powerful search 
engines, we updated and expanded such tables with data on hundreds of new com-
pounds. In particular, the section dealing with reduction potential values (Chapter 
7), in the light of the importance of electron-transfer processes in photochemistry, 
was considerably enriched. In preparing the tabular and graphical material, we 
devoted a great effort to improve the readability and reach a style uniformity 
throughout the book. 
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The most relevant new entries of this third edition are indeed the tables 
gathering together the photophysical (Chapter 5), quenching (Section 6d) and re-
duction potential (Section 7b) data on metal complexes and organometallic com-
pounds. Moreover, we found appropriate to expand and update, on the basis of our 
experience, some of the "technical" sections, and specifically light sources and 
filters (Chapter 11) and chemical actinometry (Chapter 12). We also introduced a 
section (Chapter 10) which describes the problems that are most frequently en-
countered in photoluminescence measurements, and illustrates a simple correction 
method to take into account the related effects. These sections will hopefully pro-
vide preliminary information at a glance, but are not intended to replace the many 
excellent books on photochemical methods and techniques that are available on 
the market and cited in the references. 

Last but not least, the Handbook now features two introductory chapters 
written by two world leaders in photochemical sciences. Chapter 1, by Josef 
Michl, deals with the photophysics of organic molecules in solution. Chapter 2, by 
Vincenzo Balzani, describes the photophysical properties of transition metal com-
plexes. Again, these sections cannot certainly be adopted in substitution of photo-
chemistry textbooks; however, we felt that a concise overview of the most impor-
tant light-induced processes that take place in organic and inorganic molecules 
would have been of help for students and for researchers that wish to get closer to 
the wonderful world of photochemistry. 

In the preparation of this edition we benefited from the contribution of many 
people. First, we are grateful to all the members of our research group in Bologna, 
not only for fruitful discussions, but also for their friendship and support. We are 
particularly indebted to Vincenzo Balzani, Luca Moggi, Alberto Juris, Margherita 
Venturi of the Department of Chemistry of the University of Bologna, and to 
Roberto Ballardini of the ISOF Institute of CNR in Bologna. Mara Monari, Serena 
Silvi, Paolo Passaniti and Alberto Di Fabio gave us invaluable help for typing and 
checking several parts of the manuscript. Special thanks to Josef Michl for his 
contribution and Nick Turro for his fine foreword, and all the colleagues around 
the world that kindly sent us reprints and preprints of their papers or just simple, 
but precious information. 

No book, of course, is free of errors and imperfections. We attempted to 
keep mistakes at a minimum by careful and repeated checks, and we apologize in 
advance for those that we could not avoid. We sincerely hope that readers will 
enjoy this new edition and that it will continue to be "The Handbook" of the pho-
tochemical community. 
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Photochemistry has come a long way since the pioneering work of Giacomo 
Ciamician, to whom our Department is named after. However, the ideas expressed 
by Ciamician in his visionary speech of 1912, entitled "The photochemistry of the 
future" are still the most appropriate to conclude this preface. The following sen-
tence, quoted in the first two editions of the Handbook of Photochemistry, is worth 
repeating: 

 
�On the arid lands there will spring up industrial colonies without 
smoke and without smokestacks; forests of glass tubes will extend over 
the plains and glass buildings will rise everywhere; inside of these will 
take place the photochemical processes that hitherto have been the 
guarded secret of the plants, but that will have been mastered by human 
industry which will know how to make them bear even more abundant 
fruit than nature, for nature is not in a hurry and mankind is.� 

 
G. Ciamician, Science, 1912, 36, 385-394. 
 
 
 

Marco Montalti 
Alberto Credi 

Luca Prodi 
Maria Teresa Gandolfi 

 
Bologna, May 2005 
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Photophysics of Organic Molecules in 
Solution 

By Josef Michl, Department of Chemistry and Biochemistry, University of 
Colorado, Boulder, Colorado 80309-0215, U.S.A. 
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1a INTRODUCTION 

The following is a short overview of the principles of photophysics. We start by 
providing a brief survey of electronic excited states in Section 1b. This material 
can be found in textbooks of quantum chemistry but we have directed it to the 
specific needs of those wishing to learn the fundamentals of photophysics. We 
then proceed to the description of radiative (Section 1c) and non-radiative (Section 
1d) transitions between electronic states. Strictly speaking, the material of Section 
1c belongs to the discipline of electronic spectroscopy at least as much as it be-
longs to photophysics, but it was felt that it would be useful to outline the basics 
here instead of referring the reader elsewhere. Section 1e deals with the procedures 
that are in common use for the analysis of photophysical and photochemical ki-
netic data. 

1b ELECTRONIC STATES 

1b-1 Electronic Wave Functions 

Because of their substantially smaller mass, electrons have much less inertia than 
nuclei and under most circumstances are able to adjust their positions and motion 
nearly instantaneously to any change in nuclear positions. It is therefore almost 
always acceptable to separate the problem of molecular structure into two parts, 
and to write the molecular wave function as a product of an electronic part, para-
metrically dependent on the nuclear geometry, and a nuclear part, different in each 
electronic state. The electronic wave function carries information about the motion 
of electrons within the molecule. Because of their light mass, electrons must be 
treated by quantum mechanics. The nuclear wave function contains information 
about molecular vibrational motion. Although strictly speaking nuclear motion 
must also be treated quantum mechanically, at times it is useful to approximate it 
by classical mechanics. The separation of electronic and nuclear motion is known 
as the Born-Oppenheimer approximation. The translation of a molecule as a whole 
is treated separately, almost always by classical mechanics, and need not concern 
us. Free rotation of an isolated molecule needs to be treated by quantum mechan-
ics, but since we deal only with solutions, where it is severely hindered, we will be 
able to treat it classically if we need to consider it at all. 

Electronic wave functions and their energies are found by solving the elec-
tronic Schrödinger equation, assuming stationary nuclear positions. In principle, 
an infinite number of solutions exists for any chosen geometry. Those at lower 
energies are quantized and their energy differences are on the order of tens of 
thousands of cm�1. At higher energies, the energy differences decrease to thou-
sands of cm�1 and less, and above the ionization potential, a solution exists at any 
energy. In the continuum regime, one or more electrons are unbound and the 
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molecule is ionized (oxidized). For molecules with positive electron affinity, it is 
also possible to add an electron (reduction). 

When only non-relativistic electrostatic energy terms are included in the po-
tential energy part of the Hamiltonian operator contained in the Schrödinger equa-
tion, the resulting state wave functions are eigenfunctions of the total spin angular 
momentum operator and can be classified as singlets, triplets, etc., if the molecule 
contains an even number of electrons, or doublets, quartets, etc., if the number of 
electrons is odd. In organic molecules, only singlets and triplets are ordinarily of 
interest. Among the additional small terms normally neglected in the absence of 
atoms of high atomic number, spin-orbit coupling and electron spin-spin dipolar 
coupling are the most important, in that they cause the pure spin multiplet states to 
mix to a small degree. Also the hyperfine interaction term, which describes the 
coupling of electron and nuclear spin, can play this role. We shall return to these 
terms in Sections 1b-7, 1c-2, and 1d-3. 

Often, we are only interested in the wave function of the lowest energy, 
which describes the ground electronic state. In ordinary organic molecules, this is 
the lowest singlet state (S0). This wave function is the easiest one to solve for, but 
even it can only be found very approximately for molecules of any complexity. 
Most simply, the approximate solutions are expressed in the form of a spin sym-
metry adapted antisymmetrized product of one-electron wave functions, called an 
electron configuration state function (Fig. 1b-1). The antisymmetrization is needed 
to satisfy the Pauli principle, and is achieved by arranging the product of one-
electron wave functions into a determinant (the Slater determinant). The one-
electron wave functions used are referred to as occupied molecular spinorbitals, 
and those that could have been used, but were not, are known as virtual or unoc-
cupied molecular spinorbitals, whose number is infinite. The best possible choice 
of molecular spinorbitals, defined as the one that gives the lowest ground-state 
energy, carries the name Hartree-Fock or self-consistent spinorbitals. Physically, a 
wave function approximated by a single configuration describes the motion of 
electrons in the field of stationary nuclei and the time-averaged field of the elec-
trons. 

Molecular spinorbitals are normally written as a product of an electron spin 
function (α, spin up, or β, spin down) and a space function, referred to as a mo-
lecular orbital. In a closed-shell configuration, each occupied molecular orbital is 
used twice, once with each choice of spin (Fig. 1b-1). Molecular orbital energies 
are related to reduction-oxidation properties of ground states of molecules. In an 
approximation developed by Koopmans, the energy of an occupied Hartree-Fock 
orbital is equal to minus the energy needed to remove an electron from that orbital 
to infinity (the ionization potential), and the energy of an unoccupied Hartree-Fock 
orbital is equal to minus the energy gained when an electron is brought from infin-
ity and added to that orbital (electron affinity). 

Molecular orbitals are ordinarily approximated as a linear combination of 
atomic orbitals centered at the atomic nuclei. These atomic orbitals are known as 
the basis set. Years of experience have revealed the basis set size and type that are 
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needed to achieve a desired level of accuracy. Orbitals composed primarily from 
inner shell atomic orbitals are occupied in all low-energy states. Roughly half of 
the orbitals derived from atomic orbitals of the atomic valence shell are occupied 
and the other half are empty. Together, these orbitals span the so-called valence 
space. Rydberg orbitals are high-energy diffuse orbitals best expressed as combi-
nations of atomic orbitals of higher principal quantum numbers. 
 

Ψ α β α β =   (1) (1) (2) (2) (3) (3) (4) (4)...N a a b b
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Fig. 1b-1. A symbolic representation of a closed-shell electronic wave function. 
 
 

It is always better, but especially important at biradicaloid geometries (those 
with only two electrons in two approximately non-bonding orbitals in low-energy 
states), not to ignore the instantaneous as opposed to the time-averaged field of the 
other electrons. The energy lowering associated with this improvement is called 
electron correlation energy. The most common way to write a correlated wave 
function is to use a linear combination of many configurations instead of a single 
one. Depending on the details, this computationally much more demanding proce-
dure is then called configuration interaction, coupled clusters, etc. 

It is also possible to avoid molecular orbitals altogether and to construct the 
molecular electronic wave function directly from hybridized atomic orbitals (lin-
ear combinations of atomic orbitals located at the same nucleus). This so-called 
valence-bond method introduces correlation energy from the outset, but suffers 
from other difficulties. It has the intuitively appealing feature that the various con-
tributions to the electronic wave function map readily onto the familiar Lewis 
structures of molecules. Carried to completion within a given starting atomic basis 
set, the molecular orbital and the valence-bond methods converge to the same re-
sult, known as the full configuration interaction wave function. Within the limits 
dictated by the use of a finite basis set, this is the exact solution of the Schrödinger 
equation, but present-day computer technology only permits its computation for 
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very small molecules and limited basis sets, and this is not likely to change in the 
foreseeable future. 

An altogether different approach is to give up the search for the molecular 
electronic wave function, which is a function of the space and spin coordinates of 
all electrons present in the molecule and contains far more information than is 
actually needed for any practical purpose, and to search for the total electron den-
sity function instead. Electron density within a molecule only depends on the three 
spatial variables, and is in principle sufficient for the evaluation of observable 
quantities. It is evaluated from the so-called Kohn-Sham determinant, built from 
Kohn-Sham orbitals. Although this determinant is analogous to the Slater determi-
nant of wave function theories, it is not a wave function of the molecule under 
consideration, but only a construct used to make sure that the search for the opti-
mal density is constrained to those densities for which an antisymmetric wave 
function in principle exists (it represents a wave function of a fictional molecule 
whose electrons do not mutually interact, and is chosen so as to produce the best 
total electron density in the variational sense). The various versions of this so 
called density functional method differ from each other in the functional used, i.e., 
in the assumptions they make in evaluating the total energy from electron density 
distribution in space. This relation is exact in principle and includes contributions 
from electron correlation energy, but the true form of the requisite functional is not 
known. The most popular functionals are semiempirical in that their general form 
agrees with first principles but the details have been adjusted empirically to yield 
optimal agreement with various experimental results. 

Usually, the energy calculation is repeated for many stationary nuclear ge-
ometries and the one that yields the minimum total energy for the molecule is re-
ferred to as the optimized geometry of the ground state. The single-configuration 
approximation has the best chance of being adequate at geometries close to this 
optimized geometry, whereas at biradicaloid geometries the use of one of the 
methods that include electron correlation is mandatory. At these geometries, den-
sity functional methods usually have difficulties. 

In photophysics and photochemistry, several of the lowest energy wave 
functions and their energies are normally needed. With the exception of the wave 
function of the lowest triplet state, and sometimes also one of the low-energy 
singlet states, it is only rarely possible to use the single-configuration approxima-
tion for excited states, and for accurate results, methods based on linear combina-
tions of configuration state functions are always used. Optimization of geometries 
in excited states is possible, but again with the exception of the lowest triplet state, 
much more difficult than in the ground state. In density functional methods, elec-
tronic state energy differences are calculated directly from the ground state elec-
tron density. In the vicinity of ground state equilibrium geometries, these so called 
time-dependent density functional methods perform quite well. 

The observable properties of a molecule in a particular electronic state, such 
as its permanent dipole moment, are obtained as the expectation value of the ap-
propriate operator, such as the dipole moment operator M, over its electronic wave 
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function, evaluated at the equilibrium geometry. They can change quite dramati-
cally as a function of the electronic state. More properly, the calculation is re-
peated for many geometries in the vicinity of the equilibrium geometry and aver-
aged over the molecular vibrational wave function, discussed below. Since the 
variation of molecular properties over a small range of geometries is usually small, 
this is rarely necessary unless the observable value vanishes by symmetry at equi-
librium. 

1b-2 Potential Energy Surfaces 
The nuclear geometry of a molecule with N nuclei is specified by the values of 
3N�6 internal coordinates, since three of the total of 3N degrees of freedom are 
needed to describe the location of the center of mass and three to describe rota-
tions relative to a laboratory frame. Only the geometry of a diatomic molecule, 
which is always linear and therefore has only two axes of rotation, is described by 
3N�5 internal coordinates, i.e., by the bond length alone. 

A collection of 3N�6 internal coordinates at a particular geometry represents 
a point in a 3N�6 dimensional mathematical space. A surface produced in a 3N�5 
dimensional graph in which the total molecular electronic energy of the ground 
state is plotted against the geometry is known as the ground state potential energy 
surface. In spite of its name, the total electronic energy contains not only the ki-
netic and potential energy of the electrons, but also the potential energy of the nu-
clei. It is not easy to visualize multidimensional potential energy surfaces, and it is 
customary, albeit frequently misleading, to show limited portions of a surface in 
two-dimensional (Fig. 1b-2) or three-dimensional (Fig. 1b-3) cuts through the 3N�
5 dimensional plot. 
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Fig. 1b-2. Two-dimensional cut through potential energy surfaces (schematic). 
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The ground state potential energy surface contains minima that correspond 
to the geometries and energies of more or less stable molecules and can be associ-
ated with their chemical (Lewis) structures. The minima are separated by barriers, 
and the lowest cols between minima correspond to transition states of chemical 
reactions. The height of a col above the minimum is the activation energy, and the 
width of the col is related to the activation entropy. 

Connecting the set of points representing the next higher energy solutions 
yields the potential energy surface for the first excited state, and one can continue 
to define potential energy surfaces for as many states as needed (Fig. 1b-2). The 
excited surfaces also have minima and barriers separating them. Excited state min-
ima located in the geometrical vicinity of a ground state minimum are called spec-
troscopic since their existence and shape can ordinarily be deduced from molecu-
lar electronic spectra. There usually are additional excited state minima and fun-
nels at other geometries, particularly biradicaloid ones. Funnels are conical inter-
sections, (3N�8)-dimensional subspaces in which one potential energy surface 
touches another, i.e., an electronic state has the same energy as the one just below 
or just above it. If the two touching states have equal multiplicity, their touching is 
avoided in the remaining two dimensions. Plotted in these two dimensions, the 
potential energy surfaces of the two states have the appearance of two conical fun-
nels touching at a single point, the lower upside down and the upper right side up 
(Fig. 1b-3). Plotted along a single coordinate that passes through a touching point, 
they look like two crossing lines (Fig. 1b-2). If they have different multiplicity, 
potential energy surfaces cross freely. The minima and conical intersections in a 
potential energy surface are often separated by barriers with cols. Minima and 
funnels located at geometries far from any ground state minima can be referred to 
as reactive (see below). 
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Fig. 1b-3. Three-dimensional cut through potential energy surfaces 
(perspective view, schematic). 
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1b-3 Vibrational Wave Functions 
The total internal energy of a molecule is obtained by adding the internal nuclear 
kinetic energy to the electronic energy described by the potential energy surface. 
At any one time, the molecular geometry is represented by a point in the 3N�6 
dimensional nuclear configuration space, and thus by a point on the potential en-
ergy surface. The total energy is represented by a point located vertically above 
the latter, by an amount corresponding to the nuclear kinetic energy. In a molecule 
that is not exchanging energy with its environment, the total energy is constant, 
and the point representing the total energy moves in a horizontal plane, directly 
above the point that represents the electronic energy, which is located on the po-
tential energy surface (Fig. 1b-4). 
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Nuclear configuration  
 

Fig. 1b-4. A schematic representation of the force vector acting on nuclei at a particular 
choice of nuclear configuration. 

 
 

In contemplating nuclear dynamics one can invoke an analogy to a balloon 
soaring at a constant height above a mountainous landscape containing sharp 
peaks reaching almost to infinity at geometries in which two or more nuclei come 
very close together. The lateral force acting on the balloon above any one point is 
given by minus the gradient of the potential energy surface at that point. In com-
pletely flat regions of the surface, at its minima, cols, and other points where the 
gradient of the surface is zero, the force vanishes, and at other points, the force 
pushes the balloon away from peaks in the general direction of valleys leading 
toward a nearby minimum. When ground is far below, the balloon moves fast, and 
when it is close, the balloon slows down. 

In the classical limit, and in an appropriately chosen coordinate system, the 
molecule behaves as if the shadow of the balloon, with the sun at zenith, were to 
follow the path of a ball that rolls on the surface without friction. In the quantum 
mechanical description, solutions of the Schrödinger equation for nuclear motion 
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dictated by the potential energy surface need to be found. The resulting nuclear 
wave functions have a simple analytic form only in regions where the surface is 
harmonic, i.e. where a cut through the potential energy surface in any direction is a 
parabola. This generally occurs in the deep minima located in the vicinity of equi-
librium geometries. In each such region, the molecule behaves as a 3N�6 dimen-
sional harmonic oscillator with frequencies ν1, ν2, ..., ν3N�6. 

The nuclear eigenfunctions of a 3N�6 dimensional harmonic oscillator are 
products of 3N�6 wave functions, each describing motion along one of the normal 
modes qi. Excitation of each of the normal modes is quantized. The stationary en-
ergy levels are equally spaced and are labeled by vibrational quantum numbers v, 
starting with v = 0 at the lowest energy. The energy separation is hν, with the v = 
0 level located at hν/2 above the minimum of the parabola, at the so called zero 
point energy. The lowest energy wave function in each mode is Gaussian shaped 
and the higher energy ones have the form of a Gaussian multiplied by a polyno-
mial. Each has v nodes. The total vibrational energy is the sum of the vibrational 
energies in each mode, and the energy in the lowest vibrational state is the sum of 
zero-point energies in all normal modes (Fig. 1b-5). 
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Fig. 1b-5. Contributions of the first few normal modes q1�q4 to vibrational energy 
(their total number is 3N�6). 

 
 

As one departs from the equilibrium geometry, deviations of the potential 
energy surface from a harmonic shape generally become more pronounced. At 
higher energies, vibrational wave functions and their spacing therefore deviate 
increasingly from the simple harmonic behavior. The effects of moderate anhar-
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monicity can be treated as a perturbation of the harmonic case, in which the nor-
mal modes are only somewhat mixed and the spacing of levels within them is 
denser. At high nuclear kinetic energies, the normal mode picture breaks down 
altogether, and it is usually best to view the motion in terms of local modes, oscil-
lators that correspond to individual bonds in the molecule. At the dissociation 
limit, the total energy is sufficient to break the weakest bond in the molecule. 
Above this point, the dissociation continuum is reached and vibrational energy is 
no longer quantized. Accurate quantum mechanical description of nuclear dynam-
ics in highly vibrationally excited molecules is presently only possible in mole-
cules containing very few atoms, and the standard procedure for larger molecules 
is to calculate a large number of classical trajectories and average the results, or to 
use statistical theories. 

Vibrational eigenfunctions are calculated in the same manner for higher 
(electronically excited) potential energy surfaces. In regions of local minima, the 
harmonic approximation is again useful, but the location and shapes of minima are 
generally different than in the ground potential energy surface. Even in spectro-
scopic minima, there will be some displacement of the equilibrium geometry, 
some change in the vibrational frequencies, most often a decrease, and some 
change in the definition of the normal mode coordinates (which is known as the 
Dushinsky effect). 

1b-4 Potential Energy Surface Shapes 
An accurate determination of potential energy surfaces, even for small molecules, 
requires heavy computation, and very few global surfaces are known. After all, 
even in a tetraatomic molecule, the nuclear configuration space has six dimen-
sions, and even if one wished to have only ten points along each direction, an en-
ergy calculation at 106 points would be needed. Most often, only very small re-
gions of the space at low energies are explored. Even this is sufficiently demand-
ing that it is often useful to derive qualitative information with minimal or no 
computations. This provides approximate answers to questions such as �at which 
geometries are minima, barriers, and funnels likely to be located ?�, and it also 
helps with intuitive understanding of the results of numerical computations. 

Some general answers are provided by qualitative bonding theory. In the 
ground state, minima are generally located at geometries that correspond to good 
Lewis structures, barriers are lower when weaker bonds are being broken and 
stronger ones made along a reaction path, and they are also lower for orbital sym-
metry allowed rather than forbidden reactions, etc. Much less chemical intuition is 
available for electronically excited potential energy surfaces. 

Spectroscopic minima are to be expected when electronic excitation does 
not represent a major perturbation in chemical bonding, particularly in large con-
jugated systems. Often, they also occur at geometries at which two solute mole-
cules stick to each other in the excited state, even if they do not in the ground state 
(excimers if the two molecules are alike and exciplexes if they are different). The 
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increased intermolecular attraction in the excited state is due to a combination of 
exciton interactions and charge-transfer interactions in a proportion that depends 
on the nature of the partners. Since these minima have no ground-state counter-
part, they are normally observed spectrally in emission rather than absorption. 

Since by definition a spectroscopic minimum in an excited state is located at 
a geometry not too different from that of the ground state, radiative or radia-
tionless vertical return to the ground state followed by vibrational relaxation typi-
cally results in no overall change in molecular structure, and the processes in-
volved are considered a part of photophysics. Yet, spectroscopic minima in the 
lowest excited singlet and triplet states play an essential role in photochemistry, 
since they serve as holding reservoirs for excited molecules, with relatively long 
lifetimes, permitting thermally activated escape over small barriers to reactive 
minima and funnels located far from ground state geometries. Vertical return from 
the latter, followed by vibrational relaxation, has the potential to lead ultimately to 
different ground state species, hence to a photochemical event (Fig. 1b-6). 
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Fig. 1b-6. Motion on potential energy surfaces (schematic). 
 
 

Reactive minima are to be expected at biradicaloid geometries, those in 
which the molecule, or a pair of molecules, have one fewer chemical bond than 
they could have according to the rules of valence. In the ground state biradicaloid 
geometries are energetically disadvantageous since two electrons in approximately 
non-bonding orbitals contribute little or nothing to bonding, while at other geome-
tries they could be making a bond. In an excited state, one electron is typically 
excited from a bonding to an antibonding orbital anyway, more or less cancelling 
the bonding contribution of its erstwhile partner. There effectively is one bond 
fewer, and it is no great loss and often actually is an advantage to adopt a biradi-
caloid geometry and gain two non-bonding electrons. After all, in simple molecu-
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lar orbital theory with overlap, an antibonding electron is more antibonding than 
its bonding partner is bonding, so it is better to have both of them non-bonding. 

Exact degeneracy of the two non-bonding orbitals at a perfect biradical ge-
ometry leads to a zero energy difference between the lowest and next higher 
singlet state only in perfect biradicals of the axial type, which are relatively rare 
(methylnitrene, linear carbene, C5h cyclopentadienyl cation). Ordinarily, and par-
ticularly in point biradicals (twisted ethylene, square cyclobutadiene, D8h cyclooc-
tatetraene), there is a considerable separation between S0 and S1. This can be re-
duced to zero by the introduction of a polarizing perturbation, which removes the 
exact degeneracy of the two most localized non-bonding orbitals of the biradical 
(e.g., by distorting square to a diamond cyclobutadiene). Similar recipes for ap-
proaching geometries of conical intersections can be formulated using valence-
bond theory, and they depend on the similarity of atomic orbital interaction pat-
terns to that observed in the simplest Jahn-Teller case, H3. 

Perhaps the simplest way to obtain rapid information about likely shapes of 
potential energy surfaces is to construct a correlation diagram. This tool depends 
on our ability to plot a sequence of electronic state energies at an initial and a final 
geometry of a chosen reaction path, or perhaps even at some points in between. 
These energies can be experimental, calculated, or estimated, but it is essential that 
an approximate understanding of the nature or at least the symmetry of the corre-
sponding wave functions be available. If one relies on wave function symmetry, 
only reaction paths preserving that symmetry can be analyzed. However, since 
potential energy surfaces are continuous, some information about nearby paths is 
obtained as well. 

Lines connecting similar wave functions are then drawn, and the non-
crossing rule is invoked. For polyatomic molecules, this rule says that it is rare for 
two states of equal symmetry to touch (the dimensionality of the subspace of ge-
ometries at which touching occurs is only 3N�8). After the crossings are avoided, 
a qualitative picture of a cross-section through the potential energy surfaces along 
the reaction path is obtained and indicates whether barriers or a minima are ex-
pected. For instance, if a locally excited and a charge-transfer excited state change 
their energy order along a reaction path, e.g., in the twisting of p-
dimethylaminobenzonitrile around its C�N bond from planar to orthogonal ge-
ometry, one can expect a barrier in the lower excited surface, and the barrier will 
be smaller if the two state energies are closer to each other to start with. However, 
the non-crossing rule does not say how strongly the crossing is avoided, and this 
needs to be estimated from qualitative arguments or from a calculation. At times, a 
crossing is avoided so strongly that no trace of it seems to be left in the potential 
energy surface, and at other times, it is avoided only very weakly, causing the ap-
pearance of a barrier in the lower state and a minimum in the upper state. In the 
latter case, an appropriate reduction of symmetry will often lead from the point of 
nearest approach to a conical intersection, at which the crossing is not avoided at 
all, and as noted above, some guidelines are available for such searches. At times, 
state energies are not available, and then one can start with orbital correlation dia-
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grams or valence bond structure correlation diagrams and proceed from these to 
state correlation diagrams and still obtain useful information. 

1b-5 Singlet and Triplet States 

A typical singlet wave function of a two-electron system can be written as a prod-
uct of a function S that depends on the spatial coordinates of the two electrons, and 
a function that depends on their spin coordinates, 

Σ(1,2) = N[α(1)β(2) � α(2)β(1)], 
where N = 2�1/2 is the normalization factor. Note that Σ is antisymmetric with re-
spect to the exchange of electrons 1 and 2, so the function of space coordinates S 
must be symmetric in order for the overall wave function SΣ to be antisymmetric 
and to satisfy the Pauli principle. Typical symmetric spatial functions S could be 
the closed-shell a(1)a(2) or the open shell N[a(1)b(2) + a(2)b(1)], where the two 
molecular orbitals a and b are orthogonal. 

For a larger even number of electrons, the situation is more complicated in 
that a larger number of singlet spin functions is possible. For almost all organic 
molecules, the ground electronic state is a closed shell singlet with all bonding 
orbitals doubly occupied. Excited singlet states are generally of the open shell 
kind. The simplest among them can be approximated by a single open-shell con-
figuration, with one unpaired electron in one of the antibonding orbitals and one in 
one of the bonding orbitals. This wave function can be written as an antisym-
metrized product of the open shell wave function written above for two electrons 
and a closed shell wave function containing all other electrons paired in bonding 
orbitals. Often, the lowest excited singlet state is of this nature, with the two singly 
occupied orbitals a and b being the HOMO (highest occupied molecular orbital) 
and the LUMO (lowest unoccupied molecular orbital) of the molecule. In many 
aromatic molecules, such as benzene, naphthalene, and their derivatives, this is 
only the second excited singlet state and an excited singlet state with a more com-
plicated wave function lies lower. 

A triplet state consists of a collection of three states (sublevels) that have 
very similar energies. At room temperature, the populations of the three levels are 
in rapid equilibrium (equilibration occurs on the scale of ns), but at very low tem-
peratures the equilibrium is established slowly (on the scale of seconds). For the 
non-relativistic electrostatic Hamiltonian that we have used so far, the three ener-
gies are identical. Typical triplet wave functions of a two-electron system can be 
written as a product of an open-shell function 

T = N[a(1)b(2) � a(2)b(1)] 
that depends on the spatial coordinates of the two unpaired electrons located in 
orbitals a and b and is common to all three sublevels, and one of three functions Θ 
discussed below that depend on the spin coordinates of the two electrons. 

For a larger even number of electrons, the situation is more complicated in 
that a larger number of triplet spin functions is possible, and they need to be com-
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bined to the three functions appropriate for the three sublevels. The simplest 
among them can again be approximated by a single open-shell configuration, with 
one electron in one of the antibonding orbitals and the other in one of the bonding 
orbitals. As was the case for the singlet, this wave function can be written as an 
antisymmetrized product of the open shell wave function written above for two 
electrons and a closed shell wave function containing all other electrons paired in 
bonding orbitals. Almost invariably, the lowest excited triplet state is of this na-
ture, with the two singly occupied orbitals a and b being the HOMO and the 
LUMO of the molecule. 

Simple expressions are available for the energies of excited singlet (1E) and 
triplet (3E) states of a closed-shell ground state molecule that can be reasonably 
well described by a single configuration in which an electron has been promoted 
from an originally doubly occupied orbital a into an originally unoccupied orbital 
b. Their relation to the orbital energy difference is 

∆E = E(b) � E(a) 
1E = ∆E � Jab 

3E = ∆E � Jab + 2Kab 
where Jab is the Coulomb and Kab the exchange integral between orbitals a and b. 
The integral Jab can be thought of as the repulsion energy of the charge distribution 
produced by an electron occupying orbital a with the charge density produced by 
an electron in orbital b, and typical values are tens of thousands of cm�1. The inte-
gral Kab can be thought of as the self-repulsion energy of the overlap charge den-
sity (transition density) of orbitals a and b, and typical values are five thousand 
cm�1 or less. The energy of a triplet is therefore approximately 2Kab below that of a 
singlet derived from the same configuration with singly occupied orbitals a and b. 
Kab tends to be particularly small if the orbitals a and b avoid each other in space, 
as in charge-transfer or nπ* transitions. 
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Fig. 1b-7. Electronically excited states have high electron affinities (EA) and low ionization 

potentials (IP). 
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Excited molecules are generally much easier to oxidize than ground state 
molecules, since the singlet or triplet excitation energy counts against the total 
energy needed to remove an electron to infinity. They are also much easier to re-
duce, since the excitation energy counts as a net energy gain when the ground state 
of the radical anion is produced by the addition of an electron. These relations are 
particularly easy to see for excited states that can be described by single configura-
tions with singly occupied orbitals a and b. The easiest ionization of such an ex-
cited state corresponds to the removal of the electron that has been excited to the 
high-energy orbital b, and its easiest reduction corresponds to the addition of an 
electron to the low-energy orbital a (Fig. 1b-7). 

For all three triplet spin functions the total length of the spin angular mo-
mentum vector is 21/2 h , and the magnitudes of the projection of this vector into 
the quantization direction are h , 0, and � h , with spin quantum numbers 1, 0, and 
�1, respectively. Since the three sublevels are degenerate, an arbitrary linear com-
bination can be used, but already a small perturbation that lifts the degeneracy will 
dictate the quantization direction and the proper choice of spin functions. In the 
presence of a strong outside magnetic field directed along the laboratory direction 
Z, as typically applied in EPR spectroscopy, the quantization direction is Z, and 
the three triplet spin functions are 

Θ[1] = α(1)α(2),    Θ[0] = N[α(1)β(2) + α(2)β(1)],   and   Θ[�1] = β(1)β(2). 
The energies of the three sublevels then differ because of the Zeeman term in the 
molecular Hamiltonian (Fig. 1b-8). 
 

 
 

Fig. 1b-8. A symbolic representation of spin angular momenta associated with the triplet 
(Θ) and singlet (Σ) wave functions in the strong magnetic field limit. Contributions of each 

of two electrons are shown as simple arrows and their vector sums as double arrows. Projec-
tions into the magnetic field direction Z are shown. 

 
 

If one includes small relativistic terms in the Hamiltonian, the weak interac-
tion of the spin magnetic dipoles of the two unpaired electrons (spin-spin dipolar 
coupling) and the coupling interaction of the magnetic moment due to electron 
spin with the magnetic moment due to the orbital motion of this and other elec-
trons in the attractive field of nuclei shielded by the other electrons (spin-orbit 
coupling), will cause the energies of the three sublevels to differ a little even in the 
absence of outside magnetic field. In organic molecules containing no heavy at-
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oms, the resulting �zero-field splitting� generally is on the order of one cm�1 or 
less. In the presence of atoms of large atomic number, the effect of spin-orbit cou-
pling can be in hundreds or even thousands of cm�1 (the �heavy atom effect�). In 
atoms and molecules of very high symmetry, such as octahedral or cubic, the ef-
fect of the spin dipole-dipole interaction vanishes by symmetry and spin-orbit 
coupling dominates. In low-symmetry organic molecules containing no atoms of 
high atomic number, the spin dipole-dipole interaction virtually always dominates 
the zero-field splitting and the spin-orbit coupling is a minor correction. The en-
ergy differences between the three triplet sublevels in the absence of outside mag-
netic field could be characterized by the energies of the three levels, X, Y, and Z, 
but it is customary to summarize them in the quantities D and E, defined by 

D = (X + Y)/2 � Z 
E = (Y � X)/2. 

They are usually evaluated from EPR spectra. 
When spin-orbit coupling is neglected relative to spin-spin dipolar coupling, 

and there is no outside magnetic field, the orientation of the magnetic axes is given 
by the principal axes x, y, and z of the spin dipolar tensor, which is fixed in the 
molecular frame, and the three spin functions are 

Θ[x] = N[α(1)α(2) � β(1)β(2)], 
Θ[y] = N[α(1)α(2) + β(1)β(2)], 

Θ[z] = Θ[0] = N[α(1)β(2) + α(2)β(1)]. 
For the function Θ[u], the projection of the spin angular momentum vector 

into the axis u is zero (u = x, y, or z), cf. Fig. 1b-9. When the effects of the outside 
magnetic field and of the spin-spin dipolar coupling are comparable, the three ap-
propriate spin functions depend on the orientation of the molecule in the field and 
must be found by matrix diagonalization. Compared to spin-orbit coupling, spin-
spin dipolar interaction is ineffective in causing a mixing of electronic states of 
different multiplicity; for instance, it does not directly mix singlets with triplets. 
 

 
 

Fig. 1b-9. A symbolic representation of spin angular momenta associated with the triplet 
(Θ) wave functions in the absence of magnetic field (double arrows). The projection of the 
angular momentum into the molecular magnetic axis u is zero in the state Θ[u], u=x, y, or z. 
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In organic molecules, the effect of spin-orbit coupling on the first-order de-
scription of the triplet sublevels provided above is often described by first order 
perturbation theory. The totally symmetric spin-orbit operator HSO is approximated 
as a one-electron operator, and is expressed as a sum of three parts, each of which 
acts on one of the spin functions Θ[u] (u = x, y, z), which have the symmetry prop-
erties of rotation around the axis u. The operator mixes the three triplet sublevels 
with all singlet and other triplet (and quintet) states I to a degree that is dictated by 
its matrix elements <I|Hu

SO|Θ[u]> and by the energy separation between the states 
that are being mixed. Although this energy separation is virtually identical for all 
three sublevels of the triplet, their matrix elements are often vastly different (Fig. 
1b-10). Because of the different symmetry properties of the spin functions of the 
three levels, in symmetric molecules one or more of the matrix elements vanish 
and different states I are admixed into the wave functions of each sublevel (spin-
orbit coupling selection rules). 
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Fig. 1b-10. The arrows show the effect of the spin-orbit coupling operator HSO on the ener-
gies of the sublevels of a triplet state and on the energy of a somewhat lower lying singlet 

state (schematic). 
 
 

As a result, it is no longer true that the three triplet sublevels share exactly 
the same spatial part of the wave function T. The introduction of spin-orbit cou-
pling thus has two main effects: it modifies the energies of the three sublevels, 
changing the zero-field splitting, and it removes the strict separation into states of 
different spin multiplicities. Each singlet state will contain some triplet character, 
and each triplet will contain some singlet character. This weak admixture of 
singlet into triplet states and vice versa plays an essential role in organic photo-
physics and photochemistry. 

1b-6 State Labels 
It is frequently necessary to refer to singlet and triplet excited states by name, and 
several labeling schemes exist. The states are frequently referred to as Sn and Tn, 
respectively, and numbered in the order of increasing energy, starting with the 
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lowest singlet state S0 and the lowest triplet state T1. In ordinary organic mole-
cules, S0 lies below T1 and represents the ground state, but in rare instances, T1 lies 
lower and is the ground state. The same labels can be used for potential energy 
surfaces, and it is important to adhere to the convention that the states are labeled 
by the order of their energies; i.e., S1 cannot be above S2 at any geometry, by defi-
nition. Thus, states with different labels can touch, but they cannot cross, and at 
points where they touch, they can change their slopes discontinuously (Fig. 1b-
11). 
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Fig. 1b-11. State labeling convention. 
 
 

At nuclear geometries with elements of symmetry, such as reflection planes 
and axes of rotation, it is common to label states by group theory symbols for irre-
ducible representations to which their electronic wave functions belong. In deriv-
ing these labels, the symmetry of the triplet spin function is usually not included 
and the symmetry of the space part of the triplet wave function is used to refer to 
all three sublevels jointly. The total symmetry for each of the three separate sub-
levels Θ[x], Θ[y], and Θ[z] is then easily derived by multiplying with the irreduci-
ble representations appropriate for rotation about the axes x, y, and z, respectively. 

Group theoretical labels are very useful for the derivation of selection rules 
and in relating similar compounds of a larger family to each other. Although they 
are strictly applicable only at special points on a potential energy surface, they are 
often used in a loose sense even in areas near symmetrical geometries, where nu-
clear symmetry is only approximate.  

There are, however, many circumstances in which molecular symmetry is 
simply too low for any group theoretical classification to be useful. In such cases, 
the best one can usually do is to provide another indication of the nature of the 
electronic wave function. A common procedure is to approximate the excited state 
wave function by a single configuration and to use the symbols of the orbital from 
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which an electron has been promoted, such as σ, π, or n (lone pair) for the initial 
orbital and π*, σ*, or Rydberg for the terminating orbital of the excitation. The 
symbols σ and π were originally introduced for linear molecules but it rapidly 
became common to use them for planar molecules and nowadays they are used in 
a more general sense to indicate the local symmetry of an orbital, σ for symmetric 
and π for antisymmetric relative to a local plane of symmetry. The resulting sym-
bols such as ππ* are useful even for labeling states that cannot be represented by a 
single configuration, such as the states of benzene, as long as all of the important 
orbitals out of which promotion took place are of the same class (π) and all of the 
terminating orbitals are also of the same class (π*). 

Another classification that is often useful is the distinction of locally excited 
and charge-transfer (CT) states. In the former, the starting and the terminating 
orbital of the transition are located in the same part of a molecule or pair of mole-
cules, whereas in the latter, they are not. The part of the molecule that carries the 
starting orbital is referred to as the donor and the part that carries the terminating 
orbital is called the acceptor. 

These types of nomenclature are useful in that they permit the formulation 
of sweeping statements about electronic transitions. For instance, nπ* transitions 
are never intense, whereas ππ* transitions can be. While nπ* transitions are 
shifted to higher energies (blue-shifted) in polar and particularly in hydrogen 
bonding solvents, ππ* transitions are generally shifted to lower energies (red-
shifted). CT transitions are weak, have a small singlet-triplet splitting, and can 
produce a large change in the state dipole moment. 

The labels discussed above are based on molecular orbital description of ex-
cited states. An alternative state characterization, based on the valence bond de-
scription of its wave function, identifies it as covalent or zwitterionic, depending 
on the nature of the dominant Lewis structures that symbolize the valence bond 
wave function. At biradicaloid gemetries of uncharged molecules, this designation 
coincides with the labels �dot-dot� and �hole-pair�, respectively. 

1b-7 Jablonski Diagram 
A drawing of molecular electronic state energy levels, with singlet and triplet 
states in separate columns, is referred to as the Jablonski diagram (Fig. 1b-12). 
Often, vibrational sublevels are shown schematically as well. Radiative transitions 
from one level to another are indicated by straight arrows and non-radiative ones 
by wavy arrows. Most often, the levels correspond to vibrationally relaxed elec-
tronic states, i.e. to an equilibrium geometry of each individual state. Sometimes, 
an effort is made to show the state energies at two or more geometries, and as this 
representation becomes more elaborate, the diagram gradually turns into a drawing 
of a cut through potential energy surfaces (Fig. 1b-13). 

The processes that change the nuclear geometry and/or modify the kinetic 
energy of the nuclei without changing the electronic potential energy surface that 
governs the nuclear motions are referred to as adiabatic, and are already familiar 
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from ground state (thermal) chemistry. Those that change the potential energy 
surface are called non-adiabatic (or diabatic). 
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Fig. 1b-12. The Jablonski diagram. 
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Fig. 1b-13. The relation of observed radiative transitions to potential energy curves (sche-
matic). 
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1b-8 Adiabatic Processes 
Under ordinary circumstances, molecules reside in potential energy minima. At 
the lowest temperatures, they are in a vibrational ground state. Ordinarily, they are 
in a state of dynamic equilibrium among all possible vibrational states, described 
by the Boltzmann distribution, i.e., they are in a thermal vibrational equilibrium. 
The shape of the potential energy surface in the vicinity of the minimum deter-
mines vibrational entropy and heat capacity, and ultimately, along with rotation 
and translation, the free energy. 

In photochemistry and photophysics, we frequently deal with molecules that 
have vibrational energies much in excess of what would be expected from thermal 
equilibrium. This may be a result of electronic transition into a higher vibrational 
level of a state by photon absorption, emission, or energy transfer, or a result of 
radiationless transition from a higher electronic state. Such molecules remain vi-
brationally �hot� only for a very short time, since vibrational equilibration in con-
densed media is very rapid. Even in an isolated molecule, excitation in one normal 
mode is typically distributed statistically over all internal modes on a ps or sub-ps 
time scale, and in ordinary solvents, full thermal vibrational equilibrium with the 
environment is reached in a few ps or tens of ps. In solution, only very fast proc-
esses are capable of competing with vibrational equilibration. 

In the following, we consider first monomolecular and subsequently bimol-
ecular processes. Occasionally, the degree of vibrational excitation of a molecule 
exceeds the height of the lowest col in the barriers that surround the minimum (the 
activation energy). With a probability dictated by the frequency factor, the mole-
cule will find itself going across the col (transition state), escaping into a neighbor-
ing minimum or funnel (Fig. 1b-14). The rate of the process is described by transi-
tion state theory, in which activation enthalpy and entropy correspond roughly to 
the energy of activation and the frequency factor, respectively. If the process does 
not involve the breaking of any chemical bonds, it corresponds to a change in con-
formation. If the process changes the chemical structure, it corresponds to a 
chemical reaction. 

In the ground electronic state, the distinction between the two possibilities is 
quite unambiguous. In electronically excited states, it is much harder, and fre-
quently is not made. The main difficulty is that electronic excitation in itself can 
be viewed as removing one bond, but its antibonding effect is frequently delocal-
ized. To provide a very simple example, there is no doubt that in the ground state a 
cis and a trans alkene are two different compounds, whose interconversion in-
volves the breaking of a π bond. In the triplet ππ* state, there again are two min-
ima, both at orthogonally twisted geometries. There is no π bond at any dihedral 
angle of rotation, and the minima clearly correspond to two conformers of the 
same molecule. But which bond is missing in the T1 state of naphthalene? In most 
instances, the situation is not clear-cut, and we do not even have chemical names 
for many of the minima in excited state surfaces. 
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Fig. 1b-14. A symbolic representation of an excited state reaction followed by return to the 

ground state through a funnel (conical intersection). 
 
 

Extensive adiabatic nuclear motion in an electronically excited state is quite 
common in T1, and to a much lesser degree, in S1. The reason for the difference is 
that the S1 state is studded with funnels that can trap a passing molecule and return 
it to the S0 state in an extremely rapid diabatic process. In this regard the situation 
is even less favorable for long-distance adiabatic travel in higher excited states of 
either multiplicity. Even in T1, adiabatic motion typically represents only a frac-
tion of the overall reaction path, since after eventual return to S0, a chemical bond 
can usually be made before the final product geometry is reached. 

Other than minor adjustments in internuclear distances and twisting mo-
tions, proton translocation is by far the most common type of adiabatic chemical 
reaction in the S1 state (Fig. 1b-15), although a few examples of adiabatic C�C 
bond making and breaking processes have been reported. In organic photochemis-
try it is exceedingly rare to observe excited singlet product formation, and unusual 
to observe the formation of a product in its vertically excited triplet state. 
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Fig. 1b-15. An example of an adiabatic chemical reaction in the S1 state. 
 
 

The description of bimolecular adiabatic processes is similar to the one just 
given for monomolecular ones. One needs to treat both reaction partners as a �su-
permolecule� and to include all of their nuclei in constructing the potential energy 
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surfaces. It is however necessary to recognize that motion along certain directions 
in the nuclear configuration space is relatively slow. One of the 3N�6 dimensions 
corresponds to the intermolecular separation and motion in this direction is limited 
by the rate of translational diffusion. Five dimensions describe the relative orienta-
tion of the two molecules and motion in these directions is limited by the rate of 
rotational diffusion. The diffusion rates are generally slower than the intramolecu-
lar vibrational equilibration that we treated above, and depend strongly on solvent 
viscosity. In ordinary organic solvents, and at usual reactant concentrations, the 
typical scale for intermolecular encounters due to these motions is ns. 

Under ordinary conditions, the two partners therefore are vibrationally 
equilibrated before they meet, except in neat or nearly neat liquids. In general, 
they are attracted to each other by dispersion (van der Waals) forces, and often 
also by dipole-induced dipole or dipole-dipole forces. At close separation, the di-
pole approximation to the description of electrostatic interactions is inadequate 
and the whole charge distribution needs to be considered. Hydrogen bonds are a 
common source of dimerization and aggregation. 

In the gas phase, there is always at least a shallow minimum in the potential 
energy surface at the geometry of dimer, but in solution the intermolecular force 
may be purely repulsive if the interaction with the solvent is more favorable than 
interaction with another solute molecule. Often, however, dimerization or higher 
aggregation occurs even at relatively low concentrations, especially in poor sol-
vents such as alkanes, and at low temperatures. If one of the partner molecules is 
an electron donor (reductant) and the other an acceptor (oxidant), intermolecular 
complex formation is often revealed by the presence of a new electronic transition 
in the absorption spectrum. This excitation is of charge-transfer character, in that 
an electron is transferred from the donor to the acceptor. Complexes that exhibit 
such a transition are called charge-transfer complexes, although in their ground 
state the amount of electron transfer from the donor to the acceptor is usually min-
iscule (see 1d.4). 

As mentioned briefly above, electronically excited molecules are generally 
even more eager to form dimers and complexes with other molecules. These are 
referred to as excimers (excited dimers) and mixed excimers, respectively, if they 
do not exhibit a large degree of charge transfer from one component to the other, 
and exciplexes (excited complexes), if they do. Their binding energies are fre-
quently quite significant, comparable to those of hydrogen bonds. When the two 
partners form a solution charge-transfer complex already in the ground state, these 
names are not used, and instead, one uses the term excited charge-transfer com-
plex. 

The formation of excimers and exciplexes occurs on an excited potential en-
ergy surface, whether they are formed by an encounter of one excited and one 
ground state molecule, or, alternatively, by an encounter of a ground state radical 
anion of one partner with a ground state radical cation of the other (Fig. 1b-16). 
Although each of the ions is in its electronic ground state, the system of the two 
ions together is in an electronically highly excited state. Its ground state corre-
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sponds to a combination of two neutral ground-state molecules and its lowest two 
excited singlet states usually correspond to combinations of one ground-state and 
one excited-state neutral molecule, although in certain cases (polar solvents) the 
ion-pair state can lie below them. In these cases, an adiabatic process connects an 
exciplex with a pair of ions, whereas normally, an adiabatic process connects it 
with a pair of neutral molecules, one in its ground and the other in its excited state. 
Only in rare instances would a pair of dissolved organic molecules have an ionic 
ground state and be present as a salt. 

The only other common case in which intermolecular reactions are adiabatic 
is proton transfer. 
 

En
er

gy

+ +

* *

2

+ _

 
 
Fig. 1b-16. Generation of pyrene excimer by an encounter of an S0 with an S1 excited neu-
tral pyrene molecule (left), and by an encounter of pyrene radical cation with pyrene anion 

(right). 
 
 

1c RADIATIVE TRANSITIONS 

1c-1 Electromagnetic Radiation 
Electronic transitions are most commonly induced by electromagnetic radiation, 
characterized by its frequency ν and state of polarization, which provides informa-
tion about the spatial direction of the electric field of the radiation. 

The quantum of energy that the radiation field can exchange with matter is E 
= hν, which is usually expressed in units of kcal/mol, kJ/mol, or eV/molecule. It is 
also common to use a quantity proportional to E, such as the frequency ν of the 
radiation (in s�1), or its wave number ν~ = ν/c (in cm�1). A less useful but also com-
mon practice is to use the wavelength of the light, λ = c/ν. 
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Monochromatic light is an abstraction. In practice all light sources produce a 
distribution of frequencies and wavelengths, and in careful work it is necessary to 
recognize this and if necessary, integrate over the frequencies present. Lasers pro-
duce coherent light, in which the magnitude and spatial direction (polarization) of 
the electromagnetic wave are well defined at all times. There is a Fourier trans-
form relation between the time dependence of the electric field strength of a pulse 
of coherent light and the frequency dependence of its spectral distribution, and the 
shorter is the pulse, the wider is its spectral distribution. Light intensity is propor-
tional to the square of the electric field of the radiation. Other light sources usually 
produce incoherent light, whose electric field phase is random, but its polarization 
can still be well defined. For the most common light sources, see Chapter 12. 

1c-2 Absorption and Emission 
In absorption and emission spectra, light intensity is plotted as a function of one of 
the characteristics that identify photon energy (Fig. 1c-1). The relation E = hν pro-
vides a bridge from the position of the observed spectral peaks to the energy dif-
ference between initial (G) and final (F) state involved in a spectroscopic transi-
tion. The vast majority of transitions are being studied under conditions in which a 
single photon is absorbed by a molecule at a time, and the resonant condition for 
absorption or emission then is that hν be equal to the energy difference of F and G. 
Simultaneous absorption of two and at times an even larger number of photons is 
also possible with high laser light intensities. In two-photon absorption, if both 
photons are taken from the same beam, the resonance condition is that 2hν be 
equal to the energy difference of F and G, etc. Some of the advantages of two-
photon absorption are a different set of selection rules, higher spatial resolution, 
and deeper penetration of the longer-wavelength exciting light into otherwise 
poorly transparent samples, such as biological tissue. 

At room temperature equilibrium, organic molecules normally are in their 
electronic ground state S0, and measurement of an absorption spectrum provides 
information about transitions from S0 to electronically excited states. It is also pos-
sible to transfer a large fraction of molecules to an excited state, typically S1 or T1, 
usually with an intense laser pulse, and to measure the absorption spectrum of this 
excited state. Since the excited state population decays rapidly unless continually 
replenished, this is referred to as transient absorption spectroscopy. 

Ordinary (one-photon) absorption spectroscopy relies on the Lambert-Beer 
law, which relates the intensity I( ν~ ) of monochromatic light of wave number ν~  
transmitted through a sample to the intensity I0( ν~ ) incident on the sample: 

I = I0e l)ν~σ(− = I010 cl)ν~ε(−  
where σ( ν~ ) is the absorption coefficient of the sample and l is its thickness. For 
solutions, it is common to use the molar decadic absorption coefficient (molar 
absorptivity) ε( ν~ ), obtained from the above expression by inserting the molar 
concentration c and the sample thickness in cm. 
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In order to observe emission spectra of organic molecules, their excited elec-
tronic states first need to be populated. When this is done by light absorption, the 
emission is referred to as photoluminescence. The measurement can be performed 
in a continuous mode of excitation (steady state photoluminescence) or with 
pulsed excitation (pulsed photoluminescence). Since both the wavelength of the 
exciting light and that of the detected emitted light can be varied, photolumines-
cence is intrinsically a two-dimensional spectroscopic technique, but the full two-
dimensional spectra are rarely measured. A spectrum showing the dependence on 
the frequency (or wavelength) of the emitted light is referred to as an emission 
spectrum, and a spectrum showing the dependence on the frequency (or wave-
length) of the exciting light of constant intensity is called the excitation spectrum. 
For a correct use of experimental emission and excitation spectra, see Chapter 10. 

In the optical region, the wavelength of light is much larger than a molecule, 
and the electric vector of the radiation E is virtually the same at any point within 
the molecule. Moreover, the magnetic field carried by the radiation interacts with 
the molecule much more weakly than the electric field. As a result, the degree of 
interaction of electromagnetic radiation with the molecule is well described in the 
electric dipole approximation as |E·M|2, where M is the molecular transition dipole 
moment of the transition with which the radiation field is resonant, and all mag-
netic and higher order electric transition moments are neglected. In the absorption 
event, energy hν is transferred from the field to the molecule, and in a stimulated 
emission event, it is transferred from the molecule to the field. Significant stimu-
lated emission requires relatively intense electromagnetic fields and it is known 
from laser action. Under most circumstances, spontaneous photon emission from 
an electronically excited state, which takes place even in the absence of radiation 
imposed from the outside, is more probable. It is induced by the intrinsic zero-field 
fluctuation of the electromagnetic field that occurs even in vacuum. The rates of 
the three processes (absorption, stimulated and spontaneous emission) are related 
by the Einstein relations. 

From these relations, Strickler and Berg derived an approximate expression 
relating the fluorescence rate constant kF in units of s�1 to the integrated intensity 
of the first absorption band, 

kF = ( 2
maxν~ /3.47×108) ∫ ν~d)ν~(  ≈ 2

maxν~ f/1.5 
where maxν~  is the wave number of the absorption maximum and f is the oscillator 
strength, defined by f = (4.319×10�9) ∫ ν~d)ν~ε( . 

In the absence of heavy atoms in the molecule, transitions interconnecting S 
and T states have small transition moments and are referred to as spin-forbidden. 
In absorption, singlet-triplet (and triplet-singlet) transitions have very small extinc-
tion coefficients, and are very difficult to observe. Such singlet-triplet absorption 
spectra consist of three spectrally nearly identical essentially unresolvable contri-
butions, usually of widely different intensities, one into each of the triplet sub-
levels. In emission, such transitions have very small radiative constants and very 
long natural radiative lifetimes, and often have low quantum yields since compet-
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ing radiationless processes can readily prevail (see Section 1e). The resulting 
emission is referred to as phosphorescence, whereas spin-allowed emission is re-
ferred to as fluorescence (Fig. 1c-1). 
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Fig. 1c-1. Absorption and emission spectra of pyrene. Absorption and fluorescence spectra 
recorded in acetonitrile solution at room temperature; phosphorescence spectrum recorded 

in acetonitrile rigid matrix at 77 K. 
 
 

Since the sublevels of a triplet state are typically all populated to some de-
gree, phosphorescence consists of three emissions, one from each sublevel. Their 
spectral positions ordinarily differ by less than a wave number, much less than the 
width of the individual peaks in the vibrational structure, and the overlapping 
emissions cannot be resolved. Commonly, one therefore talks about phosphores-
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cence, its polarization degree, quantum yield, etc., as if it were a single emission. 
The three overlapping emissions can have widely different intensities, even though 
at equilibrium the three sublevels have nearly exactly the same populations, since 
one or two of the three emission rate constants are often dominant, especially in 
symmetrical molecules. One or two of the three competing non-radiative rate con-
stants often dominate as well. Although the triplet excited state is thus drained 
mostly through one or two of its sublevels, as long as the equilibration of the 
population among the three levels is rapid, its decay is described by a single expo-
nential, and one refers to a single triplet lifetime. This simplified description of 
phosphorescence is justified at all but the lowest temperatures. 

1c-3 Transition Dipole Moment and Selection Rules 

After transition energy, dictated by the difference in the energies of the molecular 
stationary states involved in the transition, the next most important characteristic 
of a transition from an initial state G to a final state F is its dipole moment 
M(G → F). This is a vector whose direction is fixed in the molecular frame but 
whose sense is not defined (Fig. 1c-2). This is so because it describes the transient 
electric dipole moment of the transition density, established in the molecule by the 
perturbing electromagnetic field during the excitation process. During the transi-
tion the molecule is not in a stationary state, but in a superposition of the states G 
and F, and its properties such as the dipole moment oscillate in time. The transi-
tion dipole moment M describes the amplitude and direction of this oscillating 
electric dipole. It is unrelated to the permanent electric dipole of the molecule in 
the stationary states G and F, and can be non-zero even in molecules in which the 
latter vanishes by symmetry. The square of the length of M is proportional to the 
integrated transition intensity, and its direction dictates the anisotropy of the transi-
tion, in that the transition probability is proportional to |M|2cos2α, where α is the 
angle between M and the direction of the electric field of electromagnetic radiation 
(light polarization direction). For a transition moment M measured in Debye, 
f=4.702×10�7 ν~ |M|2. 
 

L     Gb M

L     Ga M

 
 
Fig. 1c-2. Transition dipole moments for the excitation of naphthalene from its ground state 

G to its excited states Lb (S1) and La (S2). 
 
 

The quantum mechanical expression for the dipole of the transition electron 
density is <F|M|G>, where M = eR, e is the (negative) charge of the electron, and 
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R is the sum of the position operators of all the electrons in the molecule. None, 
one, two, or all three components of the transition dipole moment M may vanish 
by symmetry, depending on the point group that describes the symmetry of the 
molecule and on the irreducible representations to which the states G and F be-
long. Knowledge of state symmetries thus permits a prediction of transition mo-
ment directions, referred to as transition polarizations. Conversely, a measurement 
of transition polarizations is very helpful for the assignment of state symmetries. If 
all three components of M vanish, the transition is said to be forbidden by symme-
try selection rules, or simply, symmetry-forbidden. 

If the excitation can be described adequately as the promotion of an electron 
from orbital a to orbital b, M is equal to <b|eR|a>, where R now is the position 
operator of a single electron. This can be thought of as the electric dipole moment 
of the overlap charge density of orbitals a and b, defined at any point in space by 
the product of the amplitudes of orbitals a and b at that point (Fig. 1c-3) times 
electron charge. Overlap charge density is positive in some parts of the molecule 
and negative in others, and its integral over all space vanishes since it is equal to 
the overlap of the orthogonal orbitals a and b. Transition moment directions are 
predictable from the knowledge of orbital symmetries. The general simple rule is 
that for a transition to be allowed, orbitals a and b should differ by the presence of 
a single nodal plane, and the polarization direction will be perpendicular to that 
plane. 
 

 
 

Fig. 1c-3. A schematic representation of the HOMO and LUMO orbitals of naphthalene, 
and of their product, the transition density for the HOMO → LUMO excitation (its dipole 

moment is indicated with a double arrow). 
 
 

Even if a transition is allowed, the transition dipole is small if the orbitals a 
and b avoid each other in space, since then the overlap density is small everywhere 
and is unlikely to have a large dipole moment. This occurs for instance when a and 
b are an s and a p orbital on the same atom, as in certain nπ* transitions, or when 
one is mostly distributed over one set of p orbitals in a conjugated system and the 
other over a separate set, as can happen in non-alternant hydrocarbons (e.g., the 
first transition in azulene), and in molecules or supermolecules containing an elec-
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tron donor with orbital a and an electron acceptor with orbital b separated in space 
(charge transfer transitions, as in absorption spectra of charge transfer complexes 
or emission spectra of exciplexes). 

The transition moment between states G and F that differ in multiplicity, 
such as a singlet and a triplet, is generally extremely small in molecules composed 
of atoms with low atomic numbers. Due to orthogonality of the spin parts of the 
wave functions G and F, it would actually vanish if the states were not of slightly 
mixed multiplicity due to spin-orbit coupling. This statement is known as the spin 
selection rule. In molecules with some symmetry, the spin-orbit coupling selection 
rules mentioned above can be used to deduce the direction of the transition mo-
ment into or from each triplet sublevel separately, provided that the symmetries of 
the spatial parts of the wave functions S and T are known. These directions are 
normally different for each of the three sublevels. 

When an atom of high atomic number Z is introduced into a molecule, spin-
orbit coupling almost always increases, often considerably. The resulting increase 
in singlet-triplet mixing, which is usually quite different for the different sublevels 
of the triplet, is referred to as the heavy-atom effect. Its consequences are an in-
crease in the absorption intensity and in the phosphorescence rate constant. The 
heavy atom can also be introduced into the solvent rather than the molecule (ex-
ternal as opposed to the internal heavy atom effect). Singlet-triplet mixing can also 
be induced by the presence of paramagnetic species in the solution, which has 
similar consequences. For instance, under high pressure of oxygen singlet-triplet 
absorption of solute molecules becomes quite easily observable. 

1c-4 Linear Polarization 
If the orientation of an ensemble of absorbing or emitting molecules is random, as 
is the case in isotropic liquid or solid solutions, light of any polarization is ab-
sorbed with equal probability, and emission occurs with equal probability in any 
direction and with any linear polarization. The former situation is common in ab-
sorption spectroscopy of isotropic samples and the latter situation is common in 
emission spectroscopy of isotropic samples in which excited molecules are equally 
likely to have any orientation because they were excited randomly, for instance by 
a chemical reaction (chemiluminescence) or, if they were excited by an anisotropic 
beam of light, they have had time to rotate into an arbitrary orientation either 
physically or because of excitation energy transfer (photoluminescence in fluid 
samples or in concentrated solid samples). The absorption or emission intensity 
observed on such samples is reduced by a factor of three relative to what would be 
observed if each molecule were lined up with its transition moment M along the 
direction of the electric vector of linearly polarized light that is being absorbed or 
observed in emission. 

Fully isotropic measurements of this type provide information about the 
length of M but not about its orientation in the molecular frame. To obtain the 
latter, a fully or partially oriented molecular assembly is required. This is most 
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easily understood by considering measurements on a single molecule and recalling 
that transition probability is proportional to |M|2cos2α, where α is the angle be-
tween M and the light polarization direction. Except in molecules of very high 
symmetry neither the initial state G nor the final state F will be degenerate, and at 
the wave length appropriate for the transition from G to F only a single electronic 
transition moment M will contribute to the absorption or emission process. 

The absorption will be most likely if the light propagation direction is per-
pendicular to M and the light is linearly polarized parallel to M. Then, α is zero 
and cosα has the value of one. A rotation of the light propagation direction by 90° 
to make it coincide with the direction of M, regardless of its state of polarization, 
or a rotation of its polarization direction by 90°, which also causes α to become 
90° and hence cosα to vanish, brings the absorption probability to zero. Thus, if 
the orientation of the molecule is known, a variation of either the light propagation 
direction or light polarization direction will provide information about the direc-
tion of M in the molecular frame. If the direction of M in the molecular frame is 
known, the measurements will provide information about the orientation of the 
molecule. The dependence of absorption properties on light direction or polariza-
tion is referred to as linear dichroism (LD). 

Ordinarily, measurements are performed on molecular assemblies. Fully 
aligned molecular assemblies occur in crystals and partially aligned ones occur in 
numerous solutions, liquid (lyotropic or thermotropic liquid crystals, streaming 
samples, liquids in strong electric or magnetic fields, etc.) or solid (stretched 
polymers, flat surfaces, etc.). Integration over the orientation distribution function 
is then necessary to evaluate the results of measurements. The simplest situation 
prevails in uniaxial samples, which possess a single orientation axis Z, and all di-
rections perpendicular to this axis are equivalent. The choice of the perpendicular 
axes X and Y is then arbitrary. In this case, only two linearly independent absorp-
tion spectra can be obtained and are usually chosen to be those with the light po-
larization direction either along Z or perpendicular to Z. As in single-molecule 
measurements, if information about the molecular orientation is available, conclu-
sions about the direction of M in the molecular frame can be reached, and if the 
latter is known, information about molecular orientation is obtained. 

In an entirely analogous fashion, the emission observed from a repeatedly 
excited oriented molecule through a linear polarizer will be most intense when 
observed in a direction perpendicular to M with the polarization direction parallel 
to M. A rotation of the light observation direction by 90°, which makes it coincide 
with the direction of M, regardless of the rotation of the polarizer, or a rotation of 
the polarizer by 90°, causes the emission detection probability to vanish. Once 
again, if the orientation of the molecule is known, a variation of either the light 
observation direction or polarizer orientation will provide information about the 
direction of M in the molecular frame. Conversely, if the direction of M in the 
molecular frame is known, the measurements will provide information about the 
orientation of the molecule. 
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Measurements of emission anisotropy or polarization can be performed on 
the same types of aligned molecular assemblies that were listed above for linear 
dichroism. Most often, however, it is simplest to produce partially aligned ensem-
bles of excited molecules by photoselection on an isotropic sample in which the 
molecules are not free to rotate. The best procedure to use for this purpose is to 
excite the sample with a collimated beam of linearly polarized light. Then, the 
light electric vector selects molecules for excitation with probabilities given by 
cos2α, as we have just seen in the discussion of absorption, and the direction of the 
light electric field serves as the Z axis of the resulting uniaxial partial oriented as-
sembly. Since the orientation distribution function is then known, specific predic-
tions can be made for the polarization directions to be expected for one or another 
value of the angle between the absorbing transition moment and the one responsi-
ble for the emission. Thus, polarized photoluminescence measurements on rigid 
solutions, such as organic glasses at low temperatures, produce information about 
relative polarization directions. 

The simplest formulas result if the depopulation of the ground state is negli-
gible and when the observed intensities are cast in the form of emission anisotropy 
r, defined by 

r = (I � I⊥)/(I + 2I⊥) 
where I is the emission intensity observed with the analyzing polarizer parallel to 
the polarization direction of the exciting light, and I⊥ is the emission intensity ob-
served with the analyzing polarizer perpendicular to it. Then, if differently polar-
ized transitions do not overlap, r = 0.4 if the absorbing and emitting transition 
moments are parallel, and r = �0.2 if they are perpendicular to each other. These 
limiting values are not always observed in fluorescence measurements, for various 
reasons. They are less commonly reached in phosphorescence studies, because the 
differently polarized emissions from three sublevels overlap. Only if emission 
from one of the sublevels greatly dominates over emission from the other two will 
there be an opportunity to observe a simple result. 

If polarized absorption or emission measurements are performed fast enough 
after the initial photoexcitation, using short laser pulses and observing the emis-
sion at times short relative to rotational diffusion times, similar information can be 
obtained even in fluid solutions. Moreover, a study of the decay of the polarization 
anisotropy in time provide information about the rate of molecular rotational diffu-
sion. 

1c-5 Circular Polarization 
Unlike achiral molecules in an achiral environment, chiral ones, and more weakly, 
achiral ones in a chiral environment, distinguish left-handed from right-handed 
circularly polarized light, and absorb and emit the two with slightly different prob-
abilities. This is one of the demonstrations of optical activity. One of two enanti-
omers has a somewhat larger extinction coefficient εL for left-handed light, and a 
somewhat smaller one, εR, for right-handed light. The mirror image molecule, the 



Photophysics of Organic Molecules in Solution 33 

 

other enantiomer, has the same values of extinction coefficients, but L and R are 
interchanged. In absorption, the difference spectrum εL � εR is known as natural 
circular dichroism (CD). It has positive and negative peaks, and the CD spectra of 
two enantiomers are mirror images of each other. Racemic samples, which contain 
equal amounts of the two enantiomers, show a zero CD spectrum, since their con-
tributions cancel. 

Each transition from an initial state G to a final state F can be characterized 
by a rotatory strength R(G → F), obtained by integration of the CD spectrum over 
the transition region. It is positive for one enantiomer and of equal size but nega-
tive for the other. Since the CD signal is sometimes easily observable for transi-
tions that are too weak to be seen in absorption because they are covered up by 
other bands, it can be useful for spectral assignments, and R can be viewed as one 
of the useful characteristics of an electronic transition. However, the primary prac-
tical significance of CD measurements lies elsewhere, as it can be used for the 
assignment of absolute molecular chirality. 

Circular dichroism occurs even in the absence of molecular alignment, and 
is more complicated and much harder to evaluate for aligned samples. In isotropic 
solutions, the rotatory strength is related to the scalar product of the electric (M) 
and magnetic (M) dipole transition moment vectors, 

R(G → F) = Im(<G|M|F>·<F|M|G>) 
where Im stands for �imaginary part of� and assures a real value for R even though 
M is a pure imaginary operator. In molecules that are achiral by symmetry, the two 
vectors are mutually perpendicular, or one is zero, and the scalar product vanishes. 
For aligned samples, the expression for rotatory strength is more complicated, and 
contains a contribution from an electric quadrupole transition moment. 

In the presence of magnetic field oriented parallel to the light propagation 
direction, all samples become optically active and exhibit circular dichroism to a 
degree proportional to the strength of the magnetic field. This effect is referred to 
as magnetic circular dichroism, MCD. It is related to the Zeeman effect and has 
nothing to do with chirality. Unlike natural CD, the MCD spectra of enantiomers 
are identical and equal to that of a racemic sample. Since MCD changes its sign 
when the direction of the magnetic field is reversed, the effect disappears when the 
measuring light is sent through the sample twice in opposite directions, and this 
permits an easy separation of CD and MCD of chiral samples. 

In an MCD spectrum, each transition is characterized by up to three terms, 
called A, B, and C, normally evaluated by a particular type of integration of the 
MCD spectrum over the transition region. The first of these vanishes unless the 
initial or the final state of the transition is degenerate, and the third one vanishes 
unless the initial state is degenerate. The second one is always present unless the 
transition has zero intensity in absorption. The B and C terms contribute an identi-
cal spectral shape, similar to that of the absorption band, and are separable from 
each other because C is temperature dependent. The shape contributed by the A 
term is bisignate and looks like the letter S. The measurement of MCD terms is 
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useful for spectral assignments, particularly for the recognition of degenerate tran-
sitions. 

Similar differences between left-handed and right-handed circular polarized 
light also exist in emission probabilities, where the difference spectra are termed 
natural and magnetic circular polarized luminescence (CPL and MCPL, respec-
tively). If a transition is somewhat more probable for left-handed circular polar-
ized light in absorption, it is somewhat more probable for right-handed light in 
emission, and vice versa. CPL is observed for pure enantiomers, even when it is 
excited with natural or linearly polarized light. It is not observed for achiral mole-
cules in an achiral environment, and only weakly in a chiral environment. It is not 
observed for racemic mixtures excited with natural or linearly polarized light, but 
it is observed weakly for racemic mixtures excited with circularly polarized light, 
since the ensemble of excited molecules is then photoselected to contain slightly 
more of one of the enantiomers and is no longer racemic. This can be used to dis-
tinguish achiral from racemic samples. 

1c-6 Vibrational Fine Structure 
Electronic transitions in molecules appear as groups of lines. The larger spacings 
between the individual transitions are due to vibrational structure and reveal the 
details of vibrational levels in the G and F states. In gas-phase spectra, finer rota-
tional structure also appears. In solutions, only vibrational structure is seen, but its 
lines are considerably broadened. At low temperatures, and to a lesser degree, 
even at room temperature, only the lowest vibrational level of the initial state G is 
significantly populated (all vibrational quantum numbers equal to zero), and this 
simplifies the consideration of the vibrational fine structure (Fig. 1c-4). 
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Fig. 1c-4. The origin of Franck-Condon factors (schematic). 
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Since even the lightest of nuclei are much heavier than electrons, electro-

magnetic radiation frequencies that are resonant with electronic excitation are 
much too high to drive an excitation of nuclear motion directly. During electronic 
excitation, even if it takes a relatively long time (e.g., the time between molecular 
collisions that destroy wave function coherence), the nuclear vibrational wave 
function therefore remains nearly intact (Franck-Condon principle). If the final 
electronic state F had a potential energy surface of the same shape as the initial 
state G (if they had identical vibrational frequencies), and if they were not dis-
placed relative to each other (if they had identical equilibrium geometries), they 
would share the same set of vibrational wave functions, and only the transitions 
between levels characterized by identical quantum numbers would appear in the 
absorption or emission spectra (assuming that the electronic transition moment M 
is geometry-independent). This situation occurs rarely, since electronic excitation 
generally causes a modification of bonding conditions in the molecule and thus 
changes the equilibrium geometry and the force constants. An example is the exci-
tation of inner-shell f electrons in complexes of rare earths. 

More commonly, the vibrational wave function i of the initial state I differs 
from that of the final state F and has a significant non-vanishing projection into 
those (j) of several or many different vibrational levels of F. Then, transitions into 
all of the latter levels j will appear in the spectrum at appropriate energies, with 
probabilities proportional to the so-called Franck-Condon factors, |<j|i>|2 if the 
geometry dependence of M can be neglected. The resulting shape of intensity dis-
tribution in the absorption or emission band is often referred to as the Franck-
Condon envelope (Fig. 1c-5). The vibrations that appear most prominently in the 
envelope are those whose normal modes need to be invoked to travel from the 
equilibrium geometry of the initial state to that of the final state, and those whose 
frequencies differ the most between the two states. The former are totally symmet-
ric, and all components of the envelope have the same polarization as the zero-
zero transition (the band origin). Asymmetric vibrations sometimes appear as dou-
ble quanta and mark normal modes whose frequency changes strongly between 
the two states. An analysis of the vibrational fine structure permits a determination 
of the final state equilibrium geometry if that of the initial state is known. Often, 
the Franck-Condon envelopes of the absorption and the emission between two 
electronic states are approximate mirror images of each other in the spectra, since 
the vibrational frequencies in the two states differ little, and most of the envelope 
shape is dictated by the displacement of the equilibrium geometry (Fig. 1c-5). 

If the change in equilibrium geometry upon excitation is small, the zero-zero 
transition between the two lowest vibrational levels of the two states is the most 
intense, and others appear weakly (Franck-Condon allowed transitions). If it is 
large, the zero-zero transition appears weakly, and sometimes is essentially inob-
servable (Franck-Condon forbidden transitions). In general, the peak of the ab-
sorption or emission band appears approximately at the energy of the so-called 
vertical transition, which corresponds to the difference between the initial and 
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final state energy at the equilibrium geometry of the former (Fig. 1c-4). If transi-
tions in both directions can be observed, one in absorption and the other in emis-
sion, it is possible to estimate the location of the zero-zero transition as the average 
of their peak energies, even when the transition itself is too weak to be observed 
(Fig. 1c-5). 
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Fig. 1c-5. Examples of Franck-Condon allowed (top) and forbidden (center and bottom) 
absorption (left) and emission (right). The unresolved spectra shown at the bottom are typi-

cal of transitions in which many vibrational modes are active, especially when solvent-
solute interactions are strong. 

 
 

At temperatures at which excited vibrational levels of the initial state are 
populated, transitions from these levels are observed as well. They are called hot 
bands and appear at the low-energy side of the transitions from the lowest vibra-
tional level in absorption spectra and at the high-energy side in emission spectra. 
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In solution spectra, they are often not resolved and merely broaden the spectral 
bands observed. They are a common cause of thermochromism (dependence of the 
absorption spectrum on temperature). 

1c-7 Vibronic Coupling 
The description of the vibrational fine structure given in the preceding section 
applies to allowed transitions, i.e. those for which at least one of the three compo-
nents of the transition moment M does not vanish. For transitions that are forbid-
den, or only very weakly allowed, it is not appropriate to neglect the geometry 
dependence of M, since in general there will be some symmetry-lowering normal 
mode that will cause M to differ significantly from zero. Although the origin of 
the forbidden transition remains forbidden, transitions into levels involving one or 
a higher odd number of quanta of such asymmetric mode or modes will then ap-
pear in the spectrum (Herzberg-Teller or vibronic coupling), each acting as a 
�false origin� on which a Franck-Condon envelope of symmetric modes of vibra-
tion will be built, using various totally symmetric vibrations. This transition inten-
sity is said to be vibronically induced. 

The distortion of the molecular geometry acts as a perturbation that permits 
mixing of allowed electronic states I that were of different symmetries at the more 
highly symmetrical equilibrium geometry. This effect introduces some of the non-
vanishing transition moments M(G,I) into the otherwise vanishing transition mo-
ment M(G,F). Along with this �borrowed� or �stolen� intensity comes its polariza-
tion, which is that of the transition from G to I. 

In solution, the molecular environment hardly ever has the full molecular 
symmetry, and it, too, can perturb the symmetry of the molecular wave function 
away from the one that would otherwise be present. Then, the origin of a forbid-
den transition will acquire weak but non-zero intensity. E.g., the origin of the low-
est singlet-singlet transition in benzene, which is symmetry forbidden and not ob-
served in the gas phase absorption spectrum, is clearly visible in the solution spec-
trum. The polarization of such solvent-induced transitions is again dictated by the 
symmetry of the states from which the intensity is borrowed. If the transition from 
G to F is not forbidden but merely very weak, the direction of its transition mo-
ment in solution will be intermediate between M(G,F) and M(G,I). The appear-
ance of these solvent-induced or solvent-enhanced bands is referred to as the Ham 
effect. Their intensity is usually related to the polarizability of the solvent, and they 
can be used to probe molecular environment. 

1d NON-RADIATIVE TRANSITIONS 

Transitions between electronic states can occur in a radiationless manner as well 
as the radiative manner that we have discussed so far (Fig. 1b-12). In both cases, 
the jump is from a vibrational level of the electronic state associated with one po-
tential energy surface to that of another. In a radiative process, conservation of the 
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total energy was assured by making up for the acquired energy of electronic mo-
tion by absorbing a photon from the radiation field, or making up for the lost en-
ergy of electronic motion by donating a photon to the field. In a non-radiative 
process, conservation of the total energy is assured by compensating for an in-
crease in the energy of electronic motion by taking up energy of nuclear motion, 
or compensating for the lost energy of electronic motion by releasing it to nuclear 
motion. 

1d-1 Non-Born-Oppenheimer Terms 
The coupling between electronic and vibrational motion is mediated by terms in 
the Hamiltonian that are neglected in the Born-Oppenheimer approximation, and 
is relatively inefficient. Its rate depends on several factors. The �Franck-Condon 
factor� drops in size as the number of quanta of vibrational excitation involved 
grows. This happens with increasing energy difference between the electronic 
states involved, and upon introduction of heavier isotopes, e.g. in compounds with 
C-D instead of C-H bonds. The �density of states factor� reflects the number of 
vibrational levels that are available for the conversion at the energy required. This 
increases as the energy difference between the electronic states grows, but in gen-
eral not fast enough to compensate for the fall-off of the Franck-Condon factor. 
Radiationless transitions thus generally become exponentially slower as the energy 
difference increases (the energy gap law). This can be viewed as paradoxical since 
it means that a more exothermic process is slower. The �electronic matrix element 
factor� reflects the difference between the motion that the electrons execute as the 
molecular geometry changes during vibrational motion. The larger and more 
abrupt the changes, the harder it is for the electrons to follow the instantaneous 
changes in the positions of nuclei during vibrations, given that their moment of 
inertia may be small but is not zero (this is neglected in the Born-Oppenheimer 
approximation). 

Under ordinary circumstances, it is rare for a molecule to have enough vi-
brational energy to be able to convert it into electronic excitation. It happens in 
energetic collisions at high temperatures, in intense IR fields, or upon bombard-
ment with energetic particles. In organic molecules, it generally happens only 
when the energy required for the electronic excitation is fairly small. Thus, in 
molecules whose T1 state is only a little below the S1 state, thermal excitation at 
room temperature may be sufficient to populate the latter from the former. Be-
cause of the generally much longer lifetime of the T1 state, fluorescence from S1 
can then be observed long after prompt fluorescence from the initially excited S1 
state has decayed (E-type delayed fluorescence). Another example is chemilumi-
nescence, where thermal excitation from S0 to S1 or T1 takes place in a potential 
energy surface region where the two are close in energy and is followed by ge-
ometry change to a region where S0 has dropped far down below S1 or T1, such 
that the excited state produced has a substantial lifetime, and possible vertical 
emission occurs in the visible region. 
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Most often, non-radiative transitions convert electronic into vibrational en-
ergy, and the latter is lost to the environment within some tens of picoseconds as 
heat in the process of thermal equilibration. This is the major route of molecular 
return to the ground state equilibrium after electronic excitation (Fig. 1b-12). 

The electronic matrix element that appears in the expression for the rate of a 
non-radiative process includes an integration over spin that yields unity if the two 
electronic states are of the same multiplicity. Such spin-allowed non-radiative 
transitions are known as internal conversion. Spin integration causes the matrix 
element to vanish if the two states involved are of pure spin and differ in multiplic-
ity. The non-radiative transition would then be spin-forbidden. When spin-orbit 
coupling is included and the two states are of somewhat mixed multiplicity, a non-
radiative process known as intersystem crossing takes place, but if other factors 
are the same, it is much slower than internal conversion. 

1d-2 Internal Conversion 
When the energy difference between the two states between which internal con-
version takes place is large and corresponds to the visible of ultraviolet energy 
region, its rate is often competitive with that of fluorescence. This happens for the 
S1 and S0 states of many colored molecules. The quantum yields of fluorescence 
and internal conversion are then of comparable order of magnitude. Often, fluo-
rescence dominates strongly when the energy gap is in the ultraviolet or blue 
whereas internal conversion dominates when the energy gap is in the red, and the 
lifetimes are on the order of nanoseconds. 

When an electronically excited molecule is brought up to another solute, ad-
ditional dimensions in the nuclear configuration space become accessible and nu-
clear motion in those directions may lead to internal conversion. Such a process is 
referred to as excited state quenching, and it can occur at a diffusion limited rate. 
A common example of a molecule that quenches many excited singlet states is 
molecular oxygen. 

As the energy difference between the two states involved in internal conver-
sion is reduced, its rate increases and the lifetime in the upper state shortens. Since 
the separations among the higher excited singlets generally are much smaller than 
the S1-S0 gap, their lifetimes are less than a picosecond with a few exceptions, and 
fluorescence from higher singlets is not competitive. Kasha�s rule states that only 
the lowest state of each multiplicity emits, and that all higher excited states con-
vert to it faster than they can do anything else. 

The limit is reached when the potential surfaces of the two states actually or 
nearly touch (Fig. 1b-3). Then, the rate of internal conversion is normally limited 
only by the rate at which the molecule can reach this region of the potential energy 
surface, and this often takes as little as a few tens of femtoseconds. The region of 
surface touching is known as a conical intersection (see Section 1b-2). 
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1d-3 Intersystem Crossing 
Under otherwise similar circumstances, intersystem crossing is many orders of 
magnitude slower than internal conversion. The efficiencies of S1-S0 fluorescence 
are often comparable to those of T1-S0 phosphorescence, reflecting a similar ratio 
of the rates of radiative and non-radiative processes, but whereas fluorescence 
lifetimes are typically measured in nanoseconds, those of phosphorescence are 
often measured in milliseconds or even seconds. This is only true in rigid solution, 
on surfaces, or in constrained media (cyclodextrins, carcerands, etc.), since in fluid 
solutions the long lifetimes make phosphorescence superbly sensitive to quench-
ing. 

In addition to quenching by impurities and oxygen, triplets also quench each 
other in a process known as triplet-triplet annihilation, in which two triplets en-
counter and combine their excitation energies to produce an excited singlet and 
excess vibrational energy. The excited singlet can then fluoresce. Because of the 
relatively long triplet lifetime, and the continued supply of excited singlets from 
the annihilation process, the emission continues long after the decay of prompt 
fluorescence and is known as P-type delayed fluorescence. A process inverse to 
triplet-triplet annihilation is also known and is referred to as exciton splitting. It 
occurs in crystals and polymers and leads to the formation of two triplet excited 
states from a high vibrational level of an excited singlet state. It is fast enough to 
compete with vibrational deactivation. 

Another illustration of the spin forbiddenness of the intersystem crossing 
process is the fact that the crossing from S1 to T1 is often competitive with the 
internal conversion from S1 to S0 and occurs on a nanosecond time scale, although 
the energy gap involved is vastly smaller. In this process, the three sublevels of the 
triplet are generally populated at quite different rates, far from thermal equilib-
rium. This permits the use of time-resolved EPR spectroscopy to examine the tran-
sitions between the sublevels, and can also induce polarization of nuclear spin, 
permitting the use of CIDNP (�chemically induced dynamic nuclear polarization�) 
for the study of photochemical reactions. 

Intersystem crossing is subject to the same kind of internal and external 
heavy atom effects that have been discussed in connection with phosphorescence 
(Section 1c-3). 

1d-4 Electron Transfer 
We have already seen that one of the states participating in a radiative electronic 
transition can be locally excited while the other is of the charge-transfer type, par-
ticularly if the donor and the acceptor are located in different molecules located 
next to each other. These processes are referred to as charge-transfer absorption 
(Fig. 1d-1) and charge-transfer (exciplex) fluorescence or phosphorescence. The 
non-radiative analogs of these charge-transfer processes, internal conversion or 
intersystem crossing, are usually called electron transfer, 

A* + B →  A+ + B� 
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Their rates are subject to similar rules as other non-radiative processes, and have 
been studied in much detail. They are approximately described by the Marcus 
theory, which also leads to the conclusion that the rates of highly exothermic 
transfers are low (the �Marcus inverted region�). Because of the spatial separation 
of the donor and acceptor regions, the splitting between the singlet and triplet 
states of the dipolar species is particularly small. 
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Fig. 1d-1. A schematic representation of a charge transfer transition in absorption. 
 
 

Electron transfer processes play a crucial role in efforts to convert sunlight 
to electricity (photovoltaic cells) and to use it for the splitting of water. In both 
cases, the objective is to separate the generated charges spatially and to prevent 
their recombination by another non-radiative process to yield the ground state and 
heat. The charges are then led to electrodes or are used to reduce protons to mo-
lecular hydrogen and oxidize hydroxide anions to molecular oxygen. 

1d-5 Energy Transfer 
Another important class of internal conversion and intersystem crossing processes 
are of the energy transfer type. In these, both states involved are locally excited, 
but the excitation is localized in different parts of the molecule or on different 
molecules, 

A* + B →  A + B* 
In addition to the trivial mechanism of energy transfer, in which one molecule 
emits a photon and another one absorbs it, there are two others (Fig. 1d-2). The 
Förster mechanism operates by an electrostatic coupling of the transition dipole 
moments of the two partners. It can be visualized as a simultaneous non-radiative 
deexcitation in the energy donor and excitation in the acceptor. Its rate falls off 
with the inverse sixth power of their distance, depends on their mutual orientation, 
and requires energy matching. It is resonant if the two chromophores involved 
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have the same excitation energy, but normally proceeds downhill, from a chromo-
phore with a higher excitation energy to one with a lower excitation energy. Then, 
some of the electronic energy is converted into vibrational excitation. Quantita-
tively, the match is expressed by the overlap of the emission spectrum of the donor 
and the absorption spectrum of the acceptor. Given the usual fluorescence life-
times, the Förster mechanism is effective at distances of up to several nm. Since it 
depends on the transition moments of the partners, and singlet-triplet transition 
moments are very small, triplet-triplet energy transfer by the Förster mechanism is 
very slow. This may be compensated by the possibly very long lifetime of the do-
nor triplet state. 
 

Energy transfer
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A* AB B*

Dipole-dipole
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Exchange (Dexter)
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Fig. 1d-2. A schematic representation of the Förster and Dexter mechanisms for energy 
transfer from A* to B. 

 
 

The Dexter or exchange mechanism is short-range and requires interpenetra-
tion of the wave functions of the two chromophores. It is best envisaged as a si-
multaneous transfer of an excited electron from one partner to the other and of its 
unexcited original counterpart in the opposite direction. As long as the partners 
effectively touch, it is competitive with the Förster mechanism for singlet excita-
tion energy transfer and vastly faster than the Förster mechanism for triplet excita-
tion energy transfer. 
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Singlet energy transfer has found much application in structural studies of 
biomolecules, where it is known under the acronym FRET (Förster resonant en-
ergy transfer). Triplet energy transfer has played an essential role in photochemis-
try, where it is used for excitation of substrates to their triplet state without going 
through their singlet states (sensitization), and for inducing the return of excited 
triplet states to the ground state (quenching). 

1e EXCITED STATE KINETICS 

A complete kinetic analysis of a photophysical or photochemical process requires 
the determination of the rate constants of all processes that occur, often as a func-
tion of their dependence on concentration, solvent, temperature, isotopic labels, 
and other variables. The basic time-independent observables from which this in-
formation is to be deduced are the fluorescence and phosphorescence emission and 
excitation spectra, quantum yields of fluorescence and phosphorescence of all 
emitting species, and quantum yields of starting material disappearance and prod-
uct formation if photochemical transformations occur. The time-dependent ob-
servables are the decay curves of all observed emissions and transient absorptions. 
These basic data are often complemented by the investigation of the effect of 
quenchers and sensitizers, and sometimes by other measurements, such as photo-
acoustic calorimetry, CIDNP, etc. In the following, we only provide a brief survey 
of some of the basics. 

The quantum yield of a species is measured by determining the number of 
moles of the species produced upon absorption of a mole of photons (an Einstein). 
In this sense, a photon of fluorescent or phosphorescent light is considered a spe-
cies. The efficiency of an elementary step is defined as the fraction of molecules 
that undergo the step in competition with all other steps possible from the same 
starting species. The quantum yield of a species is the product of the efficiencies 
of all the steps that form the path by which it is produced. If a species is formed 
along more than one path, the contributions of all the participating paths need to be 
added. 

The initial processes that one can anticipate after excitation of an organic 
molecule with light are formation of one of the excited singlet states and its rapid 
conversion to the thermally equilibrated lowest excited singlet state on the time 
scale of a few tens of ps, with a unit efficiency (Kasha�s rule). Faster processes 
competitive with this scenario have been observed at times, but they are consid-
ered the exception rather than the rule (e.g., direct photochemical reactions that 
occur by return to the ground state through a conical intersection, or ultrafast inter-
system crossing that takes place without prior vibrational equilibration in the S1 
state, especially in the presence of heavy atoms). In general, it is possible to use 
monochromatic radiation at a wavelength that assures that no state other than S1 is 
excited. 
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The typical processes that compete for the thermally equilibrated S1 state are 
fluorescence, internal conversion, intersystem crossing, bimolecular quenching 
with a quencher Q present at constant concentration [Q], a unimolecular photo-
chemical transformation, and a bimolecular photochemical reaction with a partner 
B present at a constant concentration [B], with rate constants kF, kIC, kISC, kQ[Q], 
kR, and kB[B], respectively (Figs. 1b-12 and 1d-3). 
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Fig. 1d-3. A list of processes that commonly contribute to a photochemical mechanism. 
 
 

The lifetime of S1, i.e. the time needed for its concentration to decay to 1/e 
of its initial value if it is not being replenished, is the inverse of the sum of the 
unimolecular rate constants of all the processes that depopulate it: 

τ(S1) = 1/(kF + kIC + kISC + kQ[Q] + kR + kB[B]) 
The lifetime can be measured by observing the decay of fluorescence intensity 
after a short pulse excitation, or by monitoring the decay of the transient absorp-
tion due to S1 in time. 

The efficiencies of the individual steps are 
ηF = kFτ(S1) 
ηIC = kICτ(S1) 
ηISC = kISCτ(S1) 
ηQ = kQ[Q]τ(S1) 
ηR = kRτ(S1) 

ηB = kB[B]τ(S1) 
Assuming that the efficiency with which S1 is formed is unity, the quantum yield 
of fluorescence is φF = ηF. Its measurement thus immediately yields the value of 
kF. This can be checked against the value expected from the integrated intensity of 
the S1 band in the absorption spectrum (Section 1c-2). The quantum yield of triplet 
formation is given by φISC = ηISC and is harder to determine, unless the transient T1 
absorption spectrum can be measured and the absorption coefficient is known or 
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can be determined. Then, kISC can be found. If the product R is only formed from 
S1, its quantum yield is φR = ηR, and its measurement fixes the value of kR. 

Information on kQ and kB can be obtained from a so-called Stern-Volmer 
plot. For instance, when one measures the fluorescence quantum yield or lifetime 
for several choices of [Q] and labels them φF

[Q] and τ(S1)[Q] 
φF

[Q] = kF/(kF + kIC + kISC + kQ[Q] + kR + kB[B]) 
τ(S1)[Q] = 1/(kF + kIC + kISC + kQ[Q] + kR + kB[B]) 

and uses the symbols φF
0 and τ(S1)0 for the values measured in the absence of 

quencher, one obtains 
φF

0/φF
[Q] = τ(S1)0/τ(S1)[Q] = 1 + τ(S1)0kQ[Q] 

Thus, when φF
0/φF

[Q] or τ(S1)0/τ(S1)[Q] is plotted against [Q], one obtains a straight 
line of slope τ(S1)0kQ and intercept 1. If τ(S1)0 is known, kQ can be determined, and 
vice versa. Similar results are obtained when φF or τ(S1) is measured as a function 
of [B]. Often, the quenching can be assumed to be diffusion limited and its rate 
constant kQ is of the order 1010 L mol�1 s�1. When the Stern-Volmer plot is curved, 
the mechanism is more complicated. E.g., two excited states may be involved and 
only one of them is quenched, or static quenching in pre-formed complexes of the 
substrate with the quencher intervenes in addition to the dynamic quenching con-
sidered so far. 

In general, with enough effort, all the rate constants of processes that start in 
S1 can be obtained. 

The molecules that reach T1 can again branch. Some will proceed to S0 by 
phosphorescent emission with a rate constant kPH, others by intersystem crossing 
with a rate constant kISC', some will be quenched with a rate constant kQ'[Q'], some 
will react unimolecularly with a rate constant kR', and some bimolecularly with a 
rate constant kB'[B']. The magnitudes of these rate constants will be obtained in 
similar ways. For the lifetime of phosphorescence we obtain 

τ(T1) = 1/(kPH + kISC' + kQ'[Q'] + kR' + kB'[B']) 
For the efficiency of phosphorescence, we obtain 

ηPH = kPHτ(T1) 
and for its quantum yield, 

φPH = ηISCηPH = kISCτ(S1)kPHτ(T1) 
etc. 
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Transition metal complexes [9901, 0301], which are the most common coordina-
tion compounds, may be cationic, anionic or non-ionic species, depending on the 
charges carried by the central metal atom and the coordinated groups. These 
groups are usually called ligands. Ligands may be attached to the central atom 
through one or more atoms, i.e. they may be mono- or poly-dentate. The total 
number of attachments to the central atom is called coordination number. Coordi-
nation numbers of 2 to 10 are known, but most coordination compounds exhibit a 
coordination number of 6 or 4. A given metal ion does not necessarily have only 
one characteristic coordination number and, moreover, a given coordination num-
ber may give rise to several types of spatial arrangements. For example, Ni(II) 
forms both octahedral six-coordinated and tetrahedral or square-planar four-
coordinated complexes. Coordination compounds that contain ligands of two or 
more types are called mixed-ligand complexes. 

Many types of isomerism are encountered among transition metal com-
plexes. The most common ones are geometrical and optical isomerisms. Another 
important type of isomerism is the linkage isomerism which occurs with ligands 
capable of coordinating in more than one way (ambidentate ligands). For example, 
the group NO2

� may coordinate through the nitrogen or the oxygen atom giving 
rise to nitro isomers, such as [(NH3)5Co-NO2]2+ and to nitrito isomers, such as 
[(NH3)5Co-ONO]2+. 

Most of the transition metal complexes are electrically charged species 
(complex ions) and therefore, they are fairly soluble only in water or other polar 
solvents. Complex ions, like other charged particles, are particularly sensitive to 
their environment, i.e. to the nature of the solvent molecules and to the presence of 
other ionic species. For high ion concentrations, specific effects arise, such as the 
formation of �ion-pairs� (or �outer-sphere� complexes). 

 

2a ELECTRONIC STRUCTURE 

The most correct and complete approach to the electronic structure of metal com-
plexes is that provided by the molecular orbital theory (MOT). Unfortunately, this 
theory requires a great deal of computation effort in order to provide quantitative 
results. Consequently, other less meaningful but more handy theories are often 
used in describing the bonding in complexes. These theories are the crystal field 
theory (CFT) and the ligand field theory (LFT). The valence bond theory, in its 
usual form, does not take into account the existence of electronic excited states 
and thus, it cannot offer any explanation for the photophysical and photochemical 
behavior. 
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2a-1 Crystal Field Theory 
In this theory [6101, 9501] the ligands are treated as negative point charges which 
set up an electrostatic field. The effect of this field on the central metal ion is then 
investigated. Since in the transition-metal ions all but the outermost partially oc-
cupied d orbitals are either filled or completely empty, interesting effects, other 
than those dealt with in the classical ionic theory, arise only from the interaction of 
the electrostatic field of the ligands with the d electrons. 
 

 
 

Fig. 2a-1. Pictures of the five d orbitals. 
 
In a gaseous transition-metal ion, the five d orbitals (whose shapes are 

shown in Fig. 2a-1) are degenerate. In a complex where the ligand field is spheri-
cally symmetric, the five d orbitals would be higher in energy than in the free ion, 
because of the repulsion between the metal ion electron density and the spherical 
field of negative charge. In such a hypothetical environment, the d orbitals would 
be still five-fold degenerate. In an actual complex, however, a spherical field is 
never obtained. Therefore, the five d orbitals, because of their different orientation, 
are no longer equivalent and they are split according to the particular symmetry of 
the complex. For example, in a six-coordinated complex having the ligands lo-
cated on the corners of a regular octahedron, simple pictorial arguments (or better, 
group-theoretical methods) show that the five d orbitals split into two sets: one set 
of three orbitals, dxy, dxz and dyz, equivalent to one another and labeled t2g, and an-
other set of two orbitals, dz2 and dx2 −y2 , equivalent to each other but different 
from the previous set, labeled eg. The eg orbitals, which point directly toward the 
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ligands, are higher in energy than the t2g orbitals, which point between the ligands 
(Fig. 2a-2). The amount of splitting between eg and t2g orbitals is generally denoted 
by ∆ or 10 Dq. The magnitude of ∆ obviously depends on the central ion and 
ligands involved and, according to the CFT, it may be calculated using an electro-
static model. Using an analogous line of reasoning, the splitting patterns of the d 
orbitals can be obtained for the most important geometries of complexes (Fig. 
2a-3). 

 
 

Fig. 2a-2. Splitting of the five d orbitals of a central metal ion in an octahedral field. 
 
Now, let us consider a metal ion with n d-electrons. Owing to the inter-

electronic repulsions, the electrons are spread out in the five d orbitals so as to give 
the maximum number of unpaired spins (rule of maximum multiplicity, or Hund�s 
rule). When the metal ion is introduced into an octahedral environment, the d orbi-
tals split in the manner described above and there will now be a tendency for the 
electrons to fill the lowest orbitals, t2g , before beginning to go into the upper orbi-
tals, eg . For a d1 ion, the single electron will thus occupy one of the t2g orbitals, 
and the complex can be said to have a t2g

1  configuration. Similarly, for d 2 and d 3 
ions, each electron will go into a different t2g orbital and the electron spins will 
remain uncoupled, as required by Hund�s rule. Therefore, the complexes of these 
ions have a t2g

2  and t2g
3  configuration, respectively. For a d 4  ion, a new and inter-

esting situation arises, since the complex may choose between the following pos-
sibilities: 

(i) Low-spin configuration. All the four electrons go into the three t2gorbi-
tals ( t2g

4  configuration); in such a case, two electrons must be coupled in the same 



Photophysics of Transition Metal Complexes in Solution 53 

 

orbital and this requires a certain amount of energy (P) in order to win the inte-
relectronic repulsion. 

(ii) High-spin configuration. All the four electrons remain unpaired, but one 
of them must then be promoted to the egorbitals ( t2g

3 eg
1  configuration); this re-

quires expenditure of the energy ∆. 
Of course, the ground state of a complex will be represented by the low-spin 

configuration when ∆ > P (strong-field case), and by the high-spin configuration 
when ∆ < P (weak-field case). For complexes containing the same metal ion, P is 
nearly constant, while ∆ strongly depends on the nature of the ligands. Therefore, 
a metal ion may give high-spin complexes with some ligands and low-spin com-
plexes with other ligands. Octahedral complexes containing more than 4 
d-electrons may be treated by the procedure outlined above, and complexes of 
symmetry other than the octahedral one may be treated by similar procedures. 

Besides explaining the magnetic properties of complexes, the CFT enables 
us to predict, or at least to understand, a number of thermodynamic, kinetic, struc-
tural, and spectroscopic features of complexes [6101, 9501].  

 

 
 

Fig. 2a-3. Splitting of the five d orbitals of a central metal ion in complexes of various sym-
metry. 
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2a-2 Ligand Field Theory 
A number of experimental data (electron spin resonance, nuclear magnetic reso-
nance, and nuclear quadrupole resonance spectra, intensities of d-d transitions, 
nephelauxetic effect, antiferromagnetic coupling, etc.) prove that an appreciable 
degree of covalency does exist in metal complexes. Therefore, the pure electro-
static CFT model must be considered as a rough approximation of the electronic 
structure of complexes. A more real approach to this topic must take account of 
the existence of metal-ligand orbital overlap. 

The theory which preserves all the conceptual and computational advantages 
of the simple CFT and which includes the possibility of accounting for the effects 
of covalent bonding is called ligand field theory (LFT) [6601, 9901, 0301]. Ac-
cording to this theory, the calculation of the energy level diagrams proceeds in the 
same manner as in CFT, except that one takes into account that the inter-electronic 
repulsion and spin-orbit coupling parameters are noticeably reduced when going 
from free to complexed metal ions, because of the delocalization of the �metal� 
electrons. In doing this, one either estimates such parameters from experimental 
observations or assumes that they have values reasonably smaller than in the free 
ion. Because of its utility, the ligand field theory has enjoyed a wide application by 
chemists interested in the spectroscopy of metal complexes. 

2a-3 Molecular Orbital Theory  

In this theory, the molecular orbitals for metal complexes are usually constructed 
as linear combinations of central metal and ligand orbitals [6401, 6402, 9901, 
0301]. In doing this, group-theoretical procedures are usefully employed. Before 
combining the metal orbitals with the ligand orbitals, one must first consider com-
binations of the ligand orbitals to obtain sets of composite ligand orbitals (symme-
try orbitals). The symmetry orbitals of the ligands are then combined with metal 
orbitals of the same symmetry to produce a set of molecular orbitals into which the 
electrons are added. The method will now be illustrated for an ML6 octahedral 
complex, where M is a first-row transition metal and L is a ligand which possesses 
both σ and π orbitals. The coordinate system that is convenient for the construc-
tion of the MO�s is shown in Fig. 2a-4. 

 (i) Metal orbitals. There are nine valence shell orbitals of the metal ion to 
be considered, that is, the 3d, 4s, and 4p orbitals. In the Oh point group they may 
be classified, according to symmetry, as follows:  

(3 dz2 , 3 dx2 −y2 ), eg; 
(3 dxy, 3 dxz, 3 dyz), t2g; 
(4s), a1g ; 
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(4 px , 4 py , 4 pz ), t1u . 
The egand a1g orbitals are suitable only for σ bonding, the t2gorbitals are suitable 
only for π bonding, and the t1u  orbitals may give both σ and π bonding. 

 

 
 

Fig. 2a-4. Coordinate system for σ and π bonding in an octahedral complex. 
 
 

(ii) Ligand orbitals. The individual ligand σ orbitals are combined into six 
symmetry orbitals. Each one of these is constructed so as to overlap effectively 
with a particular one of the six metal orbitals which are suitable for σ bonding. 
This is done by choosing the linear combinations of ligand σ orbitals which have 
the same symmetry properties as the various metal σ orbitals. (For example, the 
linear combination of ligand σ orbitals which goes with the 4px metal orbital has a 
plus sign in the +x direction and a minus sign in the �x direction. This is the com-
bination σ1�σ3.) Similarly, the twelve individual ligand π orbitals (Fig. 2a-4) are 
combined into twelve symmetry orbitals; six of them will have appropriate sym-
metry to match the six metal π orbitals, whereas the other six have no metal orbital 
counterparts and therefore, they will be non-bonding with respect to the metal 
complex. All the σ and π metal and ligand orbitals are shown in Table 2a. 
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Table 2a Symmetry Classification of Orbitals for Octahedral Complexes 
Ligand orbital combinations Symmetry 

represen- 
tations 

Metal 
orbitals σ π 

a1g 4s 
1
6

(σ1+σ2+σ3+σ4+σ5+σ6) 
 
 

    
eg 3dz2  1

2 3
(2σ5+2σ6�σ1�σ2�σ3�σ4)  

 3dx2 −y2  
1
2
(σ1�σ2+σ3�σ4)  

    
t1u 4 px  

1
2

(σ1�σ3) 1
2 (π2y+π5x�π4x�π6y) 

 4 py  
1
2

(σ2�σ4) 1
2 (π1x+π5y�π3y�π6x) 

 4 pz  1
2

(σ5�σ6) 1
2 (π1y+π2x�π3x�π4y) 

    
t2g 3dxy   1

2 (π1x+π2y+π3y+π4x) 
 3dxz

  1
2 (π1y+π5x+π3x+π6y) 

 3dyz
  1

2 (π2x+π5y+π4y+π6x) 
    

t2u   1
2 (π2y�π5x�π4x+π6y) 

   1
2 (π1x�π5y�π3y+π6x) 

   1
2 (π1y�π2x�π3x+π4y) 

    
t1g   1

2 (π1y�π5x+π3x�π6y) 
   1

2 (π2x�π5y+π4y�π6x) 
   1

2 (π1x�π2y+π3y�π4x) 


