






Edited by

John C. Rivière
Sverre Myhra

CRC Press is an imprint of the
Taylor & Francis Group, an informa business

Boca Raton   London   New York



CRC Press
Taylor & Francis Group
6000 Broken Sound Parkway NW, Suite 300
Boca Raton, FL 33487-2742

© 2009 by Taylor & Francis Group, LLC 
CRC Press is an imprint of Taylor & Francis Group, an Informa business

No claim to original U.S. Government works
Printed in the United States of America on acid-free paper
10 9 8 7 6 5 4 3 2 1

International Standard Book Number-13: 978-0-8493-7558-3 (Hardcover)

This book contains information obtained from authentic and highly regarded sources. Reasonable efforts have been 
made to publish reliable data and information, but the author and publisher cannot assume responsibility for the valid-
ity of all materials or the consequences of their use. The authors and publishers have attempted to trace the copyright 
holders of all material reproduced in this publication and apologize to copyright holders if permission to publish in this 
form has not been obtained. If any copyright material has not been acknowledged please write and let us know so we may 
rectify in any future reprint.

Except as permitted under U.S. Copyright Law, no part of this book may be reprinted, reproduced, transmitted, or uti-
lized in any form by any electronic, mechanical, or other means, now known or hereafter invented, including photocopy-
ing, microfilming, and recording, or in any information storage or retrieval system, without written permission from the 
publishers.

For permission to photocopy or use material electronically from this work, please access www.copyright.com (http://
www.copyright.com/) or contact the Copyright Clearance Center, Inc. (CCC), 222 Rosewood Drive, Danvers, MA 01923, 
978-750-8400. CCC is a not-for-profit organization that provides licenses and registration for a variety of users. For orga-
nizations that have been granted a photocopy license by the CCC, a separate system of payment has been arranged.

Trademark Notice: Product or corporate names may be trademarks or registered trademarks, and are used only for 
identification and explanation without intent to infringe.

Library of Congress Cataloging-in-Publication Data

Handbook of surface and interface analysis methods for problem-solving / editors, John C. Rivière, 
Sverre Myhra. -- 2nd ed.

p. cm.
Includes bibliographical references and index.
ISBN 978-0-8493-7558-3 (hardcover : alk. paper)
1. Surfaces (Physics)--Analysis. 2. Interfaces (Physical sciences)--Analysis. 3. Surface chemistry. 4. 

Surfaces (Technology)--Analysis. I. Rivière, J. C. II. Myhra, S. (Sverre), 1943- III. Title.

QC173.4.S94H35 2009
620’.44--dc22 2009005505

Visit the Taylor & Francis Web site at
http://www.taylorandfrancis.com

and the CRC Press Web site at
http://www.crcpress.com



v

Contents
Preface..............................................................................................................................................vii

Editors ...............................................................................................................................................xi

Contributors ................................................................................................................................... xiii

Authors .............................................................................................................................................xv

Chapter 1 Introduction ..................................................................................................................1

John C. Rivière and Sverre Myhra

Chapter 2 Problem Solving: Strategy, Tactics, and Resources .....................................................7

Sverre Myhra and John C. Rivière

Chapter 3 Photoelectron Spectroscopy (XPS and UPS), Auger Electron Spectroscopy 

(AES), and Ion Scattering Spectroscopy (ISS) .......................................................... 19

Vaneica Y. Young and Gar B. Hofl und

Chapter 4 Ion Beam Techniques: Time-of-Flight Secondary Ion Mass Spectrometry

(ToF-SIMS) ................................................................................................................65

Birgit Hagenhoff, Reinhard Kersting, and Derk Rading

Chapter 5 Surface and Interface Analysis by Scanning Probe Microscopy ...............................97

Sverre Myhra

Chapter 6 Transmission Electron Microscopy: Instrumentation, Imaging Modes, 

and Analytical Attachments ..................................................................................... 139

John M. Titchmarsh

Chapter 7 Synchrotron-Based Techniques ................................................................................ 193

Andrea R. Gerson, David J. Cookson, and Kevin C. Prince

Chapter 8 Quantifi cation of Surface and Near-Surface Composition by AES and XPS .......... 223

Sven Tougaard

Chapter 9 Structural and Analytical Methods for Surfaces and Interfaces: 

Transmission Electron Microscopy ..........................................................................245

John M. Titchmarsh

Chapter 10 In-Depth Analysis/Profi ling ..................................................................................... 281

François Reniers and Craig R. Tewell



vi Contents

Chapter 11 Characterization of Nanostructured Materials ......................................................... 319

Matthias Werner, Alison Crossley, and Colin Johnston

Chapter 12 Problem-Solving Methods in Tribology with Surface-Specifi c Techniques ............ 351

Christophe Donnet and Jean-Michel Martin

Chapter 13 Problem-Solving Methods in Metallurgy with Surface Analysis ............................ 389

R. K. Wild

Chapter 14 Composites ............................................................................................................... 421

Peter M. A. Sherwood

Chapter 15 Minerals, Ceramics, and Glasses ............................................................................. 457

Roger St. C. Smart and Zhaoming Zhang

Chapter 16 Catalyst Characterization ......................................................................................... 501

Wolfgang E. S. Unger and Thomas Gross

Chapter 17 Surface Analysis of Biomaterials ............................................................................. 529

Marek Jasieniak, Daniel Graham, Peter Kingshott, Lara J. Gamble, 
and Hans J. Griesser

Chapter 18 Adhesion Science and Technology ........................................................................... 565

John F. Watts

Chapter 19 Electron Spectroscopy in Corrosion Science ...........................................................603

James E. Castle

Index .............................................................................................................................................. 635



vii

Preface
It is with some trepidation that one approaches the task of producing the second edition of a refer-

ence monograph. Many questions come to mind. Did the fi rst edition fi nd a suffi ciently large audi-

ence and did it meet its objective? Can we improve on the fi rst edition, and has the fi eld moved along 

to the extent that a second edition, 10 years later, can offer a new and fresh perspective on the fi eld, 

and new and better insights into the state of the art? Last but not least, can we and our coauthors once 

more gird our loins and fi nd the time and energy in increasingly busy lives to produce effective and 

readable accounts of our lives’ work? As is often the case, one can answer such questions fully only 

in hindsight, but we believe nevertheless that there are enough positive indicators to make the project 

worthwhile.

The fi rst edition was based on our belief that the characterization and analysis of surfaces and 

interfaces should be done in the context of problem solving rather than being based on the capabili-

ties of one or more individual techniques. If anything, that belief is now held by us even more 

strongly, and, as it has turned out, recent trends in science and technology appear to have vindi-

cated it. Major instrumental assets are now generally funded and maintained as central facilities 

that can be accessed as and when potential users make informed decisions that one or more facili-

ties can offer tools appropriate to their analytical problem(s). Industry is increasingly making 

the assessment that it is more cost effective to contract out analytical services than to maintain 

in-house facilities of suffi cient breadth and expertise. Those are the trends that have motivated 

this book, and it therefore focuses principally on development of the strategic thinking that should 

be undertaken by those who decide which facilities to access, and where to subcontract analytical 

work. While good strategy can win a war, actual battles are fought tactically. Thus this book also 

attempts to cover most of the major tactical issues that are relevant at the location where the data 

are being produced.

In this second edition, we attempt to broaden the thinking about the techniques and methods that 

can be brought to bear on surfaces and interfaces. Thus, there are new chapters that deal with elec-

tron-optical imaging techniques and associated analytical methods. Likewise, there is also now an 

introductory chapter on techniques based on synchrotron sources. Ten years (since the fi rst edition) 

is quite a long time in science and technology. Even in the traditional surface analytical techniques, 

there have been signifi cant developments. For instance, most new XPS instruments now have an 

imaging capability as a matter of course, and parallel multichannel counting is standard. Among the 

more recent arrivals to the family of techniques the scanning probe group has carved out an even 

greater role by virtue of convenience and versatility; indeed one of the suppliers has, as of mid-2006, 

just delivered its 7000th instrument. At the forefront of electron microscopy, high resolution ana-

lytical instruments are widely available, while aberration correction is now emerging as the next 

major advance.

Arguably, the most signifi cant trend in materials science during the last few years has been the 

upsurge of nanotechnology and nanoscience. In spite of the early hype, and the re-branding of some 

good, and some not-so-good, “traditional” science and technology, there is now real progress and 

substance on the meso- and nanoscales (we use “meso” to describe the gray and ill-defi ned range 

between “micro” and “nano”). The task of interrogating systems on those scales is presenting consid-

erable challenges to the practitioners of characterization and analysis. Traditional techniques and 

methods are being pressed into service on a size scale for which they were not intended, and new 

techniques are being invented, while the practitioners are yet again having to climb new learning 

curves. The second edition attempts to provide new, relevant material in response to that trend.
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The structure of the second edition remains the same as for the fi rst (see Figure 1 for a schematic 

overview). There are two short introductory chapters dealing with problem solving as a strategic 

issue, and with guidance on how to locate detailed information on techniques, methods, and materials. 

Then there are a number of chapters providing the essential physical basis and common modes of 

operation for groups of techniques. The last half of the volume is concerned principally with 

exploring the tactical issues for surface and interface characterization and analysis of particular 

types of materials, or for particular applications of materials.

It goes without saying that this book could not have been written without the time and effort that 

so many contributors have had to fi nd out of their already overcommitted professional lives. Each 

chapter represents a distillation of the expertise and experience gained by the contributors as a result 

of their devotion to one or more aspects of surface science and technology. We would like to set on 

record our appreciation of that time and effort, and to acknowledge the good-humored acceptance of 

our (sometimes substantial) recasting and rearranging of contributors’ material.

Although success and the accumulation of expertise in science can be a purely individual 

achievement, for most of us it is largely a cooperative social phenomenon. For that reason we are 

indebted to all those coworkers, too numerous to mention, who have passed through our research 

groups over the years and participated in the two-way information transfer process that has added 

inestimably to our own expertise. We hope that they have found it equally rewarding.

We have both had long-standing connections with what used to be called AERE Harwell, but 

is now known as the Harwell Laboratory, AEA Technology plc, and we wish to acknowledge that 

Problem

Introduction module
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How-to-use module
(Index)
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(Chapters 3 through

10)
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(Chapters 11 through

19)

Strategy

FIGURE 1 Schematic overview of the structure of the book.
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connection. Our special thanks, also, to those individuals at the Harwell Laboratory and elsewhere 

who have been of particular assistance to us over many years. More recently we have benefi ted 

from attachments to the Department of Materials at the University of Oxford, where organiza-

tional and collegial support has made it possible to produce the second edition.

Lastly, we would like to express our gratitude to our immediate families. Engagement in a schol-

arly endeavor may be a source of satisfaction to those directly involved, but tends instead to be an 

ordeal to those having to live alongside the resultant upheaval.

John C. Rivière
Sverre Myhra

Oxford
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In order to be able to describe the objectives of this book and the audience at which it is aimed, it is 

fi rst necessary to consider the current situation in surface and interface science and technology.

1.1 SPECTRUM OF PRACTITIONERS AND ACTIVITIES

As in other mainly experimental fi elds, so in surface and interface science, there is a broad spectrum 

of approaches and activities. At one end of this spectrum are those whose sole purpose is either the 

development of new instruments and methods or the improvement of existing ones. Next to them, 

one fi nds another group of practitioners who have become expert in the operation and theory of a 

particular technique, or group of closely related techniques, and their expertise includes application 

of the techniques to almost any material problem. Moving to the middle, there is a wide and heavily 

populated band including all those who probably regard themselves more as material scientists than 

as surface scientists. They would be concerned either with the physical and chemical properties of 

a class of materials (e.g., polymers, high-tensile steels, etc.) or with a particular class of surface 

reaction  (e.g., catalysis, corrosion, etc.), or with a particular type of application (e.g., nuclear fuel 

cladding, semiconductor interfaces, etc.). Those techniques would be chosen, which were known or 

believed to provide the required information and they would not necessarily be restricted to surface-

specifi c techniques. Still further along the spectrum is another sizeable group investigating all types 

of reactions at interfaces between combinations of vacuum, gas, solids, and fl uids, using model 

systems (e.g., single crystals or other well-characterized surfaces) and carefully controlled experi-

mental variables. An increasingly important subset of that group is concerned with biomaterials and 

bio-interfaces. Within this group could be included those that are concerned with the development 

and testing of devices and products. Finally, at the other extreme, are those rare individuals who 

have managed to achieve a position in which they can devote their entire scientifi c career to the study 

of the properties of a single material or group of materials, at the most fundamental levels. They will 

need to deploy, as appropriate, all the available techniques, and even to invent new techniques to 

obtain specifi c information not otherwise forthcoming. The emergent group that falls under the 

broad heading of nanotechnology will need both to invent new techniques and methods, and to 

control  experimental variables carefully.

As in all continuous spectra, there are no sharp boundaries between the categories listed above, 

and their activities merge into one another imperceptibly. Such categorization does not carry with it 

any value judgment. Those working in any one type of activity have much to learn from those in 

others, and all are necessary for the progress of surface science.
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For many years now, the majority of those using techniques and methodologies for investigation 

of surfaces and interfaces have occupied the middle ground of the above spectrum. In Figure 1.1 is 

shown a compass-point schematic of the potential interactions between the specialists at the four 

cardinal points, that is, those working at or near the extremes of the above-described spectrum, and 

the generalists whose expertise, particularly on materials, is much broader than that of the special-

ists, but which is not as deep on many individual aspects. Thus, on the horizontal axis, information 

fl ows into the middle ground from the specialists concerned with techniques and materials, while on 

the vertical axis, the fl ow contains information arising from theory and gleaned from sources. 

The position of the purpose of this volume is therefore on the horizontal E–W axis, to the west, or 

left of the vertical N–S axis: that is to say, at the point where those specializing in techniques for the 

characterization  of surfaces and interfaces are communicating with those generalists in the broad 

area of the science and technology of materials. While the principal aim of this volume is to inform 

the group of practitioners that occupy the middle ground, it is believed that it will also be of 

considerable  value to audiences that reside to the north and the east of the middle ground. 

Unfortunately , it is often the case that the theoreticians produce outcomes to calculations that 

cannot be tested experimentally, while the experimentalists tend to produce data for systems 

that cannot readily be modeled with any degree of confi dence. It is also the case that many “specialist ” 

experimentalists  prefer to work on model systems under ideal conditions (e.g., ultrapure single 

crystal  Cu at liquid He temperature), while the “generalist” material scientist/technologist has to 

contend with less ideal and more complex systems under real conditions. The point of these observa-

tions is that a secondary objective of this volume is to bridge the gap between the specialist and the 

generalist. In this sense, the specialist might fi nd the volume useful.

FIGURE 1.1 Schematic compass-point representation of the generalist versus specialist description of the 

groups of practitioners that are concerned with, and contribute to the knowledge base of surfaces and inter-

faces. The broken line indicates a region of permeability for two-way fl ow of information and dialogue. 

Specialization in analysis and methods, materials, theory, and information reside at the four extreme points 

of the compass.
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1.2 TRENDS IN SURFACE AND INTERFACE SCIENCE

There are other trends in surface science that need to be considered and accommodated. They can be 

described loosely as instrumentation, commercialization, and rationalization, and they are all highly 

interdependent.

Virtually all practitioners in surface and interface science now rely on the instrumentation packages 

supplied by the manufacturers, although over a period of time, minor in-house modifi cations and 

additions will put an individual stamp on any one instrument. This is certainly the situation for the 

mature surface-specifi c techniques (e.g., x-ray photoelectron spectroscopy [XPS], Auger electron 

spectroscopy, and secondary ion mass spectrometry) and the well-established electron-optical micros-

copies (transmission electron microscopy [TEM], scanning electron microscope [SEM], and the ancil-

lary analytical attachments). Even the more recent scanning probe microscope (SPM) techniques are 

now based on instrumentation from commercial sources. An important additional trend is that many 

techniques are located elsewhere at large international facilities (e.g., synchrotron radiation and neu-

tron diffraction sources). Such facilities are becoming increasingly important due to improved access 

for outside users, their high productivity, and their routine availability of techniques that cannot be 

supported by local facilities (e.g., extended x-ray absorption fi ne structure [EXAFS]).

With this achievement of maturity, the technical simplicity has been lost, but there has been a 

gain in safety, ruggedness, reliability, and automation. For instance, the latest generation of dedi-

cated XPS instruments requires few other experimental skills than being able to load the specimen 

and use the software. Indeed, some instruments (e.g., SEM and atomic force microscope) can now 

be made accessible to all-comers, within reason, rather than being under the control of an operator. 

An important consequence of this is that day-to-day operation of a major instrumental facility may 

require only the occasional presence of a senior and experienced specialist staff member. Most of 

the activities can be either under the direction of an operator with background and expertise closer 

to the technical level, or in the hands of a generalist user of techniques. Intervention by the specialist 

is then more with matters of interpretation and of the generation of ideas, whenever appropriate. 

However, the user, who may know very well how to run the instrument, cannot also be expected to 

know how to deal with every single type of sample that is presented for analysis, in terms of initial 

preparation and handling, precautions to be taken, range of techniques to be used, and operational 

parameters for data acquisition. The specialist may not always be available, or may in some labora-

tories be nonexistent, and in any case, his/her experience is not likely to be encyclopaedic. The user 

needs a guide that will explain the procedures to be followed when confronted with an unfamiliar 

material or requirement, based on the experience of others in dealing with such materials, rather than 

a textbook on techniques per se.

The trend toward the deployment of fewer specialists at the operational and instrumental fronts 

has been given even greater impetus by commercial pressures. With the increasing maturity and 

sophistication of the techniques, in particular the now-taken-for-granted power of software packages 

for instrument control, data acquisition, and analysis, has come the possibility of using them in rapid 

turn-around modes, for troubleshooting and even for online quality control. To be effective in such 

modes of operation, which become basically part of a production line, the cost per analysis must 

be minimized. This implies not only high reliability, since both the capital outlay and the cost of 

maintenance are great, but also low operational costs; thus, the salary and attached overheads of the 

operator, which form a signifi cant fraction of such costs, need to be kept down. Hence, the increasing 

reliance on multiskilled generalist staff in the R&D environment. The requirement for budgetary 

fl exibility is another factor. It is becoming increasingly rare that research budgets can underwrite the 

cost of maintaining permanent staff. It is rather more common that the bulk of the staffi ng is funded 

by soft money. Consequently, there will be high turnover of personnel, and less capacity to build up 

and retain expertise in depth and breadth.

Yet another factor in the cost-and-time-effective equation comes from the need for the rational 

deployment of techniques and personnel. The growing and desirable tendency to pursue a holistic 
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approach in general material analysis means that analytical activity of suffi cient signifi cance, be it a 

technological research program or an online facility, requires access to a range of techniques in 

order to obtain complementary information. Decisions then have to be made about which techniques 

should be used, and whether any or all of them should be available in-house. The delicate balance to 

be struck is between purchase and operating costs on the one hand, and the cost of subcontracting 

analysis to one or other of the various fee-for-service analytical centers on the other. Such rational 

decision-making can be carried out only by those with a basic understanding of a broad range of 

techniques if an effective choice is to be made. However, also woven into the matrix of this choice 

is the matter of human resources. The desired minimization of operating costs, as already men-

tioned, means that the earlier luxury of having an expert attached to each technique or instrument 

can no longer be afforded. As a result, the available personnel must become multiskilled, that is, able 

to move from one technique or instrument to another as the analysis requires. There is a price to pay 

for multiskilling, in that the operator is unlikely to have the deep expertise of the dedicated expert in 

any one technique, but against that can be set much greater fl exibility in deployment over a range of 

disciplines. Further benefi ts are that the likelihood of making a correct decision over choice of tech-

nique is much enhanced, and that the crossing of disciplinary boundaries will result in improved 

cross-fertilization of ideas.

Finally, the demographic situation within the broad fi eld needs to be considered. Most of those 

scientists who grew up with the development of surface analysis and SEM/TEM in the 1960s have 

either retired or have moved into managerial/executive positions. Hence, there is a generational 

transition in which a new cadre is entering an already mature fi eld, but is subject to entirely different 

imperatives. In addition, a new generation has embraced SPM and synchrotron techniques. Part of 

the rationale for this book is in the area of information transfer from one generation to another. The 

intention is to speak to members of an audience at the early stages of their careers, rather than to the 

founding fathers and mothers.

1.3 INTENDED AUDIENCE

The upshot of the foregoing is that there is a large group within the surface science community 

consisting of those working mostly in industrial laboratories or in analytical service centers, whose 

job it is to provide reliable and relevant answers to problems involving surfaces and interfaces with 

rapid turn-around and at relatively low cost. They will know enough about the nature of the informa-

tion obtainable from some techniques, surface-specifi c and otherwise, to be able to decide which 

ones to use or not to use, and will know how to deploy them to best effect. They will not in general 

have suffi cient in-depth background, and certainly not the time, to be able to engage in long-term 

basic research. Although many might well have expertise in one or more areas of materials science, 

the nature of their work is such that they are liable to meet at any time a material or a problem from 

a totally unfamiliar area. It is the members of this group at whom this book is aimed, in an effort to 

provide them with a guide to the strategies to be adopted when they do come up against something 

unfamiliar.

Tertiary education institutions are no longer immune to the dicta of effi ciency, productivity, and 

fl exibility. Not so long ago, it could be assumed that senior academic staff would devote most of 

their time and energy to research and the two-way teaching and learning process. As a consequence, 

research students and postdoctoral researchers would gain insight through lengthy one-to-one 

interactions in the laboratory with an academic supervisor. Regrettably, most academic supervisors 

are now increasingly preoccupied with fund-raising, administrative duties, and responding to corpo-

rate imperatives. This book is thus intended also as a complement and, in some cases, an alternative 

to traditional methods of learning for researchers at the formative stages of their careers.

The general thrust of this volume will be a description of the technical, methodological, and 

phenomenological aspects of surface and interface analysis, in the course of which an attempt will 

be made to chart the most effi cient paths from an initial question to a credible answer, for a series of 
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generic problem areas. There will be less concern with the many techniques as ends in themselves 

and more as a means to an end. Since this approach is an inversion of the more usual one of fi rst 

describing a technique and then giving examples of its application, it can be thought of as a top-

down approach, which has been shown to be effective in many other areas. In view of the ways in 

which an increasingly large number of workers in the fi eld operate, the structural inversion seems 

logical.

From the above, it may be deduced that the structure of the volume is reminiscent of that of an 

expert system. Starting with some of the most general materials science questions that could arise in 

surface/interface science and technology, the user is guided to ever more detailed and specifi c levels 

of questions, the choice of path between them being based on the experience of experts. There are 

descriptions of the principal techniques, but not in nearly such great detail as may be found else-

where; the intention is simply to help the user toward a preliminary choice of techniques. The reader 

is directed to whichever chapters are appropriate to the particular problem, and fi nd there much 

essential information, a recommendation for the most productive methodologies, and an indication 

of the likely answer, in phenomenological terms. Throughout there is an emphasis on the multiskill-

ing approach, by the demonstration in each chapter of how the information provided by one or more 

of the traditional surface-specifi c techniques is complemented and reinforced by that either from 

some of the less common techniques or from the so-called bulk techniques.

The chapters fall neatly into a set of three modules. This and the next chapter are introductory, 

one to the aims and objectives of the book and the other to the principles of analytical problem-

solving. Chapters 3 through 9 describe the tools of the trade, how to use them, when and when not 

to use them, what information they provide, how to quantify that information, etc. Finally, Chapters 

10 through 19 represent an authoritative distillation of the expertise and experience of authors, each 

of whom is a specialist in the application of surface analytical and complementary techniques to a 

particular subject area.

Some readers may wish to consult Chapter 2, in order to inform themselves about the strategy 

and tactics of problem solving. Some may wish to skip the introduction module and go straight to 

Chapters 3 through 9, others, perhaps of less experience, will benefi t from some introduction. Those 

who already have signifi cant instrumental (i.e., tool-kit) experience will no doubt bypass the tool-kit 

module and proceed directly to the specialist module. Several variations are therefore possible. 

Whatever the level of experience, however, and whatever the route chosen, the objective is to provide 

a practical guide to methods of the solving of problems of surfaces and interfaces. The authors hope 

that this book will fi ll the need that they have perceived for such a guide.
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2.1 INTRODUCTION

The approach taken in this book assumes that while some readers will already be expert in many 

aspects of problem solving, others will either be novices or at an early stage on the learning curve. 

For the latter readership, this chapter sets out the strategic and tactical issues of problem solving, 

with the focus mainly on traditional surface and interface analysis, but with additional emphasis on 

the emerging and important fi eld concerned with science and technology on the nanoscale. The succes-

sive stages that go to make up the problem-solving route are described together with the associated 

thought processes, many of which are intuitive for the more experienced practitioners.
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2.2 MATERIALS, SIZE SCALES, AND DIMENSIONS

In the interrogation of any system in any scientifi c discipline to obtain information about that system, 

at least three components are necessary: a stimulus, an interaction volume in the system that responds 

to the stimulus, and a means of gathering the information generated within that volume as a result of 

the stimulus. Since not all the information will necessarily be able to be gathered, there is also an 

information volume, by defi nition equal to or smaller than the interaction volume. The shape and 

size scale of the information volume defi ne the lateral and the depth spatial resolutions, over which 

there will be some averaging of information. For instance, imaging x-ray photoelectron spectros-

copy collects information with microscale lateral resolution, but with a depth resolution of only a 

few interatomic distances, while scanning transmission microscopy has a lateral resolution in the 

nanometer range and a depth resolution limited by the thickness of the specimen foil. At one extreme 

is scanning tunneling microscopy performed in ultrahigh vacuum (UHV) where the information 

volume approaches that of a single atom in the surface.

In practice, all condensed matter objects, irrespective of the size scale, are bounded by a surface. 

This surface acts also as an interface due to something else being contiguous. (A number of permuta-

tions are possible and relevant, such as solid–solid, solid–liquid, solid–gas, liquid–gas, etc.) Any 

interactions at the boundary are usually defi ned by the physical and chemical conditions at the inter-

face. As the size reduces progressively toward the nanoscale region, the interactions are dominated 

increasingly by surface and interface effects and in the limit converge to those characteristics purely 

of a surface. With these thoughts in mind, it is instructive to consider the dimensionality of objects 

in the context of the size scale (Table 2.1).

An important additional category is that of two-dimensional (2D) structures whose overall sizes 

are on the micro- or mesoscale, but whose surfaces exhibit lateral order on the nanoscale. Examples 

include arrays of quantum wells, crystalline polymers, zeolites, Langmuir–Blodgett fi lms, etc. 

A subset includes bio-membranes, which are sometimes referred to as being para-ordered (due to 

the contiguity of biopolymer chains). The analysis problem is then that of needing to describe lateral 

differentiation, and structure, on the nanoscale, even though the surface/interface is meso/micro in 

lateral extent.

In some situations, mostly in basic research, it is the information generated only within the 

quasi-2D volume itself, for example, a surface layer or an embedded nanoparticle, that is of inter-

est; that is, the analysis is concerned with conditions in that volume in isolation, as it were. When 

dealing with solids, however, it is not often that the properties of a surface layer, or an embedded 

TABLE 2.1
Dimensionality and Size Scale

Dimensionality Size Scalesa Analytical Implications and Context

3D All micro/macro Bulk analysis of a solid

2D One nano, two meso/micro/

macro

Traditional methods of thin fi lm, and surface and interface 

analysis/characterization

1D Two nano, one meso/micro/

macro

Traditional techniques require extension and adaption 

Examples include nano-wires, nanotubes, biomolecular 

strands, etc.

0D All nano/(meso?) Novel techniques are required. Examples include nanoparticles 

and single quantum wells

a The boundaries between regimes of size scales are ill-defi ned; that is, there is no general rule as to when one departs the 

micro-regime and enters the nano-regime. Thus, it is useful to use the term “meso” to describe the gray area between nano 

and micro.
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particle, can be considered without reference to the same properties of regions further away, such 

as a substrate or a surrounding matrix, that is, beyond the shortest (atomic scale) dimension of the 

information volume. This is so because some properties of the surface depend on what is happen-

ing, or has already happened, in those remoter regions, generally termed the “bulk” of the solid. 

Even in homogeneous solids, there may be internal interfaces of many types such as phase bound-

aries, grain boundaries, artifi cially created compositional and structural interfaces, etc. In principle, 

it is clear that the presence of a surface must imply the existence of an interface, even if the latter 

is only with the UHV or other environment. The attributes of interfaces are of crucial importance 

to the behavior of the solid from both surface and bulk aspects, and need to be accessible for 

analysis. Since the interfaces are themselves effectively quasi-2D volumes, analysis of their attri-

butes should ideally be undertaken by surface-specifi c methods, or by cross-section electron 

microscopy. However, they are of course internal and therefore, in current jargon, buried; how to 

gain access to them for analysis without at the same time causing perturbation leading to ambigu-

ity is still a central question in surface and interface analysis problem-solving. (For purposes of 

the present discussion, the term “attributes” is being used to describe such things as topography, 

composition, structure, crystal-chemistry, etc, as opposed to the term “properties”, which is 

reserved for more intrinsic characteristics, such as density, resistivity, etc. There is a gray area 

between the two terms.)

It should be clear from the above that the traditional surface and interface analysis for 2D objects 

can be considered to be a mature fi eld, as evidenced by a rich literature and by reasonably well-

established codes of best practice and quality assurance. Likewise, the state of the art for 3D objects 

on the macro- and microscales is well established and proven. The situation is much less satisfactory 

for lower dimensional objects on the sub-microscales, because in order to attempt to study them, 

traditional techniques are being pushed beyond their agreed limits of utility. In the limit, on the 

meso- and nanoscales, new techniques are being explored and practitioners are still feeling their way 

along the learning curves.

2.3 STRATEGY AND TACTICS OF PROBLEM SOLVING

The logical sequence described below, and summarized in Figure 2.1, is not specifi c to problem 

solving by any particular technique or for any particular material, but could be applied to problem 

FIGURE 2.1 Schematics of sequence for problem solving.

Definition of problem
Specification of task

Materials characterization (broad scope)
Materials characterization (narrow scope)
Problem solving/fault finding
Process validation
Quality control

Tactics

Strategy

Class of material
Dimensionality of problem
Choice of variables
Choice of techniques

Operational modes of techniques
Experimental approach
Specimen configuration/preparation
Sequential scheme
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solving in any branch of material science. In general, it is assumed that material characterization is 

concerned principally with attributes, as defi ned above, which may then provide the basis for deter-

mination of property.

The block diagram describes the general problem-solving process in a sequential manner. The 

schematics suggest a linear progression. In most cases, however, it is important to engage in quality 

control of the process itself, by asking appropriate questions. It might be necessary to backtrack 

through one or more iterations until one is satisfi ed that the correct sequence is being followed. The 

details of the process may differ if the focus is on problem solving as an activity for which a nar-

rowly defi ned outcome is desired, as opposed to a broader program of investigation, dealing holisti-

cally with a particular material, device, or process. There are obviously many common elements, 

and also some signifi cant differences. Some of the most important issues, alluded to in the block 

diagram in Figure 2.1, are discussed below. A hypothetical example, assuming a traditional surface 

analytical approach, has been used for illustration.

2.3.1 IDENTIFICATION OF THE PROBLEM AND FORMATION OF AN INITIAL HYPOTHESIS

A typical example of a problem might be the peeling of Tefl on from a pan, for which the initial hypoth-

esis might be failure at the interface. When a technological problem occurs, it will normally be up to 

the person or the organization suffering the consequences of that problem to identify its nature and 

to initiate a process of remedy. To do that they, as customers, need to commission one or more ana-

lysts to provide both relevant and reliable analytical data to enable them to reach a resolution of the 

problem via the building up of an overall picture. Preliminary consideration of the nature of the prob-

lem may have suggested a hypothesis as to the reasons for its occurrence, and the types of analysis 

initially chosen are then be based on that hypothesis. On the other hand, there may have been no clues 

arising from the way that the problem fi rst occurred, and a working hypothesis in that case has to wait 

for the results from analysis used in either shot-in-the-dark or intuitive manners. With increasing expe-

rience, intuition can become surprisingly accurate. Experts in problem solving develop the ability to 

propound successful hypotheses based either on intuition or on very scant information.

Often the analysts are merely providers of data and it is the customer who works toward the 

solution. More interesting for the analyst, and usually more rewarding for the customer, are those 

instances in which the analyst is allowed to play an interactive role in the entire problem-solving 

sequence. Such interaction can often lead to short cuts, and therefore savings in cost, in the 

sequence.

2.3.2 IDENTIFICATION OF THE ESSENTIAL VARIABLES

An example of this is the composition at the Tefl on/pan interface. Once the problem has been identi-

fi ed and a preliminary hypothesis set up, the nature of the information required, based on that 

hypothesis, can also be identifi ed. From that, it is a short step to deciding what can actually be mea-

sured experimentally to provide that information, that is, the essential variables. Practicalities enter 

here, and indeed at many other points in the sequence, in that the customer will naturally be seeking 

the maximum amount of information at minimum cost.

2.3.3  REDUCTION OF THE PROBLEM AS FAR AS POSSIBLE WITHOUT LOSING 
ESSENTIAL INFORMATION

Examples of this are: disregard bulk composition of substrate, and concentrate on interface compo-

sition. Although in basic research on model systems there is usually complete freedom of experi-

mental design, in the real world the problems are too complex to be able to solve in the same 

complete sense. Life is too short and available fi nance is strictly limited. In any case, the materials 
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associated with problems, and often the problems themselves, may be ill-defi ned, with possible 

hidden variables. It is vital at this stage in the sequence to avoid the temptation to start analysis at 

once, since the result may simply be to end up with a mass of irrelevant or even misleading data. 

The most important step in the art of problem solving is pinning down what is the crucial experi-

mental variable that must be measured, and to that end all relevant background information on the 

system giving rise to the problem should be used. Such information might include the bulk com-

positions of constituents, any chemical or physical pretreatments, dopant concentrations, ambient 

atmosphere, etc. It is necessary for the customer and the analyst to have full discussions so that no 

pieces of the information jigsaw are overlooked.

2.3.4  SELECTION OF THE TECHNIQUES LIKELY TO PROVIDE THE CRUCIAL INFORMATION 
BY THE MOST RELIABLE AND ECONOMIC ROUTE

For example, x-ray photoelectron spectroscopy (XPS) might be a good choice, but Auger electron 

spectroscopy (AES) and static secondary ion mass spectrometry (SSIMS) would be poor choices. 

Not many institutes or organizations can offer the full range of analytical instrumentation and exper-

tise, and most only a subset of that range. Where there are only a few techniques available in-house, 

there is an understandable tendency not only to try to apply them regardless of suitability or other-

wise, but also to push individual techniques beyond their limits of reliable and effi cient function. 

That tendency must be resisted. In the long run, uncritical application of the same few techniques to 

the attempted solving of every analytical problem that comes along is counterproductive, in that for 

many problems the information and data produced are quite inappropriate to the solution. The tech-

niques must be matched to the crucial information, or the whole process becomes nonsensical; if the 

necessary technique is not available in-house, then it must be sought elsewhere.

2.3.5 CHOICE OF METHODOLOGIES CONSISTENT WITH THE SELECTION OF TECHNIQUES

Examples of this are: use large sample area for XPS, avoid obscuring contamination, and comparing 

data from failed components with those from control specimens. Once the choice of necessary 

techniques has been made, then details such as the way in which the techniques must be used to 

produce the crucial information, and any precautions that must be taken to avoid ambiguity in 

interpretation, have to be decided. In many problems, vital clues can be extracted from good vs. 

bad or before vs. after analytical comparisons, which require control specimens. There is also the 

ever-recurring and vexed question, referred to earlier, of how to access buried information. Here 

practicalities enter again. The customer may decide that solution of the problem can be achieved 

only by such access, but he/she must then be made aware not only that extra time, and therefore 

money, are involved but also that the mechanics of obtaining access, typically by ion bombardment 

to removal material, may change the nature of the information irretrievably. There is no fi rm and 

fi nal answer to that situation; every sample and problem has to be considered individually, and the 

pros and cons weighed up.

2.3.6 ACQUISITION AND PROCESSING OF DATA OF ADEQUATE QUANTITY AND QUALITY

Some examples of this are: energy resolution, signal-to-noise ratio, scan widths required for background 

subtraction, etc. At this point, the analysis can actually be started. Unless the data are of a minimum 

quality necessary for correct interpretation, they will not help toward solution of the problem. By this 

is meant that they must be good enough to disprove a preliminary hypothesis if necessary, and lead 

to alternative hypotheses, rather than being of just suffi cient quality to support the preconceived 

hypothesis. The level of quality required is a function of the nature of the crucial information sought, 

and will vary from problem to problem.



12 Handbook of Surface and Interface Analysis Methods for Problem-Solving

2.3.7 INTERPRETATION OF THE DATA

In the interpretation of data typical questions to be asked are: are the results consistent with hypotheses 

and with other experimental evidence, are they credible, are they reproducible, and if so, at what 

confi dence level? In an ideal situation, there would be abundant data of high quality obtained from 

several complementary techniques, requiring fairly minimal and straightforward interpretation. In 

practice, the situation may be constrained to be far from ideal and interpretation must be undertaken 

carefully and realistically. The more direct and transparent the interpretation, and the greater the 

extent to which it is compatible with prior information about the problem, the more likely it is that 

the conclusions from it will be of use to the customer. The main hazards at this stage are that the 

interpretation is wrong, or irrelevant to the problem.

2.3.8 REVIEW AND EVALUATION, AND ITERATION IF NECESSARY

Examples of these are that the data have been misinterpreted, or in hindsight emphasis should have 

been put on other variables, or the customer asked the wrong questions in the fi rst place. This is one 

of the most important stages in the whole sequence, and should be taken seriously. Both individual 

and institutional credibility are at stake, as is perhaps the long-term viability of the institute or 

organization in the problem-solving fi eld. A lifetime of carefully nurtured reputation and customer 

relationships can be undone so easily by one or two shoddy jobs. It is far better, if in doubt, to perform 

additional measurements and analyses before a report is submitted to the customer.

2.3.9 PRESENTATION

To-the-point reports, false color maps, succinct and adequately descriptive captions, and easy-to-follow 

conclusions are more useful to the customer than lengthy explanations, particularly if the essential 

conclusions have to be presented to management. Of course a report must be accurate, factual, relevant, 

and complete, but its essential messages must be transparent to the relatively nonexpert reader without, 

for instance, descending into the excessive use of jargon. Nowadays, with so many excellent computer 

packages available, there is no excuse for submitting a report without substantial visual impact. In 

addition, it is perfectly possible to assemble data from several different techniques for incorporation 

into an overall report. With the trend toward full digitization of output, including even high-resolution 

images, full fl exibility of composition, layout, and mode of presentation can be achieved.

The sequence described above suggests that the scope of problem solving is limited to the support 

of R&D in an industrial setting. However, the ambit of this book is wider than that. For instance, the 

emphasis in strategic research may be either on a broad characterization of a particular class of mater-

ial or on the investigation of a generic variety of surface/interface reactions. In both of these, the need 

is for completeness, which can be achieved only by adopting an integrated approach exploiting com-

plementary techniques and methodologies. Another area in which surface/interface analysis has 

much to offer is that of quality control. There the emphasis is on demonstrating that the relevant 

variables are indeed being controlled, and that a process technology remains constant over time. Also, 

it must be remembered that a signifi cant fraction of surface/interface analysis is carried out within the 

tertiary education sector by central facilities providing a variety of services for academic customers. 

The sequence thus includes a component of technology transfer, in the sense that both providers and 

customers are engaged in a teaching and learning endeavor, as well as a problem-solving process.

2.4  TACTICAL ISSUES IN PROBLEM SOLVING FOR SURFACES 
AND INTERFACES

Up to now, the discussion and description of the logical sequence of problem solving has empha-

sized strategic issues. What follows below are some general observations on some of the tactical 
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practicalities that have to be taken into account. Most of the points are described, often in greater 

depth and breadth, in subsequent chapters, but it is useful at this stage to provide a general over-

view. The examples given are illustrative, rather than exhaustive, and are framed in the context of 

surface analysis.

2.4.1 SPECIMEN HANDLING, PREPARATION, AND CONFIGURATION

Whether surface characterization is being used in the context of basic science, in which both the 

origin and history of the specimen are known, or whether it is applied in problem solving, where the 

specimen is likely to arrive in a much less well-defi ned state, the fi rst essential requirement in deal-

ing with the specimen is cleanliness. This should be obvious from the extreme surface specifi city of 

most surface analytical techniques, but must be emphasized nevertheless. Even though specimens 

exposed to the ambient atmosphere or subjected to various pretreatments carry surface contamina-

tion, it is vital not to add to or alter that contamination by manual contact or by any other contact that 

might cause transfer of material onto the surface. For the same reason, the environment in which the 

analysis is performed should be such that it cannot contribute to the contamination, that is, the ambi-

ent should be oil-free and in the UHV region of pressure.

One of the reasons for avoidance of any alteration to the existing contamination layer is that 

there will be instances where some or all of the information needed for solving a problem may actu-

ally reside in the nature of the contamination itself. These instances might arise, for example, in 

tribology, adhesion, or corrosion. It is in any case essential to carry out an analysis of the specimen 

in the as-received condition, if for no other reason than to establish the extent of the contamination 

and therefore to be able to decide on subsequent procedures.

Specimen preparation and treatment can take place either outside the vacuum envelope of the 

analysis system, that is, ex situ or, within the system, in situ. Ex-situ preparation could be either in 

the uncontrolled laboratory ambient or in a controlled atmosphere, while in-situ preparation and 

treatment could be either in the analysis position itself or in an associated chamber.

2.4.1.1 Ex-Situ Preparation

In surface and interface problem solving, most specimens will have originated from an external 

source, that is, the customer, and therefore by defi nition they will have had some ex-situ preparation 

or treatment, if only as a result of transfer from their original environment to that of analysis. How-

ever, that is not what is really meant by ex-situ preparation. Many analytical techniques in materials 

science, those that can be classifi ed as providing bulk analysis, require preparation of the specimen 

by methods such as polishing, abrasion, and sectioning. These can also be used in the preparation of 

specimens for certain types of surface analysis, but of course the cleanliness requirements are much 

stricter than in preparation for bulk analysis. For example, lubricating or cutting liquids cannot be 

used, because they will leave residues on the surface, while exposure to polar fl uids may degrade the 

surface. In addition, any debris left on the surface after such ex-situ methods have been used should 

be removable by ultrasonic cleaning in a bath of high-volatility solvent. The usual reason for employ-

ing such aggressive methods is to expose a buried interface located at a depth too great to be reached 

by in-situ methods.

2.4.1.2 In-Situ Preparation

Once inside the analytical system there are many types of preparation or treatment of the specimen 

that might need to be carried out in the course of any one problem-solving procedure. They fall into 

the approximate categories of cleaning, depth profi ling, interface exposure, and surface treatment.

The most common method of removing surface contamination is by ion beam erosion, normally 

with energetic Ar+ bombardment. By adjusting the ion energy and by using a low ion dose (roughly 
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equivalent to about one incident ion per surface site), it is possible to remove just the fi rst one or two 

atomic layers, which usually consist of contamination. The cycles of alternate erosion and heating 

to achieve perfect cleanliness of a specimen, used in basic research, are clearly inappropriate to 

specimens involved in problem solving since the information content would be lost immediately. 

However, cleaning by gentle ion beam erosion (without heating) is convenient and reliable, and is 

the most widely used method largely because for the vast majority of specimens there is no alternative. 

One or more ion guns are therefore mandatory accessories on most surface analytical installations. 

The principal disadvantages of a technique in which relatively heavy charged particles such as Ar+ 

are accelerated to impact on a surface are structural and chemical damage, mentioned in more detail 

below (see additional discussion in Chapter 10).

In a few special cases, in-situ cleaning can be performed by mechanical means. It is possible to 

fi x special tools to the end of an auxiliary manipulator arm so that the operations of abrasion (with 

a diamond fi le) or scraping (with scalpel or razor blades), or even cleavage (with razor blade or 

chisel) can be carried out. When abrading or scraping, care must be taken that material from one 

surface is not transferred to the next.

As well as for cleaning, as mentioned above, ion beam erosion is used very extensively for the 

(relatively) controlled removal of material to allow analytical access to regions of the specimen 

beyond the surface information volume. Erosion and analysis can be either simultaneous (e.g., when 

using AES) or sequential (e.g., when using XPS); in both cases, the plot of elemental concentration 

as a function of amount removed is called a depth profi le. Examples of depth profi les abound in the 

literature and there are several in this book. Also in this book in various places (i.e., Chapters 3, 10, 

16, and 18), the deleterious effects to be expected from ion bombardment of a surface are described. 

The latter arise from unavoidable knock-on structural and chemical damage, which disrupts the 

surface crystal structure and alters the electronic structure. In addition, for a multiatomic specimen, 

as most are, the removal of surface species by the ion beam is selective, so that some species are 

enriched and others depleted as the eroded face progresses into the specimen. As a result, there may 

be selective desorption, interlayer mixing, and the appearance of sub-valent species and non-stoichi-

ometry. For more details, see the above-mentioned chapters. Unfortunately, there is as yet no realistic 

alternative to ion beam depth profi ling, particularly in the realm of problem solving, and the best that 

can be done is to be aware of the effects and to attempt to account for them in a semiquantitative 

way. In the case of transmission electron microscopy, focussed ion beam milling is now becoming a 

widely used tool for preparing specimens (see Chapters 5 and 9).

If internal interfaces are also regions of structural weakness, they can often be exposed for 

analysis by mechanical methods. The classical example is that of grain boundaries in polycrystalline 

metals that have been weakened as a result of impurity segregation to them following heat treatment. 

The boundaries can be exposed by fracture of the metal, usually at low temperatures, but any attempt 

to measure the nature or level of the impurity by fracture ex situ will always be unsuccessful because 

of the reaction of the impurity with ambient air and of the accumulation of contamination. Thus, 

there are many available designs of fracture stage for use in situ, mostly for impact fracture but some 

for tensile fracture. The stages can also be used for ceramic fracture, since there are instances in 

which ceramic materials also lose cohesion through the presence of grain boundary impurities.

In special cases, for example, in adhesion and in thin oxide fi lm studies, it may be possible to 

expose the interface of interest by peeling techniques (see Chapters 18 and 19). Devices designed to 

do that are usually constructed individually and are not normally available commercially, unlike 

fracture stages.

Finally, in-situ preparation includes also all those treatments used from time to time to try and 

create on a specimen the same surface condition as might be found after some technological treatment 

or other. Since it is normally undesirable to carry out such treatments in the analysis chamber itself, 

many instruments have an additional chamber, communicating with but isolatable from the analysis 

chamber, in which the treatments can take place. Indeed, it is increasingly common to incorporate 

analytical techniques into processing lines, such as those used for chemical vapour deposition (CVD) 
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and multilayer epitaxial deposition. According to what is required, the additional, or reaction, chamber 

might therefore be equipped with the means of heating or cooling the specimen, or of exposing it to a 

gas or mixture of gases via a metered gas handling system, or of depositing thin fi lms of one or more 

materials on its surface, or of causing alterations in its surface by ion implantation or plasma discharge. 

Many of these treatments are described in various places in this book.

The main points of specimen handling and preparation for surface-specifi c analytical techniques 

are summarized in Figure 2.2. Similar fl owcharts of greater or lesser complexity can be constructed 

for other techniques and types of applications.

2.4.1.3 Specimen Confi guration

Just because in some techniques (e.g., scanning tunneling microscope) the quasi-2D interaction 

volume is exceedingly small does not mean that the specimen confi guration itself has to be small. 

Since specimens have to be positioned and oriented with the naked eye, and handled in so doing 

with, for example, clean high-quality tweezers, it follows that they are all macroscopic. In addition, 

many of the surface analytical techniques, when used in routine fashion, are macroscopic in two 

of the three dimensions of the interaction volume; SSIMS and XPS in their nonimaging forms are 

good examples.

Specimen preparation and handling for surface spectroscopy

Careful handling of 
as-received specimen

Carry out reaction in chamber
attached to spectrometer UHV

chamber 
or

Use transfer vessel
or

Use glove box attached to fast
entry lock

or
Use normal transfer for
nonreactive outcomes

Type of problem 

Surface contamination Surface reactivity Buried information

Inert surface Reactive surface

Ex-situ cleaning
and normal

profiling

In-situ removal
of contamination

and over-layer:
Ion 

bombardment or
abrasion

In-situ fracture, 
or

Chemical etch in 
reaction chamber

Powders: Disperse on conducting tape, or press into soft metal (e.g., In). Remove loose
powder carefully.

Insulating specimens: Use flood gun, or coat with thin metal film (monolayer), or deposit
conducting  grid.

Cleanliness always ranks above holiness

FIGURE 2.2 Overview of specimen handling and preparation for surface specifi c analysis.
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Despite the above statement, the analyst engaged in problem solving is not infrequently presented 

with nonstandard specimen confi gurations, which require ingenuity and inventiveness if a representa-

tive analysis is to be achieved. Examples of such diffi cult specimens are powders, carbon and polymer 

fi bers, biomaterials, and microelectronic circuits; again, these are mentioned in this book in the appro-

priate chapters, where ways of presenting them for successful analysis are described.

2.4.2 TECHNIQUE DESTRUCTIVENESS

According to basic physics, any measurement process is irreversible; in that very fundamental sense, 

then, no measurement technique can claim to be nondestructive. In the world of practical problem-

solving, however, such a limitation can be set aside as being too rigid. Given that all the surface 

analytical techniques can be destructive to greater or lesser extents, a pragmatic approach must be 

adopted. Depending on the constraints applicable to any particular problem or to a particular type of 

specimen, a set of functional criteria can be set up to classify techniques and procedures in terms 

of their potential destructiveness as follows:

2.4.2.1 Functionality Criterion

If the intended functions of a specimen or material are unaffected by the problem-solving pro-

cess, then the techniques and methodologies required to solve the problem can be said to be 

nondestructive.

2.4.2.2 Market Value Criterion

Using “market” here in its broadest sense, if the market value of an object is not reduced by the 

problem-solving process, then the process can be said to be nondestructive. There might even be a 

gain in value as a result of the analytical procedure, which would be offset against any loss arising 

from possible destructiveness. Further, if there is a set of nominally identical items, it is possible that 

the loss in value of those that are analyzed and perhaps irretrievably damaged would be more than 

made up by the gain in value of the remainder as a result of the information acquired (e.g., due to 

demonstrable quality control).

2.4.2.3 Sequential Analysis Criterion

When using a multi-technique approach to problem solving, care must be taken that the application 

of one technique to a specimen does not jeopardize the validity of subsequent analyses by other 

techniques. Under this criterion, if that validity is unaffected, then the technique fi rst applied can be 

said to be nondestructive. The criterion puts obvious constraints on the sequence in which tech-

niques should be used, beginning with the least destructive and ending with the most. A corollary of 

this criterion is that in cases where there are continuing ex-situ or in-situ specimen treatments requir-

ing periodic analysis then the analytical procedure should not itself affect the course of the 

treatments.

2.4.2.4 Information Volume Criterion

There is a direct relationship between the quality and quantity of information retrievable from the 

information volume and the fl uence of the stimulus being used. The greater the fl uence, the larger 

will be the number of interactions per unit time, and therefore the better will be the signal-to-back-

ground quality of the information. On the other hand, it is the direct, and sometimes indirect, effects 

of the stimulus that cause destructiveness. Among these effects, for example, might be the rate of 

energy deposition, or the rate of momentum transfer, or the type of interaction mechanism, or the 
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duration of the analytical procedure. Thus, a balance has to be struck between the quality of infor-

mation and the level of damage. In practical terms, this may mean having to take longer over an 

analysis than normal, in order to maintain the rate of energy deposition below a certain critical level, 

or using an energy of the stimulating probe different from normal, to avoid or minimize a particular 

interaction mechanism. Where damage is unavoidable, the analysis may reduce simply to having to 

accept whatever information can be collected before the specimen surface is altered to a predeter-

mined extent.

There are instances in which concerns over destructiveness override all others, as where an 

object is either irreplaceable or of great value, for example, archaeological artifacts, national trea-

sures, objets d’art, etc. At the other extreme, there are objects that can be replaced at essentially 

zero cost, compared with the cost of the analysis, for example, mass produced consumables, waste 

products, common naturally occurring products, etc. Even before analysis starts, it might be the 

specimen preparation itself that has to be considered because of its destructiveness, for example, if 

a large item has to be sectioned because it cannot be accommodated in the analysis position.

It is clearly diffi cult from the above discussion to give fi xed criteria for taking destructiveness 

into account. There is generally a degree of uncertainty with respect to a particular specimen or 

problem. The most important rule is always to tell the customer beforehand what the potential 

effects on the specimen might be and to have complete agreement on the procedure to be adopted.

2.4.3 QUALITY ASSURANCE, BEST PRACTICE, AND GOOD HOUSEKEEPING

In an ideal world, the quality of an analytical process, and its outcome, would be guaranteed auto-

matically by scrupulous adherence to the scientifi c method, independent of the intention of the 

analysis. That is, it should not matter whether the end user of the information is a research scientist 

or a customer, nor whether the results are to be used to generate new basic knowledge, improved 

techniques, better products, or fi nancial gain. In the ideal situation, the quality would indeed be 

assured, without the need for further formality.

When it comes to the type of contractual relationship that is now commonplace between the sup-

plier of the analytical service and the customer, a more formal guarantee basis is needed. The cus-

tomer will not necessarily be familiar with the in-principle merits of the scientifi c method, but will 

understand a published set of guidelines to which the supplier must adhere. Such a set will include 

both rules for best practice in all aspects of handling, preparing, and treating specimens, and instruc-

tions as to how an analysis must be carried out so that its results have been quantifi ed in an approved 

way and are traceable back to an agreed international standard. The latter proviso is essential in order 

that all results from any laboratory using the same technique are intercomparable. Only by general 

adherence to the same set of guidelines and instructions can quality assurance in an analysis be guar-

anteed. In many countries, there are now standard organizations that assess analytical supplier labo-

ratories for accreditation in quality assurance, and the number so accredited is growing steadily.

No analytical service can operate effi ciently without the internal procedures that can be lumped 

together under the heading of “good housekeeping”. Such procedures are basically commonsense 

routines that ensure that both personnel and instruments function smoothly and reliably, that proper 

records are kept and maintained up to date, that specimens are not mislaid, mishandled, or cross-

contaminated, that reports are compiled and sent on time, that customers are always fully informed, 

that safety standards are being met, etc. This book has much to say about the esoteric aspects of 

surface and interface analysis. It must always be borne in mind, however, that attention to detail is 

at least as important to the fi nal outcome

2.5 NOTES ON ACRONYMS AND JARGON

Communications within any fi eld of human endeavor, whether it be skateboarding or brain surgery, 

will sooner or later be conducted with specialized terminology, which to the uninitiated is either just 
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so much alphabet soup or incomprehensible and confusing jargon. The fi eld of surface and interface 

analysis and characterization is no different. Even to an insider the acronyms and abbreviations may 

sometimes present barriers to understanding rather than be a means of effi cient communication. 

Regrettably, they have to be used, if for no other reason than for brevity. Other complications arise 

from redundant terminology where several acronyms are in common use, but refer to essentially the 

same technique or methodology (e.g., EDS = EDX = EDAX = EDXS). During the editorial process, 

all reasonable efforts have been made to ensure that acronyms are defi ned in each chapter when they 

fi rst appear. Likewise, as far as possible, the use of jargon has been avoided, whenever it is unlikely 

to be comprehensible to a general scientifi c audience.
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3.1 INTRODUCTION

The most commonly used surface spectroscopic techniques are x-ray photoelectron spectroscopy 

(XPS), ultraviolet photoemission spectroscopy (UPS), Auger electron spectroscopy (AES), and ion 

scattering spectroscopy (ISS). XPS and UPS are similar techniques and can be grouped under pho-

toemission spectroscopy (PES). All four techniques are used widely for the study of solid surfaces 

both in fundamental scientifi c studies and in applied studies of polymers, ceramics, heterogeneous 

catalysts, metals and alloys, semiconductors, nanoparticles, biomaterials, etc. They can provide 

information about composition, chemical state, electronic structure, and geometrical structure. 

Detailed reviews have been presented previously [1,2].

3.2 PHYSICAL PROCESSES

In this section, the underlying physical processes are outlined and the nature of the information 

provided by the resultant spectra is discussed.

3.2.1 PHOTOEMISSION

In PES, either x-rays (XPS) or UV photons (UPS) strike the surface of a sample in an ultrahigh 

vacuum (UHV) environment. Electrons are emitted as shown schematically in Figure 3.1A. The 

emission process has been described by Berglund and Spicer [3] in a three-step model, in which the 

fi rst step involves absorption of an x-ray or UV photon and promotion of an electron from its ground 

state to the fi nal state above the fermi level. The fi nal state lies within the potential fi eld of the solid 

FIGURE 3.1 Schematic diagrams of the (A) photoemission, (B) Auger, and (C) fl uorescence processes.
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and satisfi es the Schrödinger equation for that fi eld. The second step is transport of the electron to 

the surface, and the third step is escape of the electron into the vacuum. Since the electron is gener-

ated within the potential of the solid, its wave function contains contributions from the solid even 

after it has escaped into the vacuum. In PES, the kinetic energies (KEs) of the emitted electrons are 

measured using an electrostatic charged-particle energy analyzer, from which their electron binding 

energies (BEs) can be calculated from the following equation:

 
b k

E h E= − + Δu f  (3.1)

where

Eb is the electron BE in the solid

hu is the energy of the incident photon

Ek is the electron KE

Δf is the difference in work function between the sample and the detector material assuming 

that there is no charge at the sample surface

Typical XPS and UPS spectra are shown in Figures 3.2 and 3.3, respectively. The characteristics 

of these spectra are discussed below, as are the photon sources and energy analyzers used to 

perform PES.

FIGURE 3.2 XPS survey spectra obtained from (A) an AgO sample after a 130°C anneal for 30 min and 

(B) an Ag2O sample after a 300°C anneal for 30 min. (From Hofl und, G.B., Hazos, Z.F., and Salaita, G.N., 

Phys. Rev. B, 62, 11126, 2000.)

XPS
survey

1200 1000 800 600 400 200 0

(A) AgO

(B) Ag2O

BE (eV)

N
(E

) (
ar

bi
tr

ar
y u

ni
ts

)

Ag MNN

Na 1s
OKLL Ag 3s

Ag 3p

Ag 3d

O 1s

C 1s
Cl 2p

Ag 4s
Valence

Ag 4p



22 Handbook of Surface and Interface Analysis Methods for Problem-Solving

FIGURE 3.3 HeII UPS spectra of CO adsorbed on transition metals. The two peaks below 8 eV, in the group 

labeled P2, are induced by CO adsorption. The structure above 8 eV, P1, which varies from metal to metal, is 

due to emission mainly from the metal d-orbitals. For comparison, the photoelectron spectra of Ir4(CO)12 and 

gas-phase CO are shown. (From Gustafsson, T. and Plummer, E.W., Photoemission and the Electronic Proper-
ties of Surfaces, John Wiley & Sons Ltd., Chichester, U.K., 1978.)
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3.2.2 AUGER EMISSION

The process of Auger emission is multistep, as shown in Figure 3.1B. The fi rst step is the production 

of a core hole by ejection of a core electron as a result of interaction with either incident electrons 

or photons. The second step involves an electron in a shallower energy level undergoing a transition 

to fi ll the core hole. The energy difference is then available to a third electron, which is ejected as 

the Auger electron. Thus, the AES process involves three different electrons in two or three different 

energy levels, and the KE of the Auger electron produced from, for example, K, L1, and L2 electrons 

is given by

 
1 2AE L LK

E E E E− − −= Δ  (3.2)

where EK, EL1
, and EL2

 are the BEs of electrons in the K, L1, and L2 energy levels, respectively, and 

Δ is a complicated term containing both the sample and spectrometer work functions, as well as 

many-body corrections that account for energy shifts during the Auger process and other electronic 

effects. The Δ term is usually small (<10 eV) and varies with chemical state. The initial core hole can 

also decay by x-ray fl uorescence, in which an electron in a shallower level drops into the core hole 

with emission of an x-ray photon as shown in Figure 3.1C. The probability of decay via an Auger 
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FIGURE 3.4 Auger electron emission and x-ray fl uorescence yields for K-shell electron vacancies as 

functions of atomic number. (From Somorjai, G.A., Principles of Surface Chemistry, Prentice Hall, 

Englewood Cliffs, NJ, 1972.)
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process is greater for light elements than that via fl uorescence, as shown in Figure 3.4 for K-shell 

electrons [6]. Auger processes occur for all elements except hydrogen and helium, which have no or 

insuffi cient outer electrons. As can be seen from Equation 3.2, the Auger KE does not depend on the 

primary beam energy, and the threshold energy for the transition is that required to produce the core-

level hole. A typical Auger spectrum in both the N(E) and dN(E)/dE modes, recorded from a poly-

crystalline Ag surface, using 1 keV primary electrons, is shown in Figure 3.5 [7].

3.2.3 ION SCATTERING

In ISS, an incident fl ux of monochromatic inert-gas ions (typically of energies 500–2000 eV) 

impinges on a solid surface, followed by energy analysis of the ions scattered from the surface at 

FIGURE 3.5 N(E) and dN(E)/dE electron energy distributions recorded from Ag with a 1 keV primary electron 

beam. (From Joshi, A., Davis, L.E., and Palmberg, P.W., in Czanderna, A.W. (Ed.), Methods of Surface Analysis, 

Elsevier, Amsterdam, 1975.)
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some preselected angle, as shown schematically in Figure 3.6. The ion–solid interactions can be 

approximated as elastic binary collisions between the ions and the individual atoms in the solid. This 

approximation works quite well because the collision times are short (10−15 to 10−16 s) compared to 

the time constant of a characteristic lattice vibration (10−13 s). The ion therefore strikes a surface 

atom and leaves the surface region before the recoiling atom has time to interact with the solid. The 

conservation of energy and momentum in the binary scattering process can be written as

 oE E E= + ¢  (3.3)

 o o o s scos cosM V M V M V= +q ¢ f  (3.4)

 
o s s0 sin sinM V M V= −q ¢ f  (3.5)

and combined to yield

 

2
1/ 2

2 2

2s o s

o o s o

cos sin
E M M

E M M M

⎧ ⎫⎡ ⎤⎛ ⎞ ⎛ ⎞⎪ ⎪⎢ ⎥= ± −⎨ ⎬⎜ ⎟ ⎜ ⎟+⎝ ⎠ ⎝ ⎠⎢ ⎥⎪ ⎪⎣ ⎦⎩ ⎭
q q

 

(3.6)

The symbols in these equations are specifi ed in Figure 3.6. In Equations 3.3 through 3.6, Eo is the 

KE of the incident inert-gas ion (set by the ion source), E is the KE of the scattered ion measured 

with an electrostatic energy analyzer, Mo is the mass of the primary ion (selected by the choice of 

inert gas), and q is the scattering angle determined by the experimental geometry. The variables are 

all known so that Ms, the masses of the surface atoms, can be determined from the positions of the 

peaks in the ISS spectrum. If Ms/Mo > 1, then only the plus sign in Equation 3.6 applies and each 

target mass gives rise to a single peak in the spectrum of scattered intensity as a function of E/Eo. 

If Ms/Mo < 1, then both signs apply, subject to the constraint

 
s

o

sin
M

M
≥ q

 
(3.7)

and each target mass gives peaks at two energies in the above spectrum. ISS spectra obtained from 

a higher alcohol synthesis catalyst are shown in Figure 3.7 [8].

FIGURE 3.6 Schematic representation of the ISS process. The primary ion has energy Eo, mass Mo, 

and velocity Vo before scattering, and energy E, mass Mo, and velocity Vs, after scattering. The scattering 

angle is q.
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3.3 SPECTRAL FEATURES

3.3.1 PES/XPS

XPS survey (also called wide scan) spectra obtained from Ag2CO3 before (a) and then after anneal-

ing at (b) 350°C, and (c) 500°C, each for 10 min in vacuum, are shown in Figure 3.8 [9]. In (A), 

many peaks are present, including the 3s, 3p, 3d, 4s, and 4p Ag peaks, as well as those of O 1s and 

C 1s. All these peaks arise from direct photoemission processes from core levels as shown in Figure 

3.1A. A very small Na 1s peak can also be seen due to a low level of Na contamination. Tables of the 

BEs of core-level electrons are given in several references [10–12], so if an unknown peak is appar-

ent at a particular BE, it can be identifi ed. Ag and O Auger peaks are also present in Figures 3.2 and 

3.8, produced by the process shown in Figure 3.1B, because core holes created by x-rays can also 

decay by an Auger process. Since the principal electronic shells usually contain electrons of differ-

ent energies due to multiplet splitting, an Auger feature arising from the ionization of a particular 

core level consists of multiple peaks. Another feature in Figures 3.2 and 3.8 can be seen at and just 

above a BE of 0 eV. This is the valence band (VB) photoemission spectrum, due to the valence elec-

trons of each element present. Its position and shape result from the chemical interactions (bonding) 

of the various elements.

Unmonochromatized x-ray sources contain several x-ray lines, each of which can cause core-

hole ionization, giving rise to satellite peaks in an XPS spectrum. These satellite peaks can be 

removed using a monochromator, but this reduces the x-ray fl ux and, hence, the photoemission 

FIGURE 3.7 ISS spectra obtained from an aged catalyst after (A) insertion into the analysis chamber and 

after sputtering with 1 keV He+ for (B) 5 min, (C) 10 min, and (D) after a further 15 min using a 1:1 He+ and 

Ar+ gas mixture. (From Hofl und, G.B., Epling, W.S., and Minahan, D.M., J. Elect. Spec. Rel. Phenom., 95, 

289, 1998.)

ISS

0 0.2 0.4
E/Eo

N
(E

/E
o)

 (a
rb

itr
ar

y u
ni

ts
)

0.6 0.8 1.0

O

Na CI K
Zn

TiAl

P

O
D

C

B

A



26 Handbook of Surface and Interface Analysis Methods for Problem-Solving

signal strength. The satellite features appear at BEs lower than those of the primary peaks and are of 

considerably lower intensity (<10%) [10]. Structure is also apparent at BEs slightly higher (0–50 eV) 

than those of primary features, due to two types of electron energy loss processes: (1) excitation of 

plasmons and (2) production of inter- and intra-band transitions.

According to Equation 3.1 for a conductor, a raw spectrum should be shifted in energy by Δf in 

order to be able to plot N(E) versus BE. If Δf were to be known from the work functions of the 

sample and detector material, then the process would be simple. Where Δf is not known, which is 

invariably the case, the calibration shift can be made using a peak that corresponds to a given (known) 

chemical state. Most samples exposed to air accumulate hydrocarbon contamination resulting in a 

signifi cant C 1s peak. The magnitude of the shift required is then often determined by assigning the 

BE of this C 1s peak to a value of 285.0 eV, but it is essential that this assignment be checked against 

the BEs of other peaks in the spectrum, to ensure they make sense chemically. If they do not, then 

differential charging is probably occurring, and the data must be retaken using charge compensation 

techniques. For insulating samples, the surface may charge to some arbitrary potential, which cannot 

be correlated with any physical or chemical variables.

Damage phenomena must always be considered when using surface techniques. XPS produces 

the least damage because x-rays interact weakly with a solid, but in conventional XPS, the close 

proximity of the sample to the source itself can cause thermal damage. Damage can occur by several 

FIGURE 3.8 XPS survey spectra recorded from an Ag2CO3 sample (A) as-entered, and after annealing for 

10 min at (B) 350°C and (C) 500°C. (From Salaita, G.N., Hazos, Z.F., and Hofl und, G.B., J. Elect. Spec. Rel. 
Phenom., 107, 73, 2000.)
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processes including bond breakage, and emission of particles by photon-stimulated desorption. The 

possibility of damage can be established by recording sequential spectra as a function of irradiation 

time. If the spectra change during the sequence, then damage has occurred, and the data collection 

parameters need to be changed to minimize it.

3.3.2 PES/UPS

In UPS, UV photons, rather than x-rays, are used as the excitation source. In many laboratories, UV 

sources at fi xed energies, for example, HeI and HeII at 21.21 eV and 40.82 eV, respectively, are still 

used, but more information can be obtained with the help of the variable photon energy provided by 

a synchrotron (see also Chapter 7). As in XPS, the KEs and signal strengths of the photoelectrons 

are measured. Similar features are observed using either XPS or UPS to examine the VB, but their 

relative intensities differ due to variations in the ionization cross-section with photon energy. Another 

important difference is that the overall intensity of the VB photoemission signal is much greater in 

UPS than in XPS, because in the former the photon energy is of similar magnitude to that of the 

energy required for the excitation process (i.e., the Einstein Golden Rule). Since photoelectrons are 

initially elevated from a fi lled to an unfi lled level, the structure of the density of states (DOS) infl u-

ences the UPS signal; thus, although UPS occurs by the process shown in Figure 3.1A, and obeys 

Equation 3.1, the photoemission signal is modulated by the DOS of the unfi lled levels just above the 

fermi level. The UPS VB spectrum therefore refl ects a joint DOS. Since the unfi lled DOS is much 

extended at energies far above the fermi level, and is essentially continuous there, such modulation 

is not a consideration in XPS.

In a synchrotron, the photon energy can be scanned using a monochromator. The initial (i.e., 

fi lled) DOS can be recorded by choosing a particular unfi lled level (i.e., at a fi xed KE) and by 

scanning the photon energy. The fi nal (i.e., unfi lled) DOS, on the other hand, can be obtained by 

scanning both photon and KE. Figure 3.9 shows the fi lled and unfi lled DOS from the surface of 

α-quartz [13], recorded in this way. If 21 eV photons had been used, the feature at −10 eV would 

have been signifi cantly reduced due to the low population of the unfi lled DOS at 11 eV. The nature 

of the orbitals and their related selection rules also infl uence the intensities in the joint DOS.

FIGURE 3.9 Filled (below EF) and unfi lled (above EF) DOS, recorded from an α-quartz surface. (From 

Garvie, L.A.J., Rez, P., Alvarez, J.R., Busick, P.R., Craven, A.J., and Brydson, R., Am. Mineral., 85, 732, 

2000.)
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FIGURE 3.10 Calculated and experimental band structure of Be(0001) along Δ. The thicker lines denote 

fi nal states, which have large plane-wave components along Δ. The dashed line is the corrected initial state 

used to determine the fi nal state. Note that the vertical scale changes at EF. (From Jenson, E., Bartynski, R.A., 

Gustafsson, T., Plummer, E.W., Chou, M.Y., Cohen, M.L., and Hofl und, G.B., Phys. Rev. B, 30, 5500, 1984.)
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UPS can be used to obtain various types of information, the most obvious being VB electronic 

structure, as described above. Valence electrons are responsible for the chemical bonding that holds 

atoms together to form a solid; various quantum mechanical methods can be used to calculate the 

bonding structure, in particular the VB DOS, thus providing a direct means of comparison of calcu-

lated results with experimental data. Both crystalline and amorphous solids can be studied. Using 

angle-resolved UPS and synchrotron radiation, the complete band structure of single-crystal surfaces 

can be mapped along different crystal directions. An illustration of this approach is given in Figure 

3.10, in which the band structure of a Be(0001) surface has been mapped out in the Δ direction [14]. 

Comparison is shown with the results of a calculation using an ab initio self-consistent pseudo-

potential method in the local-density formalism. The agreement between the calculated and 

experimental results is quite good except near the plasmon threshold. Another important application 



Photoelectron Spectroscopy (XPS and UPS), Auger Electron Spectroscopy (AES) 29

of angle-resolved UPS, using synchrotron radiation, is the determination of bonding orientation of 

adsorbates on single-crystal surfaces [5,15].

3.3.3 AES

An Auger spectrum, in the derivative, dN(E)/dE, mode, recorded from a sputter-cleaned Ni/Cr 

alloy foil, is shown in Figure 3.11 [16]. In the integral mode, Auger features appear as small peaks 

riding on a large background of inelastically scattered electrons, as seen in the lower two spectra in 

Figure 3.5. Differentiating the N(E) spectrum either electronically or numerically accentuates the 

Auger features relative to the background, which, as can be seen in Figure 3.5, is of much greater 

intensity. Ni and Cr features are present in Figure 3.11 at both low (<200 eV) and high KEs 

(>400 eV). The low KE features involve one or two valence levels in the Auger process, while those 

at high KE arise from three core levels. As with XPS, AES peaks can be identifi ed from their KEs, 

using reference manuals [12,17–19]. When assigning a particular peak to an element, it is vital to 

check that all the other Auger peaks belonging to that element are present in the spectrum and with 

the correct relative intensities.

Damage is a very important consideration in AES since many types of sample are susceptible to 

electron-beam damage by a variety of processes. Such damage can be minimized by using a low 

FIGURE 3.11 Auger spectra obtained from (A) cleaned Ni/Cr surface and (B) after room temperature expo-

sure to 100 L of oxygen. (The Langmuir [L] is not an SI unit, but remains in common usage. 1 L is defi ned as 

a dose corresponding to one monolayer coverage for a sticking coeffi cient of unity.) (From Hofl und, G.B. and 

Epling, W.S., Chem. Mater., 10, 50, 1998.)

Ni
Cr

A

B

Cr

Ni, NiO

100 300 500
KE (eV)

dN
(E

)/d
E 

(a
rb

itr
ar

y u
ni

ts
)

700 900

O

CrOx

Ni



30 Handbook of Surface and Interface Analysis Methods for Problem-Solving

electron-beam fl ux coupled with pulse counting. For a homogeneous sample, the electron beam may 

be rastered across the surface to minimize beam exposure. As with XPS, damage can be detected in 

AES by recording sequential spectra and looking for differences, as a function of electron-beam 

exposure.

3.3.4 ISS

ISS spectra recorded from an higher alcohol synthesis (HAS) catalyst are shown in Figure 3.7. They 

exhibit a variety of peaks arising from different elements including O, Na, Cl, Zn, Al, P, K, and Ti. 

Each peak lies at an E/Eo value close to that predicted by Equation 3.6.

Under the usual operating conditions, that is, light incident ion (He+), relatively low incident 

ion energy (1–2 keV), and low incident ion current (10–50 nA), damage in ISS is negligible. 

However, when heavier ions are used, for example, Ar+, often at higher energies, then there is a real 

danger of surface damage, which should be checked in a manner similar to that suggested for XPS 

and AES.

3.4 DEPTH SPECIFICITY

3.4.1 PES/XPS/UPS

Both XPS and UPS are surface-specifi c techniques in that the information obtained originates within 

the outermost 6 nm. In both techniques, the incident photons penetrate deeply, and do not govern the 

depth specifi city. The deciding factor is the attenuation length (l) of the photoelectrons. The attenu-

ation length is shown in Figure 3.12 as a function of photoelectron KE for elements, inorganic 

compounds, and organic compounds [20]. The probability of an electron traveling a given distance 

x in a solid without scattering inelastically is given by

 
/

( )
xP x ke−= l

 (3.8)

FIGURE 3.12 Dependence of the attenuation length on the photoelectron KE for elements, inorganic com-

pounds, and organic compounds. (From Seah, M.P. and Dench, W.A., Surf. Interface Anal., 1, 2, 1979.)
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FIGURE 3.13 Schematic diagram illustrating how the collection angle affects XPS depth specifi city. If l of 

a photo-emitted electron is l, then 90% of the photoelectrons detected by detector 1 are emitted within a 

distance of 3l(dB) beneath the surface. However, moving the detector to position 2 results in an equivalent 

detection of electrons emitted within a depth ds, that is, reduction of the information depth by a factor sin q. 

(From Hofl und, G.B., in Rivière, J.C. and Myhra, S. Eds.), Handbook of Surface and Interface Analysis, 

Marcel Dekker, Inc., New York, 1998.)
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where k is a normalization constant. This equation and Figure 3.12 can be used to calculate the 

contributions to a given elemental peak for varying depths of the element beneath the surface. For 

any given element, the associated XPS peaks have different KEs and consequently different infor-

mation depths. Over 90% of photo-emitted electrons originate from a depth less than 3l, which 

defi nes roughly the depth specifi city for a particular peak. The spectral features that have the greatest 

surface specifi city are those with KEs near the minimum l in Figure 3.12. For organic compounds 

such as polymers, this would be at about 18 eV, where l is about 0.4 nm and the information depth 

about 1.1 nm, that is, between 5 and 8 atomic layers for most materials. For photoelectrons at higher 

KEs, around 1000 eV, from elements or inorganic compounds, l is about 2.5 nm so that the informa-

tion depth would be about 7.0 nm. Note that photoelectrons at very low KEs have low depth specifi c-

ity. Photoelectrons emitted from the outermost atomic layers have the lowest probability of scattering 

inelastically so that they make the largest contribution to a peak. This contribution decreases expo-

nentially with depth according to Equation 3.8.

XPS and UPS can be performed in angle-resolved modes in order to vary the information depth. 

For these modes, the only parameter that can be varied is the collection angle, as shown in Figure 

3.13. If this collection angle is changed from normal to grazing by rotating the specimen (typically 

up to 80° off normal), a compositional profi le can be obtained, with the help of various numerical 

procedures [21–23]. In UPS, variation of the collection angle can reveal differences in electronic 

structure and composition between the surface and the bulk. These differences include band bending 

and accentuation of some surface electronic states not allowed in the bulk electronic structure.

3.4.2 AES

The Auger electrons generated in AES obey the same scattering rules as do photoelectrons in XPS 

and UPS, and the Auger electrons in XPS. The difference in the technique is that both the KE and 

angle of incidence of the primary beam can infl uence the surface specifi city. As the KE of the primary 

beam is decreased, the beam penetrates less deeply into the surface, thereby increasing the surface 

specifi city. Also, if the incident angle of the primary beam is decreased from normal to grazing, 

the surface specifi city is again increased, because although a grazing beam travels the same distance 

through a solid as would a normal beam, Auger electrons would then be originating nearer the 

surface, and the information depth decreases.

As in XPS and UPS, AES can also be used in the angularly resolved mode. There is more 

fl exibility available in AES, because both the incidence and collection angles as well as the primary 
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FIGURE 3.14 Angle-resolved AES (ARAES) spectra from a Li-contaminated, polycrystalline, Ag sample 

after annealing in O2. Spectrum (A) was recorded using the conventional AES geometry (normal incidence 

and 42° off-normal collection angle), and spectrum (B) with an angle of incidence of 45° and a collection 

angle of 7°. (From Davidson, M.R., Hofl und, G.B., and Outlaw, R.A., J. Vac. Sci. Technol. A, 9, 1344, 1991.)
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beam energy can be altered, and all these infl uence the surface specifi city [24]. An example is shown 

in Figure 3.14 [25]. The spectra shown there were collected, using a cylindrical mirror analyzer 

(CMA), from a Li-contaminated Ag sample after annealing in O2. Spectrum (A) contains three 

prominent features due to Li, Ag, and O, and was collected in the conventional manner using a pri-

mary electron beam at normal incidence and a collection angle of 42° off normal. Spectrum (B) was 

recorded in a surface-specifi c mode using angles of incidence and collection of 45° and 7°, respec-

tively, with respect to the surface plane. The Li and O peaks were unchanged but the Ag peak size 

decreased greatly, indicating that the Li2O was present as a fi lm covering the Ag.

3.4.3 ISS

Atomic scattering cross sections are in fact larger than indicated schematically in Figure 3.6, which 

means that a primary ion scattered from an atom in the second atomic layer cannot easily escape 

without being scattered again by a surface atom. This and the fact that any ion penetrating beneath 

the surface has a very high probability of being neutralized imply that ISS is almost entirely spe-

cifi c to the outermost atomic layer. However, the situation is not always clear-cut. Figure 3.15 

shows two possible atomic confi gurations of the outermost layer. In Figure 3.15A, ISS spectral 

features will be present for both elements A and B, regardless of incidence angle or collection 

angle. On the other hand, in Figure 3.15B features will be present for both A and B only if near-

normal incidence and collection angles are used. For any other angles, there will appear a peak only 

for element A.
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3.5 COMPOSITIONAL INFORMATION

Since quantifi cation is the subject of Chapter 8, it will not be dealt with here in any detail. In any case, 

UPS does not provide direct compositional information even though the shapes of features in a UPS 

spectrum do depend upon composition. XPS and AES can provide good compositional information, 

as pointed out in Chapter 8, but that usually involves making the assumption that the sample is homo-

geneous. Except for pure metals, relatively few samples have homogeneous near-surface regions, and 

the matrix effect (i.e., the spatial distribution of elements in the near-surface region of a homoge-

neous sample) can have a very large effect on peak intensities [26]. Therefore, any quantifi cation 

based on the assumption of homogeneity must be viewed with great caution. XPS and AES equip-

ment manufacturers make the homogeneous assumption when programming their software, without 

providing detailed information, which means that the compositions calculated using the software 

may be quite far from reality. However, as also described in Chapter 8, study of the shape of the 

inelastic background under spectra can provide useful information about elemental distributions in 

subsurface layers in inhomogeneous samples, so the situation is not as diffi cult as it might seem.

Deriving compositional information from ISS spectra is also challenging for two reasons. The 

fi rst is that accurate cross-sections are not available for elements as functions of the type of scatter-

ing ion and its energy, and the cross sections increase signifi cantly as elemental mass increases [27], 

so that heavy elements give rise to larger relative peaks than do light elements. The second diffi culty 

involves the neutralization probability, that is, the percentage of ions colliding with an element, that 

is neutralized, which is very high, ∼99%. Thus, small variations from one element to another in this 

probability can have large effects on quantifi cation. Studies of neutralization using a combination of 

ISS and the measurement of the scattering of neutrals would be useful, but have not been performed, 

so the usual assumption is that the neutralization probability is the same for all elements.

Since absolute quantifi cation of XPS, AES, and ISS is not easy, another approach is to use rela-

tive quantifi cation, that is, to compare spectra from related surfaces. This could take the form of 

preparing a number of samples in which just one parameter was varied systematically, and then col-

lecting and comparing spectra. Even small differences in the spectra would then be signifi cant and 

interpretable. A similar approach would be to subject a sample to various treatments in UHV, and 

again collect and compare spectra. The treatments could be oxidation, reduction, ion sputtering, 

annealing, etc., and the sample might oscillate between two distinct states as a result of these treat-

ments. In a study of TiO2(001) [28], sequential reduction, oxidation, and sputtering was applied, 

with analysis after each treatment by XPS, AES, and ISS, and it was found that the chemical state at 

the surface changed systematically and reproducibly with the various treatments, in a cyclical 

manner. The study demonstrated that very small changes in features or lineshapes in spectra can be 

signifi cant.

A useful way of reporting comparative XPS, AES, and ISS data is by way of peak-area ratios (in 

the case of AES, in the undifferentiated N(E) vs. E spectra). Such ratios contain both compositional and 

matrix effects, of course, but the use of ratios tends to minimize those effects, and the resultant relative 

compositions are more accurate than those based on the assumption of homogeneity.

FIGURE 3.15 Two schematic models of the outermost atomic layer of a solid.
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3.6 ELEMENTAL SENSITIVITY

The question often arises as to what are the elemental sensitivities in XPS, AES, and ISS. The 

answer is complex because the elemental sensitivity depends upon the technique, the element, the nature 

of the sample, including compositional and matrix effects, the instrument used, and the parameters 

used for data collection. Each of these is discussed below.

The three techniques XPS, AES, and ISS have different information depths, dependent in the 

fi rst two on experimental conditions. ISS collects information from the outermost surface layer only, 

while in AES the information depth is governed by the incident and collection angles, and the pri-

mary beam energy; in XPS, it is determined by the incident photon energy and the collection angle. 

Thus, the observed sensitivity of a technique to any one element will depend on the spatial distribu-

tion of that element. If an element is not located in the outermost couple of layers, but is distributed 

in the immediate subsurface layers, then it will not appear in ISS spectra, but may yield large XPS 

and AES features. Again, an element spread uniformly over a surface will give rise to a larger signal 

for all three techniques compared to the same amount of that element present as clusters [26]. In a 

multielement sample, there may be overlapping peaks, which would affect sensitivity, since less 

prominent, but well-separated, peaks might have to be used.

The relationship between elemental sensitivity and the nature of the physical process is also dif-

ferent in each of the techniques. It is simplest for ISS, in that the scattering cross section increases 

monotonically with mass. In AES, the Auger electron yield per K-electron vacancy is higher than the 

x-ray yield for lighter elements, but becomes lower for heavier elements [6]. Relative sensitivity 

factors are provided by equipment suppliers for XPS and AES since the factors will depend on the 

analyzers used, and can vary by factors of 30–100. Thus, some elements are easier to detect than 

others. Using both AES and XPS can be advantageous because a given element may have a large 

sensitivity factor in one technique and a small one in the other. Carbon is an example, having a rela-

tively high sensitivity factor in AES but a low one in XPS. Thus, a C-contaminated surface may 

appear to be relatively clean when using XPS but not when using AES.

Hydrogen is an element that is virtually impossible to detect with these methods. This is unfor-

tunate because surface hydrogen is often present and can determine the chemical behavior of a sur-

face. Surface hydrogen has been observed directly using ISS [29,30] but only at extremely small 

scattering angles that are not accessible with most ISS systems. Hydrogen has no core-level elec-

trons so it cannot be observed directly with either XPS or AES, but it can sometimes be observed 

indirectly by XPS because of its presence as part of a surface group. For example, hydroxyl groups 

on oxide surfaces yield O 1s peaks at higher BEs than the oxide O 1s peaks. If it is necessary to 

establish that hydrogen, or an H-containing molecule, is defi nitely present, then either one of the 

SIMS family of techniques, or electron stimulated desorption (ESD), must be used.

All the various instruments available for XPS and AES produce different signal intensities for a 

given element for reasons such as differences in sample area analyzed, in electron optics and ana-

lyzer transmission function, and in type of electron detection. These topics are discussed in detail 

later in this chapter. The data collection parameters used can also have a great infl uence on elemental 

detectability. Elemental detectability can always be improved via the data collection parameters; for 

example, a small peak can be amplifi ed by making multiple (N) scans over the energy range around 

the peak for a long time. The number of counts increases with N, but the background noise increases 

with N . Using a lower energy resolution setting also increases the signal strength, but at the cost 

of poorer spectral resolution.

3.7 CHEMICAL-STATE INFORMATION

Of these techniques, XPS offers the best ability to provide chemical-state information. In this 

context, chemical state is often taken to mean that of an element in one or other of its known various 

valence states. What XPS actually measures is the infl uence on the BE of a given orbital of the 
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electronic structure surrounding an element, whether the element is in a well-defi ned valence state 

or not. This is a more general defi nition of chemical state that is appropriate to the interpretation of 

XPS data. For example, on a completely oxidized surface, the metallic constituent may indeed be in 

one well-defi ned valence state. However, bombardment with energetic inert-gas ions will remove 

selectively oxygen atoms and ions, leaving an oxygen-depleted surface (i.e., a sub-valent oxide, see 

Chapter 10). The metallic element may then be reduced to a range of intermediate valence states, 

which is usually refl ected in the XPS spectra [31].

Following their discovery in 1954 [32] that photoemission spectra could be used for elemental 

identifi cation, Siegbahn et al. went on to demonstrate [33] that spectral shifts could be used to pro-

vide chemical-state information. Their classical example [34] is that of ethyl trifl uoroacetate, whose 

C 1s spectrum is shown in Figure 3.16. Each of the four carbon atoms in this molecule has a different 

chemical environment, resulting in four different C 1s BEs, as seen in Figure 3.16. In most cases, 

however, BE shifts are not as obvious as in Figure 3.16 and may be diffi cult to detect.

This point is illustrated by the high-resolution spectra recorded from Kapton (a polyimide poly-

mer used for coating spacecraft in orbit at altitudes of 200–700 km) [35]. The structure of Kapton is 

shown in Figure 3.17; it can be seen that the C atoms are in six different chemical positions and the 

O atoms in two. Survey spectra taken before and after exposure to atomic oxygen (AO) and to air 

give the compositions (calculated on the basis of a homogeneous distribution) shown in Table 3.1. 

FIGURE 3.16 C 1s XPS spectrum recorded from ethyl trifl uoracetate, whose molecular structure is shown 

at the top. The four C atoms are each in a different chemical environment, giving rise to peaks at four differ-

ent BEs. (From Siegbahn, K., Nordling, C., Fahlman, A., Nordberg, R., Hamrin, K., Hedman, J., Johansson, 

G., Bergman, T., Karlson, S., Lindgren, I., and Lindberg, B., Electron Spectroscopy for Chemical Analysis—
Atomic, Molecular and Solid-State Structure Studies by Means of Electron Spectroscopy, Almquist & 

Wiksells, Stockholm, 1967.)
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FIGURE 3.17 Molecular structure of poly(ether imide) (Kapton HN) with labeled atomic sites. The C atoms 

are in six different chemical environments, and the O atoms in two. (From Grossman, E., Lifshitz, Y., Wolan, 

J.T., Mount, C.K., and Hofl und, G.B., J. Spacecraft Rockets, 35, 75, 1999.)
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TABLE 3.1
Near-Surface Composition Determined from XPS Spectra 
from Solvent-Cleaned, O-Atom, and Air-Exposed Kapton

Surface Composition (%)

Sample treatment O C N

Theoretical 17.2 75.9 6.9

Solvent cleaned 18.1 77.7 4.2

20 min O-atom exposure 14.4 78.4 7.2

24 h O-atom exposure  9.2 83.0 7.8

3 h air exposure following

24 h O-atom exposure

17.9 78.2 3.9

RF plasma 28.4 64.9 6.7

Low-earth orbit environment 22.2 70.8 7.0

Source:  Grossman, E., Lifshitz, Y., Wolan, J.T., Mount, C.K., and Hofl und, 

G.B., J. Spacecraft Rockets, 35, 75, 1999.

The as-received Kapton surface had a composition close to the theoretical, while on AO treatment, 

the O 1s peak intensity decreased signifi cantly compared to that of the C 1s. However, the high-

resolution C 1s, O 1s, and N 1s spectra in Figure 3.18 provide much more information. In the as-

received state (a), the C 1s spectrum contains one large and rather broad peak, corresponding to 

unresolved peaks due to the C atoms labeled 1–5 in Figure 3.17, and a smaller peak at higher BE that 

can be attributed to the C atom in position 6, bonded to carbonyl. With increasing AO exposure, the 

smaller peak diminished, thought to be a result of surface reaction to form CO2, which desorbed. At 

the same time, the peak in the O 1s spectrum due to carbonyl also decreased, but to a greater extent 

than the C(6) peak, so that the O/C compositional ratio also decreased. If this interpretation is cor-

rect, then the N 1s spectrum should also have altered, since all the N atoms in Kapton are bonded to 

carbonyl groups, and indeed that is what was found, as can be seen from the N 1s spectrum. With 

AO exposure, the predominant N 1s peak diminished as a new one formed at a lower BE and 

increased in intensity.

In some previous studies on Kapton [36,37], it was found that the surface oxygen content 

increased with AO exposure, contrary to the above observations. In those studies, the samples were 

exposed to air after the AO exposure and before taking XPS data. After the 24 h AO exposure, the 

sample described above was exposed to air for 3 h and then analyzed again, whereupon the O con-

tent was found to have nearly doubled. This demonstrates that it is important to carry out such 

experiments in situ in order to understand the processes occurring during AO exposure, since air 

exposure alters the results.
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In some cases, air exposure between treatment and XPS analysis does not affect the results, but 

this should always be tested and never assumed. An example is shown in Figure 3.19 [38]. In this 

study, Pd metal, anhydrous PdO, and hydrous PdO powders were given various treatments in a cata-

lytic reactor operating at 1 atm, exposed to air, and then analyzed. The spectrum shown in (a) was 

taken from Pd metal powder that had been reduced in hydrogen in the reactor, and consisted of only 

the metallic Pd 3d features, indicating that the reduction was complete, and that air exposure at room 

temperature did not result in oxidation of Pd. Spectrum (b) was recorded after exposing the reduced 

Pd metal powder to methane oxidation conditions in the reactor, transferring the sample in air to the 

XPS system, and then collecting XPS data. Features due to both Pd metal and PdO were clearly 

present, which is interesting because the reaction mixture consisted of methane, which is a reducing 

species, and oxygen, an oxidizing species. This spectrum thus indicates that a layer of PdO had 

formed over the Pd metal, showing that PdO was the catalytically active species under the 

conditions.

The spectra shown in (c) and (d) were from fresh anhydrous PdO before and after reduction, 

respectively, in hydrogen in the reactor. The treatment converted the near-surface PdO back to metal-

lic Pd, but there was peak broadening on the high-BE side due to the presence of subsurface PdO. 

A similar treatment on hydrous PdO gave similar results, as shown in (e) and (f). A mild sputter 

treatment with Ar ions also reduced hydrous PdO to Pd metal as shown in (g).

In order to understand the behavior of a complicated system, the different elemental spectra 

from all the elements involved should be compared, and consistency attained. Analysis of the spec-

trum from just one element may give a partial explanation, but a more complete explanation can be 

found only by analysis of all of the relevant peaks. This also provides a check on the consistency of 

the analysis, since if it is found that changes in all the spectra are not self-consistent, then the inter-

pretation must be rethought. For example, consider the thermal decomposition of silver carbonate 

(Ag2CO3) as studied by XPS [9]. A fresh silver carbonate powder sample was analyzed before and 

FIGURE 3.18 High-resolution C 1s (A), O 1s (B), and N 1s (C) XPS spectra from a solvent-cleaned Kapton 

fi lm after (a) insertion into the vacuum system, (b) 20 min, (c) 24 h exposure to the hyperthermal O-atom fl ux, 

and (d) 3 h air exposure following the 24 h O-atom exposure.
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FIGURE 3.19 High-resolution Pd 3d XPS peaks from (a) and (b) Pd powder after hydrogen and meth-

ane/oxygen oxidation, respectively, (c) and (d) anhydrous PdO before and after reduction, respectively, 

(e) and (f) hydrous PdO before and after reduction, respectively, and (g) PdO after ion sputtering. The 

specimens were exposed to air between each treatment. (From Hofl und, G.B. and Hagelin-Weaver, H.A.E., 

to be published.)
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after annealing at 350°C and then at 500°C (survey spectra shown in Figure 3.8). The resultant Ag 

3d spectra are shown in Figure 3.20A, in which the peaks recorded from the fresh sample exhibited 

a single peak at a BE characteristic of either Ag2CO3 or AgO. Although the sample was nominally 

Ag2CO3, the presence of AgO could not be eliminated. After annealing at 350°C, another single peak 

was present with a BE characteristic of Ag2O, suggesting that Ag2CO3 decomposes by losing a CO2 

molecule to form Ag2O. Annealing at 500°C resulted in another single Ag 3d peak at the BE charac-

teristic of Ag metal, due to desorption of O2.

Now consider the corresponding O 1s and C 1s spectra shown in Figure 3.20B and C, respec-

tively. Again, the spectra labeled (a) in these fi gures were obtained from fresh Ag2CO3. The pre-

dominant O 1s peak was due to either Ag2CO3 or AgHCO3. The presence of a signifi cant shoulder 

due to hydroxyl groups or possibly water suggests the presence of bicarbonate. No O 1s features 

due to Ag2O or AgO were present, which indicates that these species were absent and the Ag was 

present as Ag2CO3. The corresponding C 1s spectrum exhibits two well-defi ned and well-separated 

peaks due to carbonate/bicarbonate species and adsorbed hydrocarbons, respectively, the latter 

being present on all air-exposed surfaces. Annealing at 350°C produced the spectra shown in (b). 

A C 1s peak was not positively identifi able in the survey spectrum, and the O 1s peak was reduced 

by a factor of about 3 as the Ag2CO3 was converted to Ag2O, consistent with the O 1s spectrum 

(b) in Figure 3.20B, which exhibits a well-defi ned Ag2O feature as well as a feature due either to 

hydroxyl groups or to adsorbed water. The spectrum in the C 1s region was essentially noise. 

After annealing at 500°C, the O 1s peak in the survey spectrum decreased greatly, while the 
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high-resolution O 1s spectrum indicated that the low level of oxygen remaining was present as 

hydroxyl groups/water, subsurface dissolved oxygen, and Ag2CO3/AgHCO3. The C 1s feature was 

consistent in that a small amount of Ag2CO3/AgHCO3 was present as well as some hydrocarbons. 

This group of spectra demonstrates that the chemical behavior of the system was much more 

complex than that indicated by the Ag 3d spectra on their own.

In principle, chemical-state information can also be derived using AES, by observing changes in 

peak shapes and positions, but the complexity of the Auger process means that interpretation is usu-

ally too diffi cult. No chemical-state database has yet been formulated for AES. There are, however, 

special cases where AES can provide useful chemical-state information.

3.8 SPECTRAL RESOLUTION

It can be seen in the above examples that peaks recorded at high resolution often overlap. Ideally, 

peaks would be very narrow and well separated. In practice, they are broadened by three factors: 

(1) the full width at half-maximum (FWHM) of the x-ray line, ΔEx, (2) the width of the analyzer 

energy window, ΔEA, and (3) the natural line width of the orbital in the atom, ΔE2. The overall 

energy resolution (ΔE in units of eV) is given by

 ( )1/ 2
2 2 2

x A 2E E E EΔ = Δ + Δ + Δ  (3.9)

ΔE2 cannot be altered, while the analyzer energy window width can be set so that it does not limit 

resolution. Thus, it is the x-ray line-width that usually limits the overall energy resolution in XPS, 

which is the critical factor in the unambiguous extraction of chemical-state information. Mg Kα 

x-rays have a natural line-width of 0.70 eV, while line widths from other possible anode metals can 

be as broad as several electron volts (Table 3.2). Reduction in x-ray line-width, and hence improve-

ment in resolution, can be achieved by the use of a monochromator. For example, the Mg and Al Kα 

widths can be reduced to about 0.35 eV. Monochromatization also removes the x-ray satellite lines 

and most of the Bremsstrahlung background, leading to cleaner spectra. The disadvantage of a 

monochromator is that the incident x-ray fl ux is reduced signifi cantly (by as much as a factor of 40), 

thereby reducing the photoemission signal strength. Improvements in signal detectability, for exam-

ple, multichannel detection, are beginning to overcome this problem. When a spectrum contains 

FIGURE 3.20 High-resolution Ag 3d, O 1s, and C 1s XPS spectra from an Ag2CO3 sample (a) as-entered, 

and after annealing at (b) 350°C for 10 min and at (c) 500°C for 10 min. (From Salaita, G.N., Hazos, Z.F., and 

Hofl und, G.B., J. Elect. Spec. Rel. Phenom., 107, 73, 2000.)
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several closely spaced and overlapping peaks whose separation and identifi cation is essential 

for the analysis, then it is worth compromising on the loss in signal strength caused by using a 

monochromator.

According to Equation 3.1, only core levels with BEs less than the energy of the x-ray line can 

be ionized, which, with the conventional Mg and Al sources, can occasionally be a limitation. 

Photoelectrons from levels with higher BEs can of course be excited by x-rays of higher energy. One 

source that has been found useful for that application is Ti, whose Kα line energy is at ∼4510 eV. 

However, the line width is 2.0 eV, so that the energy resolution, and hence the ability to acquire 

chemical-state information, is much reduced. The situation is not helped by the fact that chemical 

shifts in core levels at higher BEs are usually small.

The cross-section for photoemission of an electron in a core or molecular level is dependent on 

the photon energy. An important consequence of this statement relates to the VB electrons that have 

large cross-sections for photoemission by UV light but very small ones for photoemission by x-rays. 

A good choice of anode for XPS VB photoemission is therefore Zr, for which the Mξ line has a 

photon energy of 151.4 eV and a line width of ∼0.77 eV. With Zr Mξ radiation the VB cross-sections 

are large, the spectral resolution is not signifi cantly limited by the photon line-width, and electrons 

in core levels with BEs between 20 and 145 eV can also be excited. The latter are not accessible with 

most UV sources and are useful because they are quite sensitive to chemical state, even if a compo-

sitional analysis cannot be made.

Curve-fi tting techniques to separate the contributions of the various species are widely used, and 

manufacturers usually supply programs for them, but, caution should be exercised when using them. 

TABLE 3.2
X-Ray Sources

Sourcea Energy (eV) Line Width (eV)

Zr Mξ  151.4 0.77

Mg Kα 1253.6 0.70

Al Kα 1486.7 0.85

Mono-Al Kα 1486.7 0.26

Mono-Si Kα 1739.9 0.35

Zr Lα 2042.4 1.7

Au Mα 2122.9

Ag Lα 2984.3 1.3

Mono-Ti Kα 4510.0 2.0

Mono-Cr Kβ1
5946.7 2.0

Mono-Cu Kα 8047.8 2.4

Sources:  Patthey, F. and Schneider, W.-D., J. Electron Spectrosc. Relat. 
Phenom., 81, 47, 1996; Beamson, G., Haines, S.R., Moslemza-

deh, N., Tsakiropoulos, P., Weightman, P., and Watts, J.F., Surf. 
Interface Anal., 36, 275, 2004; Moslemzadeh, N., Beamson, G., 

Haines, S.R., Tsakiropoulos, P., Watts, J.F., and Weightmam, P., 

Surf. Interface Anal., 38, 703, 2006; Diplas, S., Watts, J.F., 

Morton, S.A., Beamson, G., Tsakiropoulos, P., Clark, D.T., and 

Castle, J.E., J. Electron Spectrosc. Relat. Phenom., 113, 153, 

2001; Vargo, T.G. and Gardella, J.A., Jr., J. Vac. Sci. Technol. A, 

7, 1733, 1989; Wagner, C.D., J. Electron Spectrosc. Relat. 
Phenom., 15, 518, 1978.

a “Mono” refers to use of a monochromator.
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It is all too easy to allow a program free rein to produce a fi t involving many component peaks, some 

of which may have no chemical or physical meaning. If possible, it is better to have available a set 

of peak shapes and positions of all the species that may be present, and then to add these together in 

the appropriate proportions to obtain an envelope that is the best fi t to the experimental one. The use 

of an x-ray monochromator for recording both the experimental envelope and the spectra of the 

standards yields the best results.

3.9 DEPTH PROFILING

Most samples encountered are layered, either naturally or intentionally, or are otherwise spatially 

inhomogeneous, over depths greater than the information depths available with these techniques. 

The layer structure or the inhomogeneity can in principle be uncovered by depth profi ling using 

inert-gas ion sputtering [45]. Surface analysis performed after each sputtering dose then provides 

some sort of elemental depth profi le. However, there are several processes that may distort the com-

positional profi les so obtained, and in addition there is the problem of ion-beam damage leading to 

chemical reduction of some species. Nevertheless, under carefully controlled conditions it can prove 

useful. Analysis of buried information is discussed in Chapter 10.

3.10 MODULAR INSTRUMENTATION

The four techniques described here generally share a similar instrumental platform and have a func-

tional modularity, but of course the actual components used for a module vary with the technique. 

In this section, upgrades to existing modules, as well as new modules that have been introduced in 

the last 10 years, are discussed. In the following sections, the modules for each of the techniques are 

discussed individually, concentrating on the commercially available instruments and their fi gures of 

merit, and also on emerging developments in the types of samples analyzed and the conditions under 

which they can be analyzed.

3.10.1 EXCITATION SOURCES

The primary excitation sources are a fl ux of vacuum ultraviolet (VUV) light for UPS, of x-rays for 

XPS, of electrons for AES, and of ions for ISS. Ideally, all the particles making up any one fl ux are 

identical, that is, the photon and the electron fl uxes would be mono-energetic, and the ion fl ux would 

consist of ions of a single mass, energy, and charge.

3.10.1.1 UV Sources

In conventional UPS, UV photons are produced using an inert gas, usually He but occasionally Ne, 

in a plasma-discharge lamp. If He is being used, then, according to the pressure of He in the dis-

charge capillary, either the HeI line at 21.21 eV or the HeII at 40.82 eV can be selected. Control of 

the gas pressure in the discharge zone is crucial, particularly when trying to maximize the HeII or 

NeII line intensity, and it is normal to leave a lamp operating for a long time continuously once it 

has started, to save time. A system of differential pumping in the source housing ensures that UHV 

can be maintained in the experimental chamber. The line-widths of the resonant lines are narrow 

(∼20 meV), so that, unlike the x-ray sources for XPS, there is negligible contribution to instrumental 

broadening from the UV source. The most important application of UPS is in the angle-resolved 

mode, in which the angular orientation of the specimen, as well as that of the analyzers, can be 

changed, so that all emission angles are covered.

As discussed in Section 3.3.2, UPS can also be performed using radiation from a synchrotron, 

and indeed much additional and valuable information can be gathered by so doing. For a full descrip-

tion of the design of, and techniques available with, synchrotrons, see Chapter 7.
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3.10.1.2 X-Ray Sources

X-rays are generated by accelerating electrons emitted from a heated fi lament onto a metal anode 

with an applied voltage of 10–15 keV. The x-ray spectrum so generated consists of a continuous 

radiation band (Bremsstrahlung) on which discrete lines characteristic of the anode material are 

superimposed. For a standard x-ray source using a dual Mg/Al anode source, a thin aluminum foil 

is interposed between the anode and the sample, to reduce the Bremsstrahlung background, to pre-

vent stray electrons from hitting the sample, and to maintain the UHV in the system. Since the 

imaginary component of the atom scattering coeffi cient decreases monotonically with increasing 

energy both before and after an absorption edge, the thin aluminum foil functions as an imperfect 

high-energy cutoff fi lter. Without monochromatization, seven different Mg or Al K-emission lines 

are produced: the unresolved Kα1,2 and the Kα3, Kα4, Kα5, Kα6, and Kβ lines [10]. Of these, the Kα1,2 

lines are the most intense. Thus, an XPS spectrum will contain peaks excited not only by Kα1,2 but 

by the other fi ve emission lines as well. The peaks excited by the minor emission lines are called 

satellites. The Kα3 and Kα4 source satellites are of suffi cient intensity (3%–8% of the principal lines) 

for many vendors to provide a software algorithm that allows them to be stripped from the observed 

spectra.

For complete removal of satellite lines, and nearly all the Bremsstrahlung radiation, coupled 

with a valuable improvement in line width, an x-ray monochromator should be used. It so happens 

that, for Al x-rays, diffraction from the (101
-
0) plane of a quartz crystal at a Bragg angle of 78.5° 

selects the larger component of the Kα doublet, and rejects all other wavelengths. If then the x-ray 

source anode is placed at a particular point on a focussing sphere (often of diameter 0.5 m), the 

quartz crystal at another, and the sample at a third, x-rays will be dispersed by the crystal and refo-

cussed on the sample. In this way, the line width of the Al Kα radiation is reduced from 0.85 to 

0.35 eV. Another advantage of a monochromator is that the hot anode is removed from the near 

vicinity of the sample, thereby eliminating any possible degradation of the sample by heating. How-

ever, a disadvantage is that the x-ray intensity is reduced by a factor of up to 40. In principle, it is 

also possible to use Ag Lα, Ti Kα, and Crβ1 radiations in monochromators, since their photon line-

energies are multiples of Al Kα, which means that a quartz crystal could again be used for dispersion. 

The use of higher energy x-rays for special applications is becoming more common, and many ven-

dors sell sources with anodes other than Mg and Al. Table 3.2 is a tabulation of x-ray sources in 

current use. They are all commercially available except for monochromated Si Kα [39] and Cu Kα 

[40,41]. The former uses a quartz crystal at a Bragg angle of 56.85°, but requires special procedures 

to prepare the Si anode. The latter uses an LiF(220) crystal.

Several different fi gures of merit can be used to characterize optical sources, and, in principle, 

similar ones may be used to compare XPS sources. One such fi gure of merit is the spectral radiance 

(Ll), defi ned as the radiance (power per unit area per steradian) per unit wavelength with SI units of 

W m−2 sr−1 m−1, although the units W m−2 sr−1 nm−1 are usually used [46]. Since hn, and not l, is the 

parameter usually used in XPS, the analogous fi gure of merit might be Lhn, with units of W m−2 sr−1 

eV−1. This would be a very useful parameter for comparing sources with different anode materials 

operating at the same source power, but, unfortunately, is not provided by suppliers, so that research 

workers simply have to make qualitative comparisons based on the source power (in W), as deter-

mined by the maximum fi lament current and the maximum voltage that may be applied to the anode. 

On output this energy appears mainly as thermal energy, which is usually removed by cycled chilled 

water. Only about 1% appears as spectral energy. Radiance can be calculated from the source power 

provided that the area of the source, the solid angle of emission, and the effi ciency of conversion of 

supply power to photon power are known. To determine the spectral radiance, the actual spectral 

distribution is needed. Several factors determine the spectral distribution of the x-ray source. One is 

the geometry, as shown in Figure 3.21, for the x-ray photon intensity distributions of three different 

source geometries [47]. A second is the target material of the source for a fi xed geometry and elec-

tron power, as shown in Figure 3.22 [47]. In Figure 3.23, it can be seen that the intensities of the 
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FIGURE 3.21 Measured x-ray source spectral continuum distributions: effect of source geometry. (From 

Broll, N. and de Chateaubourg, P., Adv. X Ray Anal., 41, 393, 1999. With permission.)
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FIGURE 3.22 Measured x-ray source spectral continuum distributions: effect of target material. (From 

Broll, N. and de Chateaubourg, P., Adv. X Ray Anal., 41, 393, 1999. With permission.)
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FIGURE 3.23 Measured x-ray source line intensities as a function of electron power. (From Broll, N. and 

de Chateaubourg, P., Adv. X Ray Anal., 41, 393, 1999. With permission.)
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x-ray lines as a function of electron power all increase monotonically, but the slopes depend on the 

individual material [47]. In order to evaluate experimental differences in photoionization cross-

sections for different sources, the measured intensities must be referenced to a standard level 

recorded using all sources.

One new source that is not yet commercially available, but has great potential, is the table-top 

synchrotron [48], in which the radius of the electron orbit is a mere 15 cm. Under the operating 

conditions described in Ref. [48], it has a spectral radiance similar to that of a rotating anode, that 

is, a factor of about 10 brighter than that of a fi xed anode. The spectral radiance can be increased by 

a judicious choice of target. However, the real potential of a synchrotron lies in its ability to tune the 

emergent x-rays over an energy range of several keV up to 20 MeV. Furthermore, the spectral distri-

bution function is almost fl at over this range, that is, nearly ideal. Many important photoemission 

studies that cannot be performed with classical x-ray sources can be with synchrotron radiation. The 

use of radiation from large diameter (tens of meters) synchrotrons also allows chemical imaging at 

a lateral resolution of around 20 nm using a photoelectron microscope. Unfortunately, there are only 

about 50 operational synchrotron facilities worldwide, and there is greater demand than time avail-

able. Although the table-top synchrotron, at its present level of development, will not achieve 20 nm 

lateral resolution, it is likely to be reasonably affordable compared to large synchrotrons, thereby 

allowing greater numbers of research workers to carry out experiments of greater sophistication.

3.10.1.3 Electron Sources

Electron sources for AES and SAM consist of an emitter, either thermionic or fi eld emission, a set 

of electron lenses for beam focus and transport, and an optional electron energy selector for 

high-energy resolution. Almost all electron guns provided by suppliers come with a four-pole 

electrostatic defl ector, which allows the beam to be moved in any direction perpendicular to the 

optical axis; the defl ection system for scanning Auger microscopy (SAM) is more complex. The beam 

stability is determined by the power supply. Figures of merit used for these electron sources are 

radiance, spot size, and energy spread, and a comparison of them for the various sources is shown in 

Table 3.3. The suppliers normally make this information available.

Field-emission sources have radiances that are similar to those of synchrotron sources; for 

example, a synchrotron source operated at 3 GeV and 300 mA stored beam current, an x-ray con-

version effi ciency of 0.01, a solid angle of 2p × 10−3 sr, and an area of 0.1 mm2, has a radiance of 
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∼2 × 1011 W mm−2 sr−1 [50], to be compared to those quoted in Table 3.3 for fi eld emission. 

The energy spread in fi eld-emission sources rivals those of x-ray sources used for XPS. They are 

used in the more sophisticated SAM instruments, where lateral resolution in the nanometer range 

is currently the best achieved in dedicated laboratory instruments. The lifetimes of the various 

types of fi lament are determined by the material properties and the operating conditions. On the 

horizon is a new fi eld-emission cathode, based on an array of carbon nanotubes. It has been dem-

onstrated that a single carbon nanotube with a tip diameter of ∼20 nm has a brightness that is a 

factor of 10 greater than that of conventional fi eld emitters [51]. Field-emission carbon-nanotube 

cathodes have been used to make miniature x-ray sources with brightnesses comparable to classical 

ones [52]. However, the x-ray line-widths are much too large for photoemission.

3.10.1.4 Ion Sources

Ion sources for ISS comprise a beam of ions, electrostatic lenses for focus and ion transport, an 

optional mass fi lter, and an optional energy fi lter/selector. They are available with or without defl ec-

tors, the latter being used mostly for sputter cleaning. The most commonly used ion is He+, but Ne+ 

and Ar+ have also been employed; the ions are generated from the gases by electron impact ioniza-

tion. Alkali metal ions, that is, Li+, Na+, and K+, produced by the surface ionization of directly heated 

alkali aluminosilicate plugs are also used. Figures of merit for ion sources include the ranges of 

beam energy, beam current, and spot size, and the spread in the beam energy; beam current and spot 

size are adjustable independently. Typical operating parameters for a noble-gas ion source for ISS 

are as follows: beam energy 10 eV–5.0 keV, beam current 1–50 nA, spot size 1–20 mm, and energy 

spread <5 eV at low current. For an alkali ion source, the corresponding fi gures would be as follows: 

beam energy 50 eV–5.0 keV, beam current 1–100 nA, spot size 1–10 mm, and energy spread 0.4 eV 

(calculated for thermal spread).

The typical energy range for primary ions used in ISS is in fact 1–2 keV, which means that the 

energy spreads for the sources are acceptable, and an energy selector would be an unnecessary expense. 

Mass fi lters, which actually fi lter according to mass/charge ratio, remove multiply charged ions from 

the transported beam. When using He, the most commonly used gas, multiply charged ions are not a 

problem, and so a mass fi lter is not normally required.

A less common type of ion source used in ISS is the duoplasmatron, a schematic of which is 

shown in Figure 3.24; it is used when negatively charged primary ions are to be scattered from sur-

faces. A gas discharge is generated between a cathode and an anode, and the plasma so formed 

TABLE 3.3
Comparison of Electron Sources for AES/SAM

Source
Radiance 

(W mm−2 sr−1) Spot Size
Energy Spread 

DE (eV)

W 2 × 107 30–100 μm 1.0–3.0

Thoriated Wa 4 × 108

LaB6 2 × 108 5–50 μm 1.2

Field emission
Cold 2 × 1010 <5 nm 0.3

Thermal 2 × 1010 <5 nm 1.0

Shottky 2 × 1010 15–30 nm 0.3–1.0

a Calculated at 1900 K using the Richardson–Dushman equation and the 

maximum brightness equation [49].
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contains positive ions, negative ions, and neutrals. Either positive ions or negative ions can be 

extracted, but neutrals with velocities parallel to the source axis and moving toward the exit will also 

enter the next stage. Defl ection is therefore used to separate ions from neutrals, followed by a mass 

fi lter to select ions with the desired mass/charge ratio. Duoplasmatron sources are bright sources 

with energy spreads of the order of 15 eV, and spot sizes of 40–300 μm. A duoplasmatron-like ion 

source that produces a microbeam with a spot size less than 0.1 μm is being developed [54].

3.10.2 ENERGY ANALYZERS

An energy analyzer consists of an energy dispersing element, entrance and exit slits, and (option-

ally) entrance and exit lenses. Many commercial instruments use an entrance lens, but only a few an 

exit lens. In XPS, μXPS, iXPS, AES, and SAM, energy dispersion is achieved by defl ection in an 

electrostatic fi eld. The three types of electrostatic energy analyzer commonly in use are the CMA, 

the double-pass CMA (DPCMA), and the concentric hemispherical analyzer (CHA). An electro-

static energy analyzer is also the commonly used method of energy dispersion in ISS, but time-of-

fl ight (TOF) analyzers are also used, in which the primary ion-beam is pulsed, and the time taken for 

a scattered ion to reach a detector, at a known distance from the surface, is measured. In the DPCMA, 

better energy resolution is achieved by placing two CMAs in series. A schematic of a CMA is shown 

in Figure 3.25. The analyzer consists of a pair of coaxial cylinders with entrance and exit apertures 

at the front and back ends, respectively, of the inner cylinder. To reach the detector, a particle must 

travel along a trajectory that takes it from the entrance aperture, through the space between the two 

cylinders, through the exit aperture, and into the detector. An ideal CMA has a circular entrance 

aperture of zero width. The position of the entrance slit relative to the sample position, S in Figure 

3.25, determines the entrance angle, a. In the fi gure, a is the angle between the cylinder axis and the 

central trajectory shown beginning at S. The distance L from S to the focal point on the axis, F in 

Figure 3.25, depends on a. To discriminate charged particles on the basis of their energies, an elec-

tric fi eld is set up between the two cylinders. The inner cylinder is usually grounded, and for the 

analysis of electrons a negative potential, −V, is used to generate an electrical fi eld between the two 

cylinders. Only those electrons with energy E satisfying the condition
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FIGURE 3.24 Schematic diagram of a duoplasmatron ion source. (From Evans Analytical Group, Online 

SIMS Instrumentation Tutorial. With permission.)
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are focussed at F, where

Ko is a constant

e is the elementary charge

V is the magnitude of the applied potential

R1 is the radius of the inner cylinder

R2 is the radius of the outer cylinder [55]

The same equation applies for univalent positive ions (charge = Ze, with Z = 1), but a positive 

potential, +V, is applied to the outer cylinder. For a = 42° 18.5′, the analyzer becomes a second-

order focussing device, since the fi rst-order spherical aberrations vanish, and then Ko = 1.3099. In 

practice, the entrance aperture has a fi nite width, which allows electrons with entrance angles of 

a − Δa to a + Δa to enter into the space between the two cylinders. For small values of Δa on 

either side of a = 42° 18.5′, electrons of energy E will be brought to the same focal point, there-

fore all CMAs are constructed using this particular acceptance angle. However, an unavoidable 

consequence of a fi nite width entrance slit is that electrons with energies slightly smaller and 

slightly larger than E will also be brought to focus very close to F. This leads to an uncertainty in 

the value of ΔE for any given applied defl ecting voltage. Notice that all the electron trajectories 

cross in a small region of space within the inner cylinder just before they reach the detector. This 

crossing region is called the circle of least confusion, and is shown magnifi ed below the analyzer 

in Figure 3.25.

If there is no ring slit at the circle of least confusion, the relative energy resolution is given by
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FIGURE 3.25 Schematic of a CMA. (From Seah, M.P., Methods of Surface Analysis, Cambridge University 

Press, Cambridge, U.K., 1989. With permission.)
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where

DE is the specifi c linear energy dispersion

CS is the spherical aberration coeffi cient

CC is the chromatic aberration coeffi cient

Δa is the in-plane half-angle of acceptance into the analyzer (in radians)

If a ring slit of width W is placed at the circle of least confusion, the relative energy resolution is then 

given by
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where R1 is the radius of the inner cylinder. An appropriate choice of W for any given set of concen-

tric cylinders will result in improved resolution, but at the expense of a reduction in transmission. 

The ring slit is not normally adjustable by the user, which represents a consideration that must be 

addressed at the time of purchase. Although the energy resolution of a CMA is adequate for classical 

AES and ISS, it is not adequate for XPS or for lineshape analysis in AES. In order to obtain better 

energy resolution, the DPCMA was developed, and an example is shown in Figure 3.26A. Two 

hemispherical, retarding grids are placed in front of the sample. The nearer hemispherical grid is at 

the same potential as the sample, usually ground. When used as an electron energy analyzer, a nega-

tive potential, −V1, is applied to the second hemispherical grid in order to decelerate the electrons to 

a selected pass energy Ep. The same potential is applied to the inner cylinder. A potential −V2, such 

that V2 is greater than V1, is applied to the outer cylinder, the difference V2 − V1 determining the pass 

energy. A spectrum is recorded by ramping the potential on the inner cylinder while maintaining the 

potential difference between the outer and inner cylinders. The analyzer in Figure 3.26A has four 

individually selectable entrance/exit slits in the inner cylinder, and two apertures that lie in planes 

perpendicular to the cylinder axis, one at the midpoint and one at the end of the inner cylinder. 

During the fi rst pass, electrons are focussed into a region that is smaller than the entrance region. 

This becomes a source for the second pass CMA, which overall has the effect of reducing Δa. 

Because the pass energy is fi xed, so is ΔE throughout the spectrum. The improvement in energy 

resolution comes with a loss in analyzer transmission.

A CHA consists of two concentric hemispheres, of radii R1 for the inner and R2 for the outer. The 

trajectory along which a charged particle moves from the entrance to the exit slits of the analyzer lies 

on a hemispherical surface with radius Ro, between the two hemispheres. Ro is equal to ½(R1 + R2). 

An electron of energy E can move from the entrance slit to the exit slit if the condition
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is satisfi ed, where −V1 and −V2 are the potentials applied to the inner and outer hemispheres, respec-

tively, with V2 greater than V1 (i.e., the inner hemisphere is more positive than the outer hemisphere) 

[55]. A spectrum is recorded by scanning the applied potential difference across the concentric 

hemispheres. For a CHA used without a transport lens, the relative energy resolution is given by the 

recursive relationship
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where

W1 and W2 are the entrance and exit slit widths, respectively

CE is the nonlinear energy dispersion coeffi cient


